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Neighborhood Density in Phonological Alternations

SVERRE STAUSLAND JOHNSEN  
Harvard University

Introduction

Neighborhood density (ND) is a measure of how similar a word is to other words in the lexicon. In response to the growing evidence of the significance of ND for word identification and word production, linguists have started asking what role ND could play in phonological alternations, without reaching a consensus.

This paper assesses the role of ND in a phonological alternation in Norwegian, by asking whether the alternation is best predicted by ND or by the phonological structure of the alternators. The results reveal how these factors are strongly correlated and equally good predictors of alternations.

A question previously not addressed in the literature is what role ND could play for novel words in phonological alternations. An experiment conducted with nonce forms shows that ND cannot predict speakers’ production, whereas the phonological structure of the alternators can. Based on this discrepancy between existing and novel words, I conclude that although the observed effect of ND in word identification can affect how words are phonologically represented over time, it plays no role in the mapping from representation to surface realization.¹

1 Norwegian retroflexion

Norwegian distinguishes an alveolar laminal /s/ from a postalveolar apical ‘retroflex’ /ʃ/ in virtually all positions (see Kristoffersen 2000:22f. and Simonsen &

¹ This paper has benefited from comments and suggestions by Adam Albright, Michael Becker, and the audiences at the MIT Phonology Circle and the 2009 LSA Meeting. I am grateful to the people who volunteered to participate in the experiments, and to Vegard Johnsen for helping me recruit them. I am especially grateful to Kjetil Aasen for volunteering to tag the tokens analyzed in this paper. The raw data from the experiments reported in this paper can be found on the author’s website.
The contrast is rare in some contexts (such as (2), (4), and (6)) where the contrast exists thanks to incorporated loanwords from other languages or idiosyncratic native developments, but it is nevertheless invariably present for such words.

When a word beginning in /s/ is directly preceded by a morpheme ending in the apical alveolar tap /ɾ/ (see Kristoffersen 2000:24 and Moen et al. 2003:1756 for its articulation), the tap regularly deletes (Kristoffersen 2000:315), and /s/ surfaces as a retroflex [ʂ]. The retroflexion of /s/ to [ʂ] occurs both with words in prevocalic /s/ (7-8) and preconsonantal /s/ (9-11):

(7) /sɔmɔɾ-suɾʃ/ $\rightarrow$ [sɔmɔʂuɾʃ] ‘summer sun’
(8) /sɔmɔɾ-syɾʃ/ $\rightarrow$ [sɔmɔʂɾʃ] ‘summer vision’
(9) /sɔmɔɾ-spiɾʃ/ $\rightarrow$ [sɔmɔʂpiɾʃ] ‘summer games’
(10) /sɔmɔɾ-stœɾʃ/ $\rightarrow$ [sɔmɔʂʈœɾʃ] ‘summer dust’
(11) /sɔmɔɾ-skœɾʃ/ $\rightarrow$ [sɔmɔʂkuɾʃ] ‘summer shoes’

Despite earlier descriptions of the retroflex rule as being obligatory (Eliasson 1986:282, Kristoffersen 2000:316f., Torp 2007:70), the final step of the process described above (/s/ $\rightarrow$ [ʂ]) is in fact variably applied. According to intuition (which is verified in the following sections), retroflexion is more commonly applied to words in preconsonantal /s/ than to prevocalic /s/. For the examples above, retroflexion is strongly dispreferred in (7), where [sɔmɔʂuɾʃ] is the favored realization, but strongly preferred for (11). No words, however, are obligatorily exempted from or obligatorily included in the retroflex rule.

2 Predicting Alternations

A challenge for phonologists when dealing with optional processes with much variation is to pin down the predictive factors for when the process does or does not apply, and to understand why those factors affect the process in the way they do. A recent proposal by Ussishkin & Wedel (2009) highlights the possibility that
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described by the relationship between words in the lexicon. They draw attention to the fact that for many phonological alternations, there is a negative correlation between the likelihood of a word to alternate and how many similar words there are in the language – the word’s neighborhood density (ND). Since participants in experiments do worse in recognizing words that have undergone phonological alternations (Tsapki et al. 1999, Järvikivi et al. 2009:227ff.) or that reside in dense neighborhoods (Luce & Pisoni 1998:20, 24f., Dirks et al. 2001:6ff.), Ussishkin & Wedel point out that words that both have a dense neighborhood and also participate in an alternation are at a double disadvantage for lexical access. As a way to make lexical access more effective, they suggest that phonological alternations are suppressed in dense neighborhoods (2009:280ff.).

Centering the discussion on the variation in final devoicing in Turkish, Pycha et al. (2007) and Becker & Nevins (2009) evaluate Ussishkin & Wedel’s claim by doing statistical analyses on the Turkish lexicon, concluding that no such significant correlation can be found, and that ND in general plays no role in phonological alternations. The Turkish alternation is in their view best described by referral to the word size, measured in morae or syllables.

The role of ND can similarly be assessed for the variable application of retroflexion in Norwegian. By gathering data on applied retroflexion for words with prevocalic /st/ (simple onset) and preconsonantal /s/ (complex onset), a statistical analysis can be performed to evaluate whether the retroflexion of a word is best predicted by referring to its ND or to its onset structure.

3 Experiment 1

To evaluate the role of ND and onset structure (Onset) for Norwegian retroflexion, a production experiment was designed with words beginning with simple and complex onsets. Since the two commonest word initial /s/-onsets in Norwegian are simple /s/- and /st/-, /st/- was chosen as the complex onset. Five nouns in simple /s/- and five nouns in /st/- were selected for production, all taken from the 15 most frequent monosyllabic nouns in /s/- in the LBK corpus.3 All ten items had a /-V(V)C/ rhyme.

The ND for these ten words were found by automatically generating a list of all possible neighbors of their retroflex variants, since these are the forms that suffer from the ‘double disadvantage’ identified by Ussishkin & Wedel (2009), further filtered through hand-crafted phonotactic surface constraints. Following the methodological principle outlined in Pycha et al. (2007:370, 377), a neighbor was defined as any phonological word in this list present in the author’s native

3 Leksikografisk bokmålskorpus, with ca. 40 million tagged tokens. http://www.hf.uio.no/tekstlab/ English/corpora.html
lexicon.

In the experiment, these ten nouns formed nominal compounds of the kind in (7-11) with a nonce first element bemmer-, ending in the retroflex trigger /ɾ/, and which was assigned no semantic content. The items were appropriately illustrated to ensure that the participants treated them as the intended high-frequency nouns.

Ten native speakers of Norwegian with a median and mean age of 30 participated in the experiment. All items were presented in randomized order for each participant, with multiple instances of each item embedded in a frame story, interspersed among filler items. A pilot study revealed that speakers often hyper-articulate tokens for some time at the beginning of an experiment, at which register retroflexion is almost always absent. Since such speech is of no interest in this study, each participant’s production up until the first instance of applied retroflexion was treated as a warm-up to the experiment, and the items contained in the warm-up were then repeated at the end of the experiment.

The participants’ production was recorded, and each item was tagged as retroflex or non-retroflex independently by the author and by a phonetically trained linguist who is a native speaker of Norwegian, and who was kept unaware of the purpose and design of the experiment. Only items that were tagged identically by both were included in the final analysis.

0.29% of the items were excluded due to erroneous and disfluent production, and a subsequent 0.41% were excluded due to disagreement between the two taggers. In the end, the data set contained 2406 trials. Overall, 60.89% of the tokens underwent retroflexion, and every item in the experiment exhibited variation. The item with least retroflexion was /sʊɾ/ ‘sun’, with 29%, and the item with most retroflexion was /stɔf/ ‘material’ with 86%.

3.1 Results

Figure (12) shows the relation between ND and retroflexion, and figure (13) shows the relation between Onset and retroflexion. Both figures confirm the expected tendencies of correlations in that there is less retroflexion for words in dense neighborhoods and for words in a simple /s-/ onset.
Neighborhood Density in Phonological Alternations

The results were analyzed with generalized linear mixed effects models (Jaeger 2008:442ff.) using maximum likelihood fitting in R (Bates & Maechler 2010, R development core team 2010). The binomially distributed dependent variable is the presence or absence of retroflexion. Among the independent variables, subjects and words were treated as random effects (Baayen et al. 2008). Fixed effects were ND, Onset, the log lemma frequency of the word in the LBK corpus, and various factors related to the experimental setting that are of no interest in this study. The significance of the fixed effects was estimated with likelihood ratio tests.5

When ND was not included in the analysis, Onset was a highly significant factor ($\chi^2(1) = 12.35, p < .001$), and similarly when Onset was not included in the analysis, ND was highly significant ($\chi^2(1) = 11.71, p < .001$). Log frequency proved insignificant ($\chi^2(1) = .54, p = .46$). Onset and ND are, however, tightly correlated with each other, $r(2404) = -.96, p < .001$, since words in a simple /s/- consistently have more neighbors than words with a complex /sC/- onset. In figure (12) above, the circles with a ND $> 10$ represent the five words in a simple /s/-, whereas the circles with a ND $< 5$ represent the five words in /st-/. When the residuals of ND are added to a model with Onset included, no significant improvement is made ($\chi^2(1) = .21, p = .65$). The same holds when the residuals of Onset are added to a model with ND included ($\chi^2(1) = .85, p = .36$). This means that ND and Onset explain the same data equally well, and neither is able to

---

4 The models were fit with maximum likelihood fitting in order to allow likelihood ratio tests of the fixed effects (cf. Pinheiro & Bates 2000:76).

5 Applying likelihood ratio tests to fixed effects in these mixed models has its limitations (Pinheiro & Bates 2000:87ff.), and should ideally be replaced by probability estimates using Markov chain Monte Carlo sampling (Baayen et al. 2008:396ff.). Since it is currently unclear how such sampling should be performed in generalized linear mixed models, likelihood ratio tests are nevertheless our best approximation of probability estimates of fixed effects (Bates 2008).
3.2 Discussion

The results from experiment 1 are inconclusive with respect to the effect of ND in the retroflex alternation in Norwegian, since the analysis is not able to tease apart the role played by ND and the role played by Onset. When it comes to the question of why ND or Onset would have the observed effect on the retroflexion rate in the first place, Ussishkin & Wedel (2009:280ff.) make the suggestion that the grammar suppresses alternations in dense neighborhoods in order to achieve more efficient lexical access. Building on the same observations as Ussishkin & Wedel do, however, it is possible to obtain the same correlation between ND and phonological alternations without assuming that the grammar optimizes in a teleological fashion under functional pressure.

First, it is observed that adult speakers change their phonology to better reflect the ambient language. Longitudinal studies have shown how their phonology changes in line with phonological changes in the speech community (Harrington et al. 2000, Sankoff & Blondeau 2007:570ff.). Experimental studies agree, revealing how speakers immediately change their production to better match recently experienced stimuli (Goldinger 1998:257ff., Nielsen 2008:31f.), an effect that persists well beyond the experimental setting (Goldinger 2000:157).

Second, phonology has been shown to be word-specific. For example, the realization of a certain phoneme might depend on the word it belongs to. A particularly well studied case is vowel reduction in English, where it has been found that words in dense neighborhoods are pronounced with less reduction in their vowels than words in sparse neighborhoods (Wright 2003:81f., Stephenson 2004:367, Munson & Solomon 2004:1055). Behavioral experiments support this finding, as it has been shown that participants unconsciously mimic the phonetic properties of recently perceived words significantly more than words they did not recently hear, even though they share the relevant phonemes (Nielsen 2008:40f.).

Taken together, all these studies reveal how there is a close connection between speakers’ production of words and their experience with those words in the input, even on a detailed level on an individual word basis.

As addressed in section 2, participants have greater difficulties recognizing words that have undergone a phonological change, and words that are in dense neighborhoods. A crucial part of these observations is that participants are also less accurate under these conditions, more often failing to recognize the words

---

6 Enriching the models with fixed effects for vowel features (height, backness, rounding, length) did not alter any significant effects (or lacks thereof) reported in this section. Others measurements of ND were explored as well, such as a) the summed log frequency of the neighbors, b) neighbors sharing the same syntactic category as the target word. They differed little from the measurement used for ND above, and they did not improve the significance of ND in the analysis.
altogether (Vitevitch & Luce 1999:386f., Dirks et al. 2001:6ff., Vitevitch 2002:415). Relating these facts to Norwegian retroflexion, this means that speakers run a higher risk of not successfully recognizing a retroflex token of a word in a dense neighborhood than they do with a retroflex token in a sparse neighborhood (cf. Pierrehumbert 2002:117, Wedel 2006:264). As a result, the perceived distribution of retroflex tokens for /s/-words in dense neighborhoods will be slightly different compared with /s/-words in sparse neighborhoods, as there will be more solid evidence that retroflexion applies to the latter words than to the former words. In Goldinger (1998:257ff., 2000:156f.), participants unconsciously mimicked phonetic properties of words they heard several repetitions of significantly more than they did for words they heard fewer repetitions of. If speakers of Norwegian encounter retroflex tokens of /s/-words in sparse neighborhoods more often than in dense neighborhoods due to occasional failures in recognizing retroflex tokens in the latter category, then speakers could be reflecting this directly by producing more retroflex tokens in sparse neighborhoods than in dense neighborhoods, as illustrated in figure (12) above.

Moving on to the correlation between Onset and retroflexion, it is suggested in Stausland Johnsen (2009) that this link could be a result of the perceptual properties of the different /s/-onsets. Steriade (2001:222, 2009:164) claims that the likelihood of a phonological alternation is inversely related to the phonetic distance between the alternators, and Stausland Johnsen (2009) supports this view by finding that native Norwegians have greater difficulties distinguishing between [stV] and [gV] than between [sV] and [gV]. In other words, the phonetic distance between [sV] and its retroflex counterpart [ ][sV] is greater than between [stV] and its retroflex counterpart [gV]. Since [sV] at the same time alternates less often with [][sV] than [stV] does with [gV], as seen in figure (13), this supports the claim by Steriade that the phonetic distance between alternants stands in an inverse relation with their likelihood to alternate.

Experimental studies by Marslen-Wilson et al. (1996:1386ff.) and Skoruppa et al. (to appear) show that when a derived form differs from its base in the initial consonant, the greater the phonetic distance between the forms is, the worse participants are at relating them to each other. Building on these observations, the link between phonetic distance in the onset and retroflexion rate can be explained in the same fashion as with ND above: Due to the greater phonetic distance between a base in /sV-/ and its retroflex variant [][sV-], the retroflex [][sV-] tokens run a greater risk of not being recognized as related to their base forms than would be the case for /stV-/ words. Consequently, speakers would perceive more retroflex [gV] tokens in relation to their base forms in /stV-/ than they would perceive retroflex [sV-] tokens in relation to base forms in /sV-. Following the close connection between speakers’ perceived input and own production as outlined above, they would replicate this skewed distribution in their own output.

With regard to the original connection between ND and retroflexion on the
one hand, and between Onset and retroflexion on the other, as envisioned in this section, the occasional failures in recognizing retroflex tokens would probably only lead to a very small change in speakers’ input. The significant difference observed in figure (12) and (13) would under this view represent the accumulated effect of this change, as the effect should be additive for each learner.

4 Predicting Alternations for Novel Words

When looking at the surface realization of words, it is not always clear which aspects of it are due to active and productive phonological operations in the mapping from representation to output, and which are due to lexicalized properties of the word which is realized. A standard procedure to tease these apart is to let speakers produce novel forms, as these by definition cannot have lexicalized properties.

A question that has not been addressed so far in the literature is what role ND is expected to play for the realization of novel words in alternations. Yet different accounts for the observed ND effects make different predictions for what the interaction between ND and novel words should be. According to Ussishkin & Wedel (2009), the grammar suppresses alternations for words in dense neighborhoods in order to facilitate lexical access. This entails that when the grammar is ready to ship a word off to production, it estimates the ND of that word, and decides based on the outcome whether or not to apply a phonological operation to it. The same should therefore hold for novel words, as the grammar should be equally capable of making the same ND estimation for new words. According to the view advocated in section 3.2 above, however, the ND effect in alternations is the result of linguistic experience. Since speakers by definition have had no experience with novel words, this view predicts that no ND effect should be found for novel words. In order to test these opposing hypotheses, an experiment with nonce forms was designed.

5 Experiment 2

To evaluate the role of ND and Onset for retroflexion in novel words, an experiment along the same lines of experiment 1 was designed, only this time exclusively with nonce nouns. Nine nonce monosyllabic nouns were selected for production, three in /sV/, three in /stV/, and three in /skV/, with the vowels /ʉː/, /uː/, and /ɑː/. These nine nonce nouns formed nominal compounds with the first element sommer ‘summer’, ending in the retroflex trigger /ɾ/. The procedure and participants were the same as in experiment 1.

7 The form /skuː/ was replaced with /skɔː/, using the other available back round vowel in Norwegian, since /skuː/ is a real Norwegian noun.
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0.5% of the items were excluded due to erroneous and disfluent production, and a subsequent 1.13% were excluded due to disagreement between the two taggers. In the end, the data set contained 3340 trials. Overall, 54.07% of the tokens underwent retroflexion, and every item in the experiment exhibited variation. The item with least retroflexion was /sʉː/ with 35%, and the item with most retroflexion was /skɔː/ with 72%.

5.1 Results

Figure (14) shows the relation between ND and retroflexion, and figure (15) the relation between Onset and retroflexion. For comparison, figure (14) contains the plots and regression lines from both experiment 1 and 2. The filled circles and the solid line represent the data from experiment 2.

The results were analyzed with linear mixed effects models as for experiment 1. Fixed effects were ND, Onset, Vowel, and various factors related to the experimental setting. When Onset was not included in the analysis, ND was a highly significant factor ($\chi^2(1) = 14.49, p < .001$), and similarly when ND was not included in the analysis, Onset was highly significant ($\chi^2(1) = 20.57, p < .001$). When the residuals of ND were added to a model with Onset included, no significant improvement was made ($\chi^2(1) = 2.53, p = .11$). When the residuals of Onset were added to a model with ND included, however, a significant improvement was seen ($\chi^2(1) = 8.6, p < .01$). This means that Onset explains the same data as ND does, but Onset also explains more, in the end leaving ND with no predictive power.

/sk/ and /st/ did not behave differently in this experiment ($\chi^2(1) = 2.63, p = .11$), so they were collapsed as ‘sC’.
The results from experiment 2 support the view of ND given in section 3.2, according to which ND might affect phonological alternations through the accumulated effect of having missed phonologically altered tokens in dense neighborhoods. Since novel words have not been experienced by speakers before, ND should have no impact on their alternations. The same prediction should follow from the exemplar models in Pierrehumbert (2002:114ff.) and Wedel (2006:254). In these models, producing an existing word involves sampling from a cloud of stored memories of perceived tokens of that word. Since ND affects how tokens are perceived, then ND will influence how tokens are produced. Given that novel words have not been perceived before, ND effects are predicted not to be found. This prediction is partly confirmed by Stephenson (2004), who in an explicit comparison of ND effects in existing and novel words found significantly less vowel dispersion for novel words, which she concludes is supportive of an exemplar model (2004:368). The lack of ND effects in experiment 2 serves as additional support for such models.

The results do not support the model put forward in Ussishkin & Wedel (2009), where the grammar suppresses alternations for words in dense neighborhoods. Since the ND of a word bears no relation to the history of the word, their model should hold for existing and novel words alike. Whereas the results from experiment 1 admit the possibility of a link between ND and phonological alternations for existing words, the results from experiment 2 deny the same link for novel words. The lack of this link is also an expected result based on what has been observed elsewhere for the perception of novel words. If the speaker’s grammar suppresses alternations in dense neighborhoods in order to facilitate lexical access, it would do so in order to facilitate lexical access for the listener. When a listener encounters a novel word, his task is to identify it as a novel word and learn it. Although a dense neighborhood inhibits quick and accurate recognition of existing words (see section 2 and 3.2), it has the opposite effect for novel words; it facilitates their learning (Storkel et al. 2006:1180). If functional pressure for efficient lexical access guides the inhibition of phonological alternations, then the grammar should in reality suppress such alternations in dense neighborhoods for existing words, but suppress them in sparse neighborhoods for novel words. Since there is no significant correlation in this direction in experiment 2 either, we are led to the conclusion that ND plays no active role in the mapping from representation to production.

This leaves the question of why Onset is a significant predictor of alternation for novel words. If there is a causal link between the perceptual properties of the onsets and their likelihood to alternate, as suggested in section 3.2, then this, too, is a word-specific property connected with words with a history, something novel word do not have. It has been known since Berko (1958:160ff.), however, that
speakers are prone to generalize properties of individual words to phonological categories, which is seen precisely in speakers’ treatment of novel words (see e.g. Finley & Badecker 2009). That the category distinction between simple and complex word onsets is something speakers generalize over can be seen from processes in real languages. A well-known example comes from traditional Finnish, which inherited from its proto-language only words beginning with a vowel or a simple onset. Despite the abundance of word-internal consonant clusters in Finnish, the lack of initial clusters, which up until this point was simply a fact about existing words, was generalized to novel words as they were borrowed from other languages, as seen in borrowings such as koulu ‘school’ and ressi ‘stress’ (Suomi et al. 2008:55f.).

Note, however, that the same generalization from words to categories could have taken place if ND were the more dominant force behind the skewed distribution of retroflexion for existing words. Since there is such a strong correlation between ND and Onset, words in simple /s-/ and /SC-/ would under either scenario exhibit the same skewed distribution. The fact that this behavior is generalized to new words does not tell us what the dominant underlying cause for the pattern in real words is. Although the results from experiment 2 allow us to reject ND as a relevant factor for alternations in novel words, it does not extend to the results for experiment 1. We can therefore not refute the possibility that ND plays a significant role for phonological alternations in existing words.

6 Conclusion

This paper has investigated the connection between neighborhood density (ND) and retroflex alternation in Norwegian. According to Ussishkin & Wedel (2009), phonological alternations are suppressed in dense neighborhoods, but such a connection cannot be established for the retroflex alternation. In experiment 1, where the retroflexion rate for real words was tested, the retroflexion is predicted just as well by the onset structure of the word as by the ND of the word. In experiment 2, on the other hand, where the retroflexion rate for novel words was tested, the onset structure of the word is a significant predictor of retroflexion, whereas ND is not.

Based on studies showing how ND affects the recognition of words, and studies showing how speakers’ phonological production is directly influenced by what they have perceived, this paper offers an account for why ND can affect phonological alternations for existing words, but not for new words: If speakers more often fail to recognize alternated tokens in dense neighborhoods, then such alternated tokens will appear less frequently in speakers’ own production, due to the direct connection between perceived input and produced output. Since new words have never been perceived before, ND cannot have caused an asymmetry in their recognition, and it should therefore not correlate with the produced output.
In conclusion, ND might affect the phonological representation of an existing word, but it does not play a role in the mapping from representation to surface realization.
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