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ABSTRACT

Flickering is a temporal visual artifact that affects compressed video. It is prominent in intra-frame video coders and is largely the result of content variations and quantization. We concentrate on flickering due to quantization. JPEG2000 uses Post-Compression Quantization which is applied through the EBCOT algorithm. EBCOT has been found, however, to cause significant flickering in the reconstructed video. In this work, we evaluate existing flicker metrics, investigate the causes of flicker, and propose a new rate-distortion optimal algorithm that suppresses flicker. The proposed algorithm suppresses temporal flicker at a negligible cost in spatial image quality.

Index Terms— JPEG2000, flicker artifact, rate control, quality metrics, rate-distortion optimization.

1. INTRODUCTION

Flickering is a temporal artifact that arises due to variations in reconstructed low-motion areas across consecutive frames of a compressed image sequence. It is very perceivable at low and medium bit rates in video encoded using JPEG2000. While JPEG2000 has been primarily standardized for use in still imaging applications, it has recently been mandated as the codec of choice for digital cinema applications [1]. JPEG2000, as a still image coder, is especially prone to flickering. However, subjective observations show that, in static areas, hybrid video codecs such as MPEG-2 and H.264/AVC produce flickering comparable to that of JPEG2000.

In [2] flicker artifact was categorized into: (a) flickering due to small temporal variations in the input signal luminance, that give rise to large differences in the de-quantized coefficients [3], and (b) flicker artifact due to uneven rate allocation among collocated blocks across subsequent frames. We are interested in this second type. Type (a) artifact is content-dependent and is perceived as ripples mainly in edges. Type (b) artifact is perceivable in static areas (often the background) across consecutive frames; it is also augmented when intra-frame coders (JPEG2000) are used. It was first suggested in [4] and [5] that flickering is a result of dynamic quantization. In particular, for the case of JPEG2000, it is a result of the post-compression (PC) quantization (EBCOT). The EBCOT rate allocation scheme of JPEG2000 performs PC quantization through code-block bit-plane truncation on an intra-frame basis. In [6] it was noted that even if most of the frame is static, a slight content change (e.g. object motion) can significantly alter the rate allocation among static blocks of two subsequent frames. As a result, collocated JPEG2000 code-blocks of biplanes of wavelet coefficients, corresponding to identical content in subsequent frames, are often truncated at different lengths.

Kuge [3] and Kato et al. [5], studied the type (a) and (b) artifacts, respectively, but did not propose a solution. More recently, Becker et al. [6] proposed an approach for type (a) artifact suppression. A family of methods was proposed in [2] to suppress type (b) flicker. One method called TRUNC sought to keep the quantization error distribution equal within a single frame, and also keep the coding pass truncation lengths almost constant across consecutive frames. The other proposed method called HYBRID used a segmentation algorithm to identify those blocks in a video sequence that are most prone to flicker (relatively static content) and applied EBCOT on blocks that are deemed active and TRUNC to blocks that contribute to flicker. However, aliasing artifact was observed in TRUNC and also HYBRID in [2].

In this work, we address the type (b) flicker artifact. We propose a JPEG2000 standard-compliant solution, that modifies the post-compression rate control scheme and suppresses flickering. The proposed algorithm is rate-distortion optimal and does not suffer from aliasing. The paper is outlined as follows: We discuss existing flicker artifact metrics and causes of flickering in Section 2. In Section 3 we discuss a new rate-distortion optimal rate allocation scheme that takes into account flickering using a novel flicker artifact heuristic metric. Experimental results and conclusions are presented in Section 4.

2. FLICKERING: METRICS AND CAUSES

To address flickering, it is critical to measure it reliably. The metric used in [2] is based on a classification map that is derived using change detection. Using the original image blocks, the map categorizes code-blocks into those prone to flicker and those that are not. A simple No-Reference metric [5, 2], examines the variance of MSE/PSNR for the reconstructed blocks that were classified as prone to flickering during the initial segmentation phase. Variance of the quality of these blocks is an indication of flickering.

Fan et al. [7] proposed a Full-Reference metric that is nonzero for blocks deemed static according to their similarity to their collocated counterpart in the previous frame. For those blocks the metric is calculated as the Sum of Squared Differences (SSD) between the original block difference and the reconstructed block difference. The block difference is obtained by subtracting the collocated block in the previous frame from the current block.

Drelie et al. in [8] use a segmentation map to differentiate blocks prone to flicker. For those blocks, the metric is calculated as a frac-
The numerator is the difference of the SSD (a) of the original and reconstructed blocks for the current frame, and the SSD (b) of the original and reconstructed blocks for the previous frame. The denominator is the sum of the above two SSDs.

The last metric we evaluated was proposed by Winkler et al. in [9]. It uses the 2D Fourier Transform to perform frequency analysis of the signal and then calculates two sub-metrics for low and high frequencies. The final metric is the sum of those sub-metrics divided by terms that account for temporal and spatial activity.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>1.0000</td>
<td>0.1421</td>
<td>0.1705</td>
</tr>
<tr>
<td>Fan et al. [7]</td>
<td>1.0000</td>
<td>0.8696</td>
<td>0.2959</td>
</tr>
<tr>
<td>Drelie et al. [8]</td>
<td>1.0000</td>
<td>0.2043</td>
<td></td>
</tr>
<tr>
<td>Winkler et al. [9]</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Cross-correlations of metric outputs for JPEG2000 EBCOT-coded sequence at 0.50bpp.

The cross-correlations between the metrics per-frame output for the synthetic Circular Zone Pattern (CZP) sequence encoded at 0.50 bits per pixel (bpp) with JPEG2000 EBCOT are presented in Table 1. Although not shown, we note that these correlation values are almost the same for bit rates ranging from 0.2 to 1.4bpp. We observe that the three flicker metrics are not correlated with PSNR. The Fan et al. and Drelie et al. metrics are well correlated, however. This is also visually confirmed by the plot of the metric responses in Fig. 1. The Winkler et al. metric however performs badly. It seems to be more correlated with quantization errors rather than flicker artifacts.

Specifically, we noticed that the severe flicker artifacts, that become obvious during subjective evaluation, are associated with specific changes in pass truncation lengths mainly at levels 4 and 5. This finding agrees with subjective observations conducted at NTT Labs that pointed to levels 4 and 5 as the biggest sources of flicker. Therefore, we will also experiment with a simple codec called “4-5” where levels 0 through 3 were encoded with EBCOT and the rest with TRUNC from [2].

3. A NEW APPROACH

The use of TRUNC and HYBRID in [2] almost eliminated flicker but this gain came at the cost of a significant drop in PSNR recon-
The truncation of code-block bitplanes at equal lengths with those algorithms suppresses flicker artifact at the cost of increased aliasing artifacts. High-frequencies are not encoded well because bits are starved at these locations. This artifact was decreased considerably with the classification maps of HYBRID, but was not eliminated completely. Hence we were motivated to devise a scheme that can counter both flicker and aliasing, addressing the shortcomings of both HYBRID and TRUNC. Note that subjective experiments show that aliasing is often preferable to flicker.

A rate-distortion optimized solution for flicker artifact suppression was proposed for INTRA frames of H.264/AVC in [10]. Their method effectively minimized the following Lagrangian cost:

\[ J = D + \mu F + \lambda R \]  

where \( D \) is the distortion, \( F \) is the flicker artifact measure, and \( R \) is the bit rate. \( \mu \) and \( \lambda \) are constants chosen empirically to fulfill the compression efficiency vs. flicker suppression trade-off. The measure \( F \) used was essentially the Fan et al. metric [7]. The method performed well for H.264/AVC but requires the reconstruction of the blocks, thereby increasing complexity.

We adopt an approach better suited for use within the EBCOT post-compression rate allocation framework. First we label the block as prone to flicker (static) or not (active). If it is prone to flicker, then the rate allocation algorithm takes into account the resulting flicker. The spatial activity map is derived as in HYBRID with a tuned change detector. This is fast to compute as it operates on the pixels of the original sequence and does not require additional encoding or decoding.

As we go through each block during EBCOT rate allocation, if the block is classified as active, then the coding pass truncation length is determined with the traditional EBCOT rate allocation. If the block is classified as static then there are two passes: first the usual EBCOT pass truncation length is determined. If the bitplane \( t^*_n \) at which the block is truncated using EBCOT is equal to the bitplane \( t_{n-1} \) selected for the collocated block in the previous frame, then nothing further is done. If, however, they differ, then we go over the range of potential truncation lengths ranging from \( t_{n-1} \) to \( t^*_n \), and select the one that minimizes the following cost:

\[
\min_{t \in [t_{n-1}, t^*_n]} F(t_{n-1}, t) + \mu |Rt_n - R_t| \tag{2}
\]

The decision is thus a trade-off of flicker artifact and rate difference from the R-D optimal rate. The trade-off is controlled by the constant parameter \( \mu \). The flicker artifact \( F(\alpha, \beta) \) can be written as:

\[
F(\alpha, \beta) = \gamma(c, l, s) |\alpha - \beta| \tag{3}
\]

The weighting parameter \( \gamma \) may depend on the color component \( c \), the level \( l \), and the subband \( s \). In our implementation it only changes for varying level \( l \), and incorporates our conclusions from the EBCOT flicker study in Section 2. We set \( \mu = 10 \) and set \( \gamma = [1, 2, 5, 10, 6] \) for \( l = [1, 2, 3, 4, 5] \). Hence \( \gamma \) has higher values for levels 4 and 5. Our algorithm (denoted “NEW” below) incorporates both the segmentation map that functions as a switch, as well as the empirical conclusions on the significance of the subband levels and our visual inspection (through \( \gamma \)). Still, it is a function of the bitplane truncation lengths difference \( \alpha - \beta \). We note that the encoded bit stream is JPEG2000 compliant.

### 4. RESULTS

For our experiments we employed and modified the Kakadu software implementation of JPEG2000 [11]. The wavelet decomposition levels were set to five and the code-block size to \( 32 \times 32 \) pixels, as mandated by the DCI specification [1]. We evaluated two different image sequences: (a) the CZP sequence, and (b) the RGB “Mother-Daughter” sequence with 300 frames at a resolution of \( 352 \times 288 \) pixels. We evaluate five JPEG2000 rate allocation schemes: (a) EBCOT as implemented in the Kakadu software, (b) TRUNC as proposed in [2], (c) HYBRID as proposed in [2], (d) “4-5” mentioned in Section 2, and (e) NEW which is proposed in Section 3.

The response of the Drelie et al. flicker metric on all schemes is presented in Fig. 4 for both sequences. EBCOT has the highest flicker and the lowest is achieved by TRUNC. HYBRID performs the worst for “mother-daughter” which is not expected as in other sequences it performs close to TRUNC. The NEW codec however manages to have much better flicker performance compared to the completely heuristic 4-5 codec and EBCOT. It achieves flicker values close to TRUNC.

Figure 5 shows the PSNR for the five different rate allocation schemes. We observe that the NEW codec achieves PSNR performance almost identical to that of EBCOT. All the other codecs have inferior performance by about 1dB compared to NEW.

In conclusion, flickering is a major visual artifact of video coders and is most prominent in coders that make use of intra-frame coding such as JPEG2000 or H.264/AVC Intra coding. In JPEG2000 it is mainly a result of dynamic quantization through the EBCOT post-compression quantization scheme. Previous work addressed this problem by keeping the code-block truncation length constant across frames, but this introduced aliasing. In this work, we studied the relationship of flickering with JPEG2000 truncation lengths. We evaluated existing flicker metrics and proposed a novel standard-compliant JPEG2000 rate allocation scheme that suppressed flickering without sacrificing objective PSNR performance. A major advantage of our scheme is its low complexity as it avoids decoding the blocks at the encoder side.
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