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China has raced to the forefront of the global high performance computing (HPC) industry over the past decade, moving from placing no computers on the industry’s “Top500” list in June 2001 to 63 today, second only to the United States.¹ China topped the list for the first time in 2010 with its domestic-made Tianhe-1A machine, and now holds the lead again with the Tianhe-2, having rolled it out two years earlier than expected in June 2013.² China reportedly has plans to achieve HPC’s next milestone, exascale-speed computing, in 2020, two years before projections for the industry in the United States.³

While China’s supercomputers continue to impress with their sheer computing power, doubts exist as to whether they are being fully used. Worldwide these multimillion-dollar machines are put to use for a wide range of applications, including nuclear weapons simulations and stockpile management, intelligence analysis, climate prediction, plasma physics, vehicle and aircraft design, computational biology, earthquake simulations, geophysical exploration, astrophysics, materials science, and human/organizational systems studies.⁴ In China the impact is much less clear, as applications lag behind hardware and many supercomputers reportedly sit idle.⁵ Are China’s aggressive efforts in HPC an overreach analogous to its ghost cities and extravagant infrastructure projects, or is there evidence of meaningful development in HPC applications as well?

This analysis will focus on the application of HPC to oil exploration in particular to examine China’s progress in supercomputing and the impact it is making. From the earliest days of supercomputing oil exploration has been a sector that has exhibited a high demand for HPC, with developments in geophysical data processing software closely
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tracking developments in HPC architecture. This field is also directly relevant to China’s energy security challenge and thus touches on national security concerns, making it a strong candidate for potential utilization of HPC.

The Need for HPC in Oil Exploration

To state China’s energy security challenge briefly, an oil deficit of 6 million barrels per day and projected dependence on foreign oil imports of 60 percent by 2020 and 75 percent by 2035 has raised concerns within China’s leadership that vulnerability to international oil price fluctuations could be costly to its economy. China’s national oil companies (NOCs), China National Petroleum Corporation (CNPC), China Petroleum and Chemical Corporation (Sinopec), and China National Offshore Oil Corporation (CNOOC), are important tools within China’s oil sector for addressing these concerns. One key government strategy is to support these NOCs’ investments in international oil exploration and development projects, seeking to lock in energy supplies around the world to balance against the economic risks of the world market. Another is to squeeze as much remaining product out of China’s mature and declining domestic oil fields as possible, as well as to focus new efforts on developing untapped domestic reserves in the western provinces and offshore. For all of these efforts it is essential that China’s NOCs maintain high capabilities in oil exploration.

Supercomputers assist in oil exploration in three primary ways: seismic data processing, reservoir simulation, and computation visualization. Of these, seismic data processing is the most computationally intensive. Air gun arrays with hundreds of thousands of guns are used to fire shock waves into the ground to obtain readings on seismic data, each gun containing hundreds to thousands of “geophones,” and each “geophone” collecting data from 3,000–6,000 sampling points. This yields an astronomical amount of data, often reaching into the hundreds of terabytes, which major oil exploration companies around the world rely on HPC to process. With a supercomputer, data from these surveys can be combined to produce three-dimensional maps of the subsurface, helping to identify potential drilling locations.

To place these technical advantages in economic terms, faster computing can change an oil company’s cost-benefit calculations by allowing it to process data more quickly, create a more accurate model with fewer assumptions, and monitor changes in a site over time, “de-risking” the process and making drilling in
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complex environments more affordable.\textsuperscript{16} This is projected to become increasingly important as easily accessible fields become scarcer and the risk of miscalculating drill sites increases, a concern that has sparked competition among top Western oil companies to obtain the fastest supercomputers.\textsuperscript{17}

HPC and Oil Exploration in China

China will be especially impacted by the growing scarcity of easily accessible reserves, as journals inside the country describe its domestic drilling environment as greatly complex and lament that exploration conditions there are worsening.\textsuperscript{18} In fact, one publication describes the demand in China for HPC in geophysics as “boundless.”\textsuperscript{19} Data from the China Software Industry Association’s annual “Top100” list of the fastest machines in China shows that exploratory geophysics has been one of China’s greatest areas of HPC application. From 2005 to 2010 geophysics as a designated application area held the largest share of computers on the list, peaking at 35 machines in 2008.\textsuperscript{20} Other sources state that Chinese oil companies now all use parallel technology—the simultaneous usage of multiple computing resources to solve problems—to conduct more complex explorations, and that cluster computing, using a collection of computers on a network to form one single computing resource, is in particular becoming increasingly cost-effective and useful.\textsuperscript{21} One CNPC document states that China has become one of the world’s most powerful and competitive states in processing seismic data, due to its increased usage of computer clusters.\textsuperscript{22}

The journal \textit{Scientific Computing} describes the petroleum industry in China as having “long-standing HPC credentials,” and China’s timeline of supercomputing advancements indeed shows a long history of applying new machines to geophysics uses.\textsuperscript{23} Between 1956 and 1990 China invested in HPC for strategic reasons, with oil exploration one of the key strategic sectors it was intended to support.\textsuperscript{24} During this time some Chinese supercomputers were specifically designated for oil exploration data processing, with the last of these, the KJ8920, being produced in 1991.\textsuperscript{25} Since this period both hardware and software markets have opened to international vendors, and the

\begin{thebibliography}{99}
\bibitem{Kemp} Kemp, “Super-computers and the Hunt for Oil”; Pickrell, “Supercomputers Give Oil Explorers a Sharper View Underground.”
\bibitem{Zha} Zhao, “New Alternative to Geophysical High Performance Computing.”
\bibitem{Sun} Sun, Kahaner, and Chen, “High-Performance Computing in China,” 367.
\bibitem{Ibid} Ibid.
\end{thebibliography}
development of domestic software for petroleum applications has continued. For example, when Western vendors in 2002 placed export controls on the state-of-the-art OMEGA and GeoCluster seismic data processing software products that China’s NOCs were using, CNPC’s subsidiary oil exploration company, the Bureau of Geophysical Prospecting (BGP), immediately invested in developing its own viable system, coming out with GeoEast in 2005. Other examples include iCluster, seismic data processing software developed by Sinopec; PRIS, a reservoir simulation software developed by the Chinese Academy of Science’s Institute of Software; and PRBS, a reservoir simulation software developed by a CNPC subsidiary.27 Looking forward, Chinese petroleum users are said to “widely anticipate” the development of more effective HPC systems to meet their expanding demands.28

Have China’s NOCs Been Impacted by HPC Investment?

In recent years, the number of geophysics-dedicated machines on the “Top100” list has seen a surprising decline, with only three to five such computers on the list in the years 2011 to 2013. This could be due to the widening use of HPC in China in general, but another potential factor could be the strategic investments in the HPC industry made by China’s government. There are three potential avenues through which this government-led effort and resulting expansion of China’s capabilities in HPC could be affecting the petroleum industry.

First, the government’s efforts could, by fostering China’s domestic HPC industry overall, benefit NOCs by providing them with less expensive or more capable machines. There is no evidence for such an impact, however. NOCs are uninhibited in their ability to purchase viable HPC systems on the international market and have typically done so; 75 percent of the systems owned by oil companies on the “Top100” list over the past five years have been bought from IBM, HP, or Dell.30 Thus whatever domestic industry improvements the government may intend, oil companies still apparently see foreign machines as preferable.

Second, state investment could, by fostering the domestic HPC industry, serve to fortify China’s petroleum companies against future loss of access to international vendors, as occurred in the case of the software export controls placed on OMEGA and GeoCluster.31 This concern is prevalent in China’s overall push for indigenous innovation in HPC, particularly on the software side, and Chinese NOCs did benefit from domestic assistance in the development of at least two geophysics applications: from Inspur on GeoEast and from the Chinese Academy of Sciences on PRIS.32 But this would not seem to be a significant concern of China’s oil industry. NOCs in general still primarily elect to use commercial software products from international vendors and the software suites that originally raised apprehensions, OMEGA and GeoCluster, now appear to be back on the market and in use by CNPC.33 China’s current weakness in applications relative to hardware means its ability to assist the petroleum industry in this area is limited.

A final potential avenue of impact would be China’s national supercomputing centers (NSCCs), funded by state investment at both local and national levels and equipped with world-class machines. Six major centers are currently relevant for industry users: NSCC-Tianjin has a Tianhe-1A computer, NSCC-Changsha has another version
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of the Tianhe-1A, NSCC-Jinan has the Sunway Bluelight, NSCC-Shenzhen has the Dawning Nebulae, NSCC-Guangzhou currently houses a system based on the Tianhe-1A and will soon house the Tianhe-2, and the Shanghai Supercomputing Center (relevant though not technically an NSCC) has a Dawning 5000A. For each NSCC, information on users and projects is scarce. Nonetheless a study of documents published and achievements advertised by these centers yields a rough picture of their utilization by NOCs. For Tianjin, oil exploration is referenced as a priority in the center’s efforts to spur economic development and develop strategic industries. Jinan’s 2013 “Project Application Guide” identifies petroleum exploration as one of this year’s emphasized application areas to support. Geophysics has been referenced as an area of application for Shanghai, and it is known that in 2005 Sinopec’s research institute in Nanjing was using the center’s Dawning 4000A. An interview with an application support specialist from Inspur indicated that petroleum applications will be run on Tianhe-2 in Guangzhou. Geophysics is briefly mentioned as an application area for Shenzhen on its website, while for Changsha no reference can be found.

Key Advantages Provided by National Supercomputing Centers

While data on specific applications run at China’s NSCCs is largely unavailable, there is a relative wealth of information on NOC usage of the Tianhe-1A at NSCC-Tianjin that can serve as a case study for this analysis. This data is especially telling, as the Tianhe-1A was the most powerful computer in the country prior to the installation of the Tianhe-2 and was deployed in the center closest to CNPC, Sinopec, and CNOOC’s Beijing headquarters, in a city which houses several of their research institutes and subsidiaries, and in proximity to major domestic oilfields, making it a likely candidate for NOCs to utilize. An article written by experts at the National University of Defense Technology (NUDT), the organization responsible for the design of the system, reports that

while petroleum companies made up only 2 percent of the Tianhe-1A’s users in 2010 and 2011, they accounted for 40 percent of its usage.\footnote{41} A petroleum exploration data processing platform is one of five such application platforms that have been designed around the machine, further demonstrating the importance of this application at the center.\footnote{42} BGP announced in 2011 that it would set up a geophysical data processing center in Tianjin that would partner with NSCC-Tianjin and the Tianhe-1A, and according to the center’s website has been able to achieve good processing results running its GeoEast software on the machine.\footnote{43} Sinopec’s Nanjing research institute has also partnered with the center and successfully run the company’s proprietary iCluster software on the Tianhe-1A.\footnote{44} Finally, it is worth noting that the sharp decline in the share of geophysics machines on China’s annual “Top100” lists coincided with the introduction of the Tianhe-1A in 2010, dropping to 16 machines that year and three, five, and four the following years.\footnote{45} The Tianhe-1A could thus have reduced the need for NOCs to buy their own HPC resources, although more complete data on purchases must still be gathered to confirm this.

The services offered by NSCC-Tianjin provide several key advantages to NOCs. The center is aimed at fostering broader economic growth, scientific advancement, and industry support, under the sponsorship of China’s Ministry of Science and Technology, Ministry of Finance, Ministry of Industry and Information Technology, and the local Tianjin government.\footnote{46} This appears to benefit the oil industry in three ways. First, although NOC users have the ability to accumulate their own HPC infrastructure, the NSCC machines are significantly faster.\footnote{47} When CNPC first ran a task on a Tianhe-1A in 2011, for example, it took only 16 hours for the supercomputer to process the data, 30 times faster than any machine CNPC had available.\footnote{48} Second, using national supercomputing centers helps companies avoid the high maintenance costs and inefficiencies due to low usage rates they would incur by making such massive investments themselves.\footnote{49} BGP, for example, seeks to double its internal computing capacity every 18 months but has faced power consumption, space, load-bearing, and cooling challenges.\footnote{50} Its partnership with NSCC-Tianjin aims to improve data processing efficiency and industrial competitiveness by utilizing the Tianhe-1A.\footnote{51} Experts from NUDT state that Tianhe-1A saved 100 million RMB for all its users (beyond just NOCs) in its first year, by eliminating costs of infrastructure upgrades or investments in hardware or software.\footnote{52} A final way NOCs are advantaged in using the center is that they likely receive a discount for doing so. This observation is based on the fact that the more established Shanghai Supercomputing Center charges a higher rate for core hours while newer centers, such as Tianjin, charge as low as half Shanghai’s price to boost interest in their often underused machines.\footnote{53} Faster machines, reduced overhead costs, and likely subsidization are thus all benefits NSCC-Tianjin can offer to energy companies in fulfillment of China’s national HPC strategy. Liu Guangming, NSCC-Tianjin’s director, stated in an interview with NPR that through its partnership with CNPC the center has “made a huge contribution to our country’s energy development.”\footnote{54}
Conclusion

In conclusion, the case study of the National Supercomputing Center in Tianjin shows that China’s advances in supercomputing hardware have brought accompanying advantages on the application side to at least one industry, oil exploration. This impact is limited, however. While likely allowing oil companies to process data more quickly and cheaply while reducing overhead costs, and perhaps even contributing to a decline in NOC supercomputer ownership, the impact of HPC policy in this area still reflects several weaknesses present in the state of HPC in China as a whole. Oil companies show a strong inclination to purchase hardware and software products from foreign vendors when given the choice, indicating that China’s domestic HPC industry has some way to go before it is internationally competitive. Investments have yet to provide substantial assistance to NOCs in the software area. The NSCCs merely represent a new way to run what the companies already had, reflecting the overall gap between hardware and applications persistent in China’s HPC environment. And the Tianhe-1A’s advertised utilization rate of 70 percent is outpaced by top supercomputers in the United States, which exceed 90 percent at Department of Energy–run labs, showing that inefficiencies exist despite its contributions to the processing needs of NOCs. Thus while its supercomputing venture has succeeded in providing practical economic advantages to national oil companies and doubtlessly had a favorable effect on its energy security calculations, key challenges still exist as China seeks to develop its HPC industry.