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Abstract

Electricity is a vital part of our daily life; therefore it is important to avoid irregularities such as the California Electricity Crisis of 2000 and 2001. In this work, we seek to predict anomalies using advanced machine learning algorithms. These algorithms are effective, but computationally expensive, especially if we plan to apply them on hourly electricity market data covering a number of years. To address this challenge, we significantly accelerate the computation of the Gaussian Process (GP) for time series data. In the context of a Change Point Detection (CPD) algorithm, we reduce its computational complexity from $O(n^5)$ to $O(n^2)$. Our efficient algorithm makes it possible to compute the Change Points using the hourly price data from the California Electricity Crisis. By comparing the detected Change Points with known events, we show that the Change Point Detection algorithm is indeed effective in detecting signals preceding major events.
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1 Introduction

The California Electricity Crisis of 2000 and 2001 is reported to have cost the state’s economy about 40 billion dollars [25]. From May 2000 to December 2001, the state experienced severe shortages in electric power caused by unusual weather, state deregulation policies, as well as illicit market manipulation by energy companies [9, 23]. Electricity prices skyrocketed by up to a factor of 800%, as depicted in Figure 1. To allow the market regulators and participants time to respond such irregularities, we aim to detect some leading indicators for such catastrophic events.

Previously, we have applied the similar idea of seeking leading indicators in the stock market [4]. The more general theme is to extract insight from massive amounts of data [11, 21]. In this spirit, we seek to develop an algorithm that is capable of detecting subtle signs of trouble from the available data about the electricity market. However, the detection algorithm used in the earlier study relies on the structure of the stock market that is not present in the electricity market [6]. In this work, we explore a class of machine learning techniques known as Change Point Detection algorithms [1, 2, 17].

Given a time series, Change Points are instances where the process producing the measurements undergoes abrupt and significant changes [2, Ch. 1]. Assuming the time series follows a certain generative model, the Change Point Detection (CPD) algorithms aim to identify changes in the parameters of the model or changes in the model itself. Given a time series such as the electricity market, the change points detected could suggest changes in important factors affecting the electricity market. Correlating these change points with known events could be useful in understanding the operations of the electricity market and identifying anomalies. While CPD has been used in many applications including robotics and process control, CPD is especially relevant to financial time series, where risk resulting from parameter changes is often neglected
in existing models [13, 19]. In this work, we choose to focus on one of the most effective CPDs, known as the Bayesian Online Change Point Detection (BOCPD) [19]. This method avoids the subtle pitfalls of most others and has been demonstrated to be able to detect true change points in nonstationary time series [19].

A notable challenge in using sophisticated statistical learning methods like CPD is that they are computationally expensive. Therefore, they are typically ill-suited for working with large amounts of data. Most existing studies on CPD use only hundreds of data points [19], whereas large time series from financial applications might have thousands or tens of thousands of data points. Our first objective in this work is to reduce the computational complexity of the BOCPD algorithm so it can deal with large data records.

In this work, we exercise the new algorithm with the California Spot Market electricity prices, known as the ISO (or CAISO) prices. They can be thought of as the difference between the actual price and the price set in the day-ahead market [5, 6], therefore, they can be negative in value. This makes it quite different from the prices of typical commodity. However, this does not present any additional difficulty to CPD algorithms. Various published reports [15, 7, 12, 25] have provided details of Enron manipulation schemes including oversubscribing congested transmission lines and causing artificial regional differences, creating uncertainty in the spot markets. We choose to study the ISO prices because these manipulations are more likely to be reflected as the irregularities in ISO prices. The specific data collection we use is from University of California Energy Institute \(^1\). This data set contains the electricity prices from 1998 to 2003. Since there is a significant amount of documented evidence surrounding the events during this time period, any change point our program might detect could be compared against information in literature. This makes the data particularly useful for studying Change Point Detection algorithms.

In the remainder of this paper, we provide a brief overview of the Gaussian Process in Section 2 and the BOCPD algorithm in Section 3. In Section 4, we present the techniques used to accelerate the Gaussian Process in the BOCPD algorithm. We first present the covariance matrix used in the Gaussian Process in a semi-separable form, and then describe a recursive solution procedure that produces \(n\) solutions in \(O(n)\) time. We briefly describe the implementation of the BOCPD using the new Gaussian Process and measure its performance against another version using a well-known implementation of the Gaussian Process. These

\(^1\)http://www.ucei.berkeley.edu/
performance results are presented in Section 5, where we also describe how the detected change points are related to known events reported in the literature.

2 Gaussian Process

The Gaussian Process (GP) is a popular regression tool with many different uses [17, 20]. In this work, it is used as the core of a change point detection procedure. This section provides a brief overview about its computational complexity and its use in the change point detection procedure.

Formally, a Gaussian Process is a stochastic process \( x_t \) (\( t \in T \)), for which any finite linear combination of samples has a multivariate Gaussian distribution. GPs are nonparametric Bayesian, and can be considered as a nonparametric prior over functions [17]. At its core, GP is a stochastic process that assigns its input points to a Gaussian distribution and uses the Gaussian distribution to make predictions about new values. As a non-parametric model, GP makes no underlying assumptions about its inputs other than a specified mean function \( (m) \), which is usually set to zero \((m(x) = 0)\), and a covariance function \((\kappa)\) parameterized by a set of hyper-parameters. A popular choice is the set of Matérn covariance functions defined by [16]

\[
\kappa(x, x') = \frac{\sigma^2}{\Gamma(s + 1)} \sum_{i=0}^{s} \frac{(s + i)!}{i!(s - i)!} \left( \frac{\sqrt{8\nu r}}{\ell} \right)^{s-i} e^{-\sqrt{2\nu r}/\ell},
\]

where \( r = \|x - x'\| \); \( \sigma \) and \( \ell \) are hyper-parameters; \( \nu = s + 1/2 \) is a half-integer; and \( \Gamma(\cdot) \) is the gamma function. For \( \nu = 3/2 \), \( \kappa(x, x') \) takes a simpler form

\[
\kappa(x, x') = \sigma^2 \left( 1 + \frac{\sqrt{3}r}{\ell} \right) e^{-\sqrt{3}r/\ell}. \tag{2}
\]

Assuming the availability of some noisy observations \( y_1, \ldots, y_n \) of the dependent variable \( y \) at points \( x_1, \ldots, x_n \), one can use GP regression to estimate the value of \( y \) at a new point \( x_{n+1} \). Let \( \sigma_n \) be the standard deviation of the noise. If we define the covariance matrix as

\[
K = \begin{pmatrix}
\kappa(x_1, x_1') & \kappa(x_1, x_2') & \cdots & \kappa(x_1, x_n') \\
\kappa(x_2, x_1') & \kappa(x_2, x_2') & \cdots & \kappa(x_2, x_n') \\
\vdots & \vdots & \ddots & \vdots \\
\kappa(x_n, x_1') & \kappa(x_n, x_2') & \cdots & \kappa(x_n, x_n')
\end{pmatrix} + \sigma_n^2 I, \tag{3}
\]

then the best estimate for \( y_{n+1} \) is

\[
y_\ast = K_y K^{-1} (y_1, y_2, \cdots, y_n)^T \tag{4}
\]

with variance

\[
\text{var}(y_\ast) = K_{yy} - K_y K^{-1} K_y^T,
\]

where \( K_{yy} = \kappa(x_{n+1}, x_{n+1}) + \sigma_n^2 \) and

\[
K_y = \begin{pmatrix}
\kappa(x_{n+1}, x_1') \\
\kappa(x_{n+1}, x_2') \\
\vdots \\
\kappa(x_{n+1}, x_n')
\end{pmatrix}.
\]

As \( K^{-1} \) is involved, the above expressions typically require \( O(n^3) \) operations and \( O(n^2) \) memory to compute.
Although GP is computationally expensive, its non-parametric nature and its ability to provide a confidence interval allows it to adapt better to the changes in data than a typical parametric model could, thus yielding superior predictions. Figure 2 illustrates the GP approximating the data and a 95% confidence interval.

Figure 3 compares the GP regression with the less expensive, parametric ARIMA model; GPs smaller errors testify to its higher accuracy. Our primary objective in this work is to reduce the computational cost of GP while retaining its effectiveness.

3 Bayesian Online Change Point Detection

The Change Point Detection (CPD) [2, 3, 18] is an algorithm that detects changes in sequential data unders the assumption that the sequence data is composed of several runs. A run is best defined as the data of a specific time interval where the data fits a stochastic process without large deviations. In practice, it is not
always clear how to split two consecutive runs. More generally, dividing a long sequence of data into runs in a challenging task. CPD algorithms generally work by estimating the length of the run (or run length) at every data point.

Let \( r_t \) be the random variable representing the run length at time \( t \). The goal of the CPD algorithm is to find the distribution of the random variable, \( p(r_t) \). The Bayesian Online Change Point Detection (BOCPD) [19] finds the (distribution of) run length with a Bayesian update equation.

Given a sequence of data up to time \( t - 1 \), \( y_{1:t-1} \), and the distribution of run length \( p(r_{t-1}) \), the BOCPD algorithm predicts the run length \( r_t \) and data \( y_t \) as follow,

\[
p(y_t, r_t) = p(y_t | y_{1:t-1})p(r_{t-1} | y_{1:t-1}) \\
= \sum_{r_{t-1}} p(y_t | y_{1:t-1})p(r_{t-1} | y_{1:t-1}) \\
= \sum_{r_{t-1}} p(y_t | y_{1:t-1}, r_{t-1})p(r_{t-1} | y_{1:t-1}) \\
= \sum_{r_{t-1}} p(y_t | y_{1:t-1}, r_{t-1})p(r_{t-1} | y_{1:t-1}, r_{t-1}) \\
= \sum_{r_{t-1}} p(y_t | y_{1:t-1}, r_{t-1})p(r_{t-1} | y_{1:t-1}, r_{t-1})
\]

Here, \( p(y_t | y_{1:t-1}) \) is an Underlying Predictive Models (UPM) which here, is the Gaussian Process, as used in [19]. \( p(r_{t-1} | y_{1:t-1}, r_{t-1}) \) is a Hazard function, which is chosen as a constant function in this study.

Intuitively, the run length represents the length of a time segment with similar statistical behavior. At each time \( t \), GP is used to compute conditional probabilities \( p(y_t | y_{(t-r_{t-1});(t-1)}) \) for all the possible values of the run length \( r_{t-1} \in [1, t-1] \). Such probabilities are then used to determine the run length based on the recursive formula above.

BOCPD invokes GP on each possible combination of subsequence of data records. Give an input time series of \( n \) data records, there are \( n(n+1)/2 \) subsequences. Given that GP has a computational complexity of \( O(n^3) \), the overall computational complexity of BOCPD is \( O(n^5) \). This cost is justified by its power in detecting subtle changes in important applications [2, 3, 18, 19]. However, in most published reports, CPD algorithms typically handle only a few hundred data points. In the next section, we describe a strategy that could significantly reduce the computational cost and make BOCPD suitable for large data sets.

### 4 Semi-Separable Matrices

In this section, we describe a technique that takes advantage of the algebraic structure in the matrix \( K \) in Equation 3 to effectively reduce the cost of solving \( n \) Gaussian Processes in \( O(n) \) time.

When using a GP on a 1-dimensional time series, where \( x_t \) for each time \( t \) is a real number the covariance matrix \( K \) in (3), which, here, is based on the Matern function (2), has a special matrix structure. To illustrate, we assume that \( x_1 < x_2 < \cdots < x_n \) have been arranged in ascending order. We can rewrite \( K \) as

\[
K = D + \text{triu} \left( PQ^T \right) + \left( \text{triu} \left( PQ^T \right) \right)^T,
\]

where we have used the Matlab notation \( \text{triu}(\cdot) \) to denote the strictly upper triangular part of a given matrix;
Figure 4: BOCPD algorithm

\begin{verbatim}
1: procedure BOCPD(y1:n) ▷ Input data
2:   \( p(r_0=1) \leftarrow 1; p(r_0 \neq 1) \leftarrow 0 \)
3:   \( t \leftarrow 1 \)
4:   for \( t < n \) do
5:     \( t \leftarrow t + 1 \)
6:     \( f_H(r_t=1) \leftarrow c \) ▷ \( f_H \): Hazard Function
7:     for all \( j > 1 \) do
8:       \( f_H(r_t=j) \leftarrow p(r_{t-1}=j-1) \)
9:     end for
10:    rlen \leftarrow 1; tot = 0
11: while \( t - rlen > 0 \) do
12:     \( f(y_t,rlen) \leftarrow p_{GP}(y_t|y_{t-rlen:t-1}) \) ▷ \( p_{GP} \): Gaussian Process
13:     \( f(r_t=rlen) \leftarrow f(y_t,rlen) \cdot f_H(r_t=rlen) \)
14:     \( tot \leftarrow tot + f(r_t=rlen) \)
15:     \( rlen \leftarrow rlen + 1 \)
16: end while
17: for all \( rlen \) do
18:     \( p(r_t=rlen) \leftarrow f(r_t=rlen)/tot \) ▷ Normalize
19: end for
20: end for
21: return \((p(r_1), \cdots, p(r_t))\) ▷ The dist. of run lengths
22: end procedure
\end{verbatim}

and

\[
D = \text{diag} \left( \sigma^2 + \sigma_p^2, \sigma^2 + \sigma_n^2, \cdots, \sigma^2 + \sigma_n^2 \right),
\]

\[
P = \sigma \begin{pmatrix}
    e^{\left(\sqrt{\frac{\sigma_p}{\ell}}\right)} & x_1 e^{\left(\sqrt{\frac{\sigma_n}{\ell}}\right)} \\
    \vdots & \vdots \\
    e^{\left(\sqrt{\frac{\sigma_p}{\ell}}\right)} & x_n e^{\left(\sqrt{\frac{\sigma_n}{\ell}}\right)}
\end{pmatrix},
\]

\[
Q = \sigma \begin{pmatrix}
    \left(1 + \sqrt{\frac{\sigma_p}{\ell}}\right) e^{\left(-\sqrt{\frac{\sigma_p}{\ell}}\right)} & -\sqrt{\ell} e^{\left(-\sqrt{\frac{\sigma_p}{\ell}}\right)} \\
    \vdots & \vdots \\
    \left(1 + \sqrt{\frac{\sigma_n}{\ell}}\right) e^{\left(-\sqrt{\frac{\sigma_n}{\ell}}\right)} & -\sqrt{\ell} e^{\left(-\sqrt{\frac{\sigma_n}{\ell}}\right)}
\end{pmatrix}.
\]

Equation (5) also holds for the more general Matérn function in (1), with a diagonal matrix \( D \) and \( n \times (s+1) \) matrices \( P \) and \( Q \).

Matrices of the form (5) are known as *Semi-Separable* matrices, with a large literature on their fast factorization and inversion \([8, 24]\). Below we describe a recursive procedure to compute \( u^T K^{-1} v \) for any vectors \( u = (u_1, \cdots, u_n)^T \) and \( v = (v_1, \cdots, v_n)^T \) in \( O(n) \) time. For this purpose, write

\[
D = \text{diag} \left( d_1, \cdots, d_n \right),
\]
\[ P = \begin{pmatrix} p_1^T \\ \vdots \\ p_n^T \end{pmatrix}, \]

and

\[ Q = \begin{pmatrix} q_1^T \\ \vdots \\ q_n^T \end{pmatrix}. \]

To begin, define

\[
\hat{A}_k = (q_k \cdots q_n) K_{k:n,k:n}^{-1} \begin{pmatrix} q_k \\ \vdots \\ q_n \end{pmatrix},
\]

\[
\delta_k = (u_k \cdots u_n) K_{k:n,k:n}^{-1} \begin{pmatrix} v_k \\ \vdots \\ v_n \end{pmatrix},
\]

\[
\hat{U}_k = (q_k \cdots q_n) K_{k:n,k:n}^{-1} \begin{pmatrix} u_k \\ \vdots \\ u_n \end{pmatrix},
\]

\[
\hat{V}_k = (q_k \cdots q_n) K_{k:n,k:n}^{-1} \begin{pmatrix} v_k \\ \vdots \\ v_n \end{pmatrix},
\]

where we have used the Matlab notation \( K_{k:n,k:n} \) to denote the tailing \((n - k + 1) \times (n - k + 1)\) submatrix of \( K \). The following recursion allows for the computation of all of \( \hat{A}_k, \hat{U}_k, \hat{V}_k \) and \( \delta_k \) in \( O(n) \) time without explicitly inverting any \( K_{k:n,k:n} \).

Let

\[
\hat{A}_{n+1} = 0,
\]

\[
\hat{U}_{n+1} = 0,
\]

\[
\hat{V}_{n+1} = 0,
\]

\[
\delta_{n+1} = 0.
\]
Do for \( k = n, n - 1, \ldots, 1 \):

\[
\begin{align*}
\hat{d}_k &= d_k - p_k^T \hat{A}_{k+1} p_k, \\
\tau_k &= q_k - \hat{A}_{k+1} p_k, \\
\hat{u}_k &= u_k - p_k^T \hat{U}_{k+1}, \\
\hat{v}_k &= v_k - p_k^T \hat{V}_{k+1}, \\
\delta_k &= \delta_{k+1} + \frac{\hat{u}_k \hat{v}_k}{\hat{d}_k}, \\
\hat{A}_k &= \hat{A}_{k+1} + \frac{\tau_k \tau_k^T}{\hat{d}_k}, \\
\hat{U}_k &= \hat{U}_{k+1} + \frac{\hat{u}_k \tau_k}{\hat{d}_k}, \\
\hat{V}_k &= \hat{V}_{k+1} + \frac{\hat{v}_k \tau_k}{\hat{d}_k}.
\end{align*}
\]

Now let \( v = (y_1, y_2, \ldots, y_n)^T \). To compute \( y_\ast \) in equation (4), all that is needed is to apply the above recursion with \( u = K_\ast \).

However, there is a rather remarkable feature about the above recursion. By their definitions, \( \delta_k \) is in fact the prediction \( y_\ast \) based on the points \((x_k, y_k), \ldots, (x_n, y_n)\) for every \( 1 \leq k \leq n \). In other words, we have computed all \( n \) predictions for \( y_\ast \) in \( O(n) \) time. The computation of the variances in equation (4) follows a similar pattern.

The dominant cost of the probabilities \( p(y_t | y_{(t-r):(t-1)}) \) is in the GP predictions of \( y_t \) and their variances given \( y_{(t-r):(t-1)} \) for all \( r < t \). The above recursion can thus be used to compute all these predictions and variances, and therefore all the probabilities \( p(y_t | y_{(t-r):(t-1)}) \), in \( O(t) \) time, leading to amortized \( O(1) \) time for each GP and each probability, and quadratic time for BOCPD.

For the optimal use of GP and BOCPD, the hyperparameters can be selected through an optimization procedure, such as maximum likelihood. The semi-separable matrix structure of the covariance matrix \( K \) can also be exploited to perform hyperparameter training in linear time.

The squared-exponential, \( \kappa(x, x') = \sigma^2 \exp\left(\frac{-|x-x'|^2}{2\ell^2}\right) \), is another popular covariance function. It is known to be well-approximated by the Matérn functions. This approximation allows us to utilize the recursion above to perform rapid GP regression and BOCPD for the squared-exponential as well.

This vast improvement in scalability allows us to run BOCPD in Matlab with more than 10,000 data points on a laptop overnight, a previously huge task that could be realistically attempted with only the fastest supercomputers.

5 Experimental Results

We have implemented a version of BOCPD in Matlab following the description by the original authors [19]. The initial version of the code uses GPML to solve the Gaussian Processes [17]². A faster version is also implemented using the algorithm described in the previous section to solve the Gaussian Processes. In this section, we will present some timing results to compare the two versions of BOCPD and discuss the changes points detected.

²Information about GPML is available at http://www.gaussianprocess.org/gpml/.
Figure 5 shows the time used by the two versions of the BOCPD algorithm. The test runs with different sized samples of the hourly ISO prices from 2008 to 2001. Because the GPML code uses the efficient Matlab built-in functions to solve the linear systems, the BOCPD with GPML actually can handle up to 1000 data points in a reasonable amount of time. From our tests, we see that our implementation with the faster GP can easily handle 10,000 data points even though our algorithm uses interpreted Matlab statements.

An execution of our algorithm on the market data produces Figures 6 and 7, which display several runs during 2000 and 2001, the years of the California Electricity Crisis. These runs are separated by change points, represented by green lines, and sometimes coincide with the dates in Table 1, a chronology of important events relating to the Crisis.

6 Conclusion

In this paper, we present a strategy to significantly accelerate the Gaussian Process by taking advantage of the structure of the matrices. The technique represents the covariance matrix in semi-separable form and then applies a recursive solution procedure. The overall effect is that we are able to reduce the computational complexity of the Bayesian Online Change Point Detection (BOCPD) from $O(n^5)$ to $O(n^2)$ on a time series of $n$ records.

We further demonstrate that BOCPD can effectively identify important events around the California Electricity Crisis from the price information alone. The changes detected include seasonal and policy changes, as well as market manipulations. Therefore, we believe the Change Point Detection procedures
Table 1: List of change points detected and their possible associated events. List of events extracted from various published sources [9, 10, 23]. The terms “Fat Boy”, “Death Star”, “counter-flow”, and “ricochet” refer to market manipulation schemes identified by investigators [15, 12, 25]. Email messages are from top Enron managers [14, 22].

<table>
<thead>
<tr>
<th>Date</th>
<th>Related events</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998/08/06</td>
<td>5-day long heat wave (&gt; 100°F)</td>
</tr>
<tr>
<td>1998/09/14</td>
<td>Unseasonably warm (&gt; 95°F); reaching price cap $250</td>
</tr>
<tr>
<td>1998/12/31</td>
<td>Cold winter</td>
</tr>
<tr>
<td>1999/08/13</td>
<td>CA ISO authorized price cap increase to $750; Enron emails mentioned “Fat Boy” for the 1st time on 06/25, and “Death Star” on 08/23</td>
</tr>
<tr>
<td>1999/10/01</td>
<td>Price ceiling raised to $750</td>
</tr>
<tr>
<td>2000/07/01</td>
<td>CA ISO reduced price cap to $500; near 100,000 Pacific Gas &amp; Electric (PG&amp;E) customers suffer black outs on 06/14; Enron emails mentioned “counter-flow” for the 1st time on 04/13, and “ricochet” on 03/14;</td>
</tr>
<tr>
<td>2000/08/02</td>
<td>Price ceiling lowered to $250</td>
</tr>
<tr>
<td>2000/08/09</td>
<td>CA ISO reduced price cap to $250 on 08/07; fossil fuel price rises increased cost of peak-electricity producers</td>
</tr>
<tr>
<td>2000/09/08</td>
<td>FERC launched investigation of Enron on 08/23; San Diego Gas &amp; Electric (SDG&amp;E) Company failed bankruptcy; Enron emails mentioned “ricochet” 221 times on 09/12</td>
</tr>
<tr>
<td>2000/09/27</td>
<td>FERC met in San Diego on 09/12; FERC was to allow “flexible” price cap in December</td>
</tr>
<tr>
<td>2000/12/15</td>
<td>FERC rejected firm cap requested by California, but approved “flexible” cap</td>
</tr>
<tr>
<td>2001/02/11</td>
<td>Blackouts affected 100,000s on 01/17-18; State of emergency declared on 01/17; Enron emails mentioned “ricochet” 324 times on 02/22 and “Death Star” 95 times on 02/28</td>
</tr>
<tr>
<td>2001/03/03</td>
<td>Blackouts affected millions on 03/19-20; Enron emails mentioned “ricochet” 380 times on 03/08 and “counter-flow” 78 times on 04/19</td>
</tr>
<tr>
<td>2001/03/14</td>
<td>FERC orders increase in natural gas and reduction of energy demand</td>
</tr>
<tr>
<td>2001/03/28</td>
<td>FERC discovers El Paso Natural Gas Company of market manipulation and orders cessation of its illicit practices.</td>
</tr>
<tr>
<td>2001/04/21</td>
<td>PG&amp;E filed for bankruptcy;</td>
</tr>
<tr>
<td>2001/05/20</td>
<td>California authorized bonds to buy electricity using long-term contracts</td>
</tr>
<tr>
<td>2001/06/09</td>
<td>FERC announces a price-mitigation plan; lower demands reduced spot prices blow long-term contract prices; nearly two weeks of high temperatures in early August</td>
</tr>
<tr>
<td>2001/12/02</td>
<td>Enron, the main company behind the market manipulation, files for bankruptcy</td>
</tr>
<tr>
<td>2001/08/16</td>
<td>Prices capped at $100</td>
</tr>
<tr>
<td>2002/03/08</td>
<td>FERC opened investigation of market manipulation</td>
</tr>
<tr>
<td>2002/04/11</td>
<td>Long-term contract sales begin to replace spot sales.</td>
</tr>
<tr>
<td>2002/05/23</td>
<td>Enron email mentioned “Death Star” one last time on 05/24; CPUC re-impose regulations</td>
</tr>
<tr>
<td>2003/03/10</td>
<td>FERC released investigation report</td>
</tr>
<tr>
<td>2003/11/17</td>
<td>Anti-Manipulation laws finalized and put into effect.</td>
</tr>
</tbody>
</table>
are useful in monitoring market activities.

In the discussion of the Gaussian Process, we mentioned that different kernels that could be used. One direction of future work would be explore ways to accelerate Gaussian Processes using a variety of different kernels. The current implementation of the fast Gaussian Process is in Matlab scripts. We plan to rewrite the software in C or C++. This has the potential to speed up the software considerably. Another direction of our work is to incorporate additional information in the change point detection process, which requires us to extend the Gaussian Process to work with multiple dimension time series.
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