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A plasma wakefield accelerator (PWFA) uses a plasma wave (a wake) to accelerate electrons at a gradient that is three orders of magnitude higher than that of a conventional accelerator. When the plasma wave is driven by a high-density particle beam or a high-intensity laser pulse, it evolves into the nonlinear blowout regime, where the driver expels the background plasma electrons, resulting in an ion cavity forming behind the driver. This ion cavity has ideal properties for accelerating and focusing electrons. One method to insert electrons into this highly-relativistic, transient structure is by ionization injection. In this method, electrons resulting from further ionization of the ions inside the wake are trapped and accelerated by the wakefield. These injected electrons absorb the energy of the wake, resulting in a reduced accelerating field amplitude; this phenomenon is known as beam loading.

This thesis discusses experiments that demonstrate how ionization injection can, on the one hand, lead to excessive beam loading and be a detriment to a PWFA, while on the other hand, it may be taken advantage of to produce bright electron beams that will be necessary for applications of a PWFA to a free electron laser (FEL) or a collider. These experiments were part of the FACET Campaign at the SLAC National Accelerator Laboratory and used FACET’s 3 nC, 20.35 GeV electron beam to field ionize the plasma source and drive a wake.

In the first experiment, the plasma source was a 30 cm column of rubidium (Rb) vapor. The low ionization potential and high atomic mass of Rb made it a suitable candidate as a
plasma source for a PWFA. However, the low ionization potential of the Rb+ ion resulted in continuous ionization of Rb+ and injection of electrons along the length of the plasma. This resulted in heavy beam-loading, which reduced the strength of the accelerating field by half, making the Rb source unusable for a PWFA.

In the second experiment, the plasma source was a column of lithium (Li) vapor bound by cold helium (He) gas. Here, the ionization injection of He electrons in the 10 cm boundary region between Li and He led to localized beam loading and resulted in an accelerated electron beam with high energy (32 GeV), a 10% energy spread, and an emittance an order of magnitude smaller than the drive beam. Particle-in-cell simulations indicate that the beam loading can be further optimized by reducing the injection region even more, which can lead to bright, high-current, low-energy-spread electron beams.
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1.1 Properties of the blowout regime. (a) shows the plasma density color map for the simulation. The wake is propagating from the right to the left. The current density of the two bunches is superimposed in red. (b) shows the on-axis beam densities in red and the on-axis plasma density in blue. The region where plasma density comes to zero is the blowout region. (c) shows the color map for the longitudinal field $\vec{E}_z$. The radial uniformity of this field can be observed from the color table. (d) shows the on-axis electric field in the simulation. This field is modified by the presence of the trailing bunch. (e) shows the transverse force $\vec{E}_x - \vec{B}_y$. Longitudinal uniformity of the transverse field can be observed in the color map. The red line at $5c/\omega_p$ indicates the location of lineout shown in (f). (f) shows the transverse lineout, which is linear and focusing for electrons. 7

1.2 (a) Electron beam densities for three drive-witness simulations, where the witness beams are the same in all cases and the density of the drive beam is varied by varying $\sigma_r$; $k_p\sigma_r$ is 0.65, 0.98, and 1.3 for the blue, green, and red case respectively, corresponding to peak $n_b/n_p$ of 2.1, 1, and 0.5 for the three cases. The value $\Lambda = 0.90$ is the same for all three cases. The beam propagation direction is indicated by a red arrow. (b) The resulting longitudinal field is presented for the three simulations in (a). 10
2.1 Beam loading in a drive/trailing electron-driven plasma wakefield accelerator (a) The longitudinal density profile of drive and trailing electron beams in three different beam loading scenarios. The drive beam density is the same ($n_b \sim 5n_p$) in all three cases. The three cases of trailing beam are: no trailing beam, i.e. unloaded wake (blue), trailing beam with peak density 40% that of the drive bunch (red), and trailing beam with peak density 80% that of the drive bunch (green). (b) The on axis longitudinal electric field for each of the three cases in (a). One can see progressively stronger beam loading that leads to flattening of the wake and reduction in the transformer ratio as described in the text.  

2.2 Experimental Setup. The electron beam enters from the left. The energy spectrum of the beam before plasma is shown as the inset (E) on the top left. Transition radiation generated as the beam traverses the 1 $\mu$m Ti foil (T) is observed simultaneously by a pyroelectric detector (Pyro) and a THz Michelson interferometer (M). Correlation between the pyro and the inverse of the bunch length deduced from the Michelson interferometer is shown beneath the setup. Foils with progressively higher scattering strength (F1-F3) can be inserted in the path of the beam before it enters the plasma oven, leading to progressively increased beam emittance (see Table 2.2 for details). The density profiles of neutral Rb and Ar are plotted underneath the schematic of the oven in blue circles and red diamonds, respectively. Absolutely calibrated toroids upstream and downstream of the plasma record the amount of charge entering and exiting the plasma. The quadrupole magnets Q1 and Q2 along with the dipole magnet D form the imaging energy spectrometer. The Cherenkov radiation emitted by the dispersed electrons between silicon wafers (1) and (2) is detected by camera C to give the electron spectrum after the plasma. An example of the energy spectrum with the white curve showing the integrated charge is shown below camera C. The charge near 20.4 GeV has been attenuated by a factor of 10. The Lanex screen, shielded by a 1mm copper foil, detects the betatron x-rays.
2.3 (a) Ionization rates for neutral Rb, neutral Ar, Rb\textsuperscript{+}, and Ar\textsuperscript{+} ions as a function of electric field. (b) The ionization fraction for neutral Rb using an electron beam with $\sigma_z = 40 \, \mu m$ and $\sigma_r = 35 \, \mu m$. The rates are obtained from ADK model. The longitudinal profile of the initial beam is shown in blue lineout and the longitudinal profile of the participating charge is shown in red lineout. (c) Envelope evolution of a beam slice with normalized emittance of $\epsilon_n = 250 \, \text{mm-mrad}$ in an ion column with ion density $n_i$ having the same profile in $z$ as the rubidium plasma. The plot of density is shown in green. The propagation of the electron beam in vacuum and in the presence of blowout regime is shown in blue and orange, respectively. Regions with significant presence of Ar are shown in blue shade. The beam size below $\sigma_r < 7.9 \, \mu m$ ionizes neutral Ar and $\sigma_r < 4.5 \, \mu m$ ionizes Ar\textsuperscript{1+} and Rb\textsuperscript{1+}.

2.4 (a) X-ray yield for a set of 77 consecutive shots sorted as a function of $\sigma_z$. In this dataset, Foil F1 is inserted and the variation of $\sigma_z$ is due to the shot-to-shot jitter of the phase of the linac (b) $\Delta Q$ and x-ray yield are plotted against each other for each shot. (c) $\Delta W^-$ sorted as a function of $\sigma_z$ for the same data. (d) $\Delta Q$ correlation with $\Delta W^-$ for the same data.

2.5 (a) Excess charge as a function of the x-ray yield in four cases obtained with the insertion of various foils that change the beam emittance. The data is filtered by selecting pyro values between 5000 and 5300, ($\sigma_z \sim 40 \, \mu m$) so that the current profiles are nearly identical as judged by the similarity of the electron beam spectra before the plasma. The data shown in red triangles is a subset of data in Fig. 2.4. (b) Energy loss is shown as a function of excess charge for the same data as in (a). (c) The electron beam energy spectra for the data shown in (a) and (b). The spectra related to each foil is averaged.
2.6 Data from a 71 shot dataset where no foils F1-F3 were inserted. (a) Peak energy loss $\Delta W^-$ as a function of $\sigma_z$, grouped by a range of 300 in pyro corresponding to $\sim 3$ $\mu$m change in $\sigma_z$. (b) $\Delta Q$ plotted as a function of $\Delta W^-$, where each point corresponds to one of the six groups in (a). The corresponding groups in (a) and (b) are indicted by numbers above or below data points. The value of $\Delta W^-$ for each data point in (b) corresponds to the mean value of $\Delta W^-$ for a group in (a) and the mean of $\Delta Q$ for each group is plotted with the error bars representing the standard deviation of $\Delta Q$ in a group. (c) Correlation of X-ray yield and $\Delta Q$ data shown in (a). (d) Peak energy-gain $\Delta W^+$ as a function of $\Delta Q$ for the same data. 1GeV is added to the raw $\Delta W^+$ value to compensate for the head-to-tail energy chirp of the incoming electron beam. (e) Waterfall plot for data shown in (a). Each slice represents an integration of the spectra along the non-dispersive direction, which are sorted by $\Delta Q$. The shot number is shown on the horizontal axis. The counts near the initial beam energy ($\sim 20.35$ GeV) and the counts below the initial energy (energy loss area) are divided by ten and two, respectively, as indicated on the images. (f) Average transformer ratio, $\langle R \rangle = \Delta W^+ / \Delta W^-$ plotted for the same data set shown in (e).

2.7 (a) Measured energy spectra for the same shots as displayed in Fig. 2.5. The white line shows $\Delta W^-$ and $\Delta W^+$, where each point represents moving average of 5 shots. (b) The measured average transformer ratio $\langle R \rangle = \Delta W^+ / \Delta W^-$ as a function of $\Delta Q$. 
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2.8 A density plot of a snapshot in the simulation. All densities are normalized to $2.7 \times 10^{17}$ cm$^{-3}$. Rb II electrons in the area to the left of the red dashed line are made transparent, so that the deflection of the sheath due to the beam loading of excess charge is visible. Since the simulation is cylindrically symmetric, only $r > 0$ is shown in this image. Rb I electrons form the wake and are shown in grayscale while Rb II electrons, shown in green, are tracked separately from Rb I electrons. The color plots are restricted for better visibility of lower density features.

2.9 Comparison of simulations with and without Ar and secondary Rb ionization. (a) On axis electric field for the two simulations with the beam having propagated 12 cm in the plasma in each simulation. The red curve represents the value of the field where only ionization of Rb I is present. For the blue curve both ionization levels of Ar and Rb are included. (b) Same parameters plotted as (a), except that the frame represents a time at 30 cm of beam propagation. (c) The energy space of the beam at the end of the simulation for the beam loaded case. Peak energy loss of 8 GeV and energy gain of 12 are clearly observed. (d) is the same for the simulation without beam loading – i.e. secondary ionization injection.

2.10 (a) $\bar{\Psi}$ for the simulation frame shown in Fig. 2.9(a) for the case where no secondary ionization is present. Black curve shows the outline of radial location, where Rb I electron density corresponds to 50% neutral density, i.e. the bubble sheath for $\xi < 160$ $\mu$m. The spike in the region $165 < \xi < 170$ $\mu$m indicate the region over which the neutral Rb is ionized. (b) The outline of on-axis plasma density (blue) and $\bar{\Psi}$ (shown in orange) corresponding to the $r = 0$ line in (a). On axis density reaches 1 (indicating full ionization on axis) at $\xi = 165\mu$m. In the region $73.0 \mu$m < $\xi$ < 144.8 $\mu$m, $\bar{\Psi}$ > 0.7. Electrons born in this region that reach the back of the wake where $\bar{\Psi} \sim -0.3$ satisfy the trapping condition $\Delta \bar{\Psi} < -1$. 

xiii
3.1 Experimental setup. Toroidal charge monitors upstream and downstream of the plasma monitor the input and output charge. The inset shows the neutral density profile of lithium and helium in a nominally 30 cm long oven. The spectrometer is formed by the dispersive element (D) and a pair of quadrupoles (Q1, and Q2) used to focus particular energies. Cherenkov radiation is produced by the dispersed electrons in the 5 cm air space between two Si wafers marked (1) and (2) and is recorded by the camera C. An example of the drive beam spectrum before plasma interaction is shown as an inset. The electrons are dumped into the beam stop. An axicon optic was used to preionize the plasma (see Section 3.5).

3.2 Energy spectra resulting from the interaction of the drive beam and the 30 cm plasma. The spectra are from nominally identical conditions with the variation occurring because of shot-to-shot jitter in the linac. The solid black line indicates the initial drive beam energy at 20.35 GeV. The energy spread on the drive beam was 1.4% rms (see inset in Fig. 3.1 for example spectrum). Electrons with energy of 6.35 GeV are focused by the spectrometer’s quadrupole magnets, and marked by thin dashed black line. The injected charge in (a) is identified with an ellipse and the peak energy loss is indicated by a thick dashed black arrow. (b) The energy distribution of injected charge peaks at 5.8 GeV and has an energy spread of 1.2 GeV FWHM (20%). (d) Energy gain can reach over 10 GeV, in which case the maximum energy of the injected charge is difficult to discern as it merges into and overlaps with the energy loss feature of the drive beam. The tilt angle observed in the injected beam is due to slight misalignment in the trajectory of the beam with respect to the center of quadrupoles (Q1 and Q2 in Fig. 3.1).
3.3 OSIRIS simulation results. (a) shows an r-z slice of the cylindrically symmetric simulation, where the e-beam has propagated 5.2 cm (halfway up the ramp). The color table for the drive beam electrons is shown below the figure. Lithium and helium electron densities are shown in blue and green, respectively. The process of helium electron injection can be observed. (b) r-z slice of simulation after the e-beam propagates 31.2 cm (20.8 cm in the plateau region). Color map for the beam electrons is displayed below the image. Lithium and helium electrons are shown with same color maps as (a). The helium electrons at the back of the wake are encircled with a dashed black circle. (c) Energy spread of the helium electrons after the e-beam propagates 31.2 cm. (d) The on-axis longitudinal electric field (red) normalized to 36 GV/m and the on-axis density of the helium beam (blue) normalized to $6 \times 10^{19}$ cm$^{-3}$. The dashed black line indicates the useful accelerating field without beam loading.

3.4 Calculation of the region in space where the laser is intense enough to ionize helium atoms. (a) Blue solid line is the intensity profile of a 500 mJ, 100 fs laser pulse with a 40 mm wide flat top profile incident upon a 1.5 degrees axicon. The neutral density profiles of lithium and helium are overlaid on the intensity profile as dashed red and purple lines, respectively. (b) Ionization fraction contour $(n_e/n_0)$ of helium subject to laser intensity in (a) calculated from the integrated ionization rate (Eq. 3.2) over 100 fs.

3.5 Spectra resulting from the interaction of the electron beam with (a) the 30 cm lithium vapor without preionization laser. (b) 30 cm lithium vapor with laser pulse preionizing the plasma. (c) 130 cm lithium vapor without preionization laser. (d) 130 cm lithium vapor with laser pulse preionizing the plasma. The energy focused by the quadrupoles of the spectrometer is marked with a dashed black line. The color table for (a) and (b) is defined by the top color bar and the one for (c) and (d) is defined by the bottom color bar. Injected charge is marked with solid black ellipses.
3.6 Spectra resulting from the interaction of the drive beam with the 130 cm long, $8 \times 10^{16}$ cm$^{-3}$ plasma. The energy focused by the spectrometer’s quadrupole magnets are marked by the dashed black line. The solid black line represents the initial energy of the drive beam. The injected beam in each frame is marked with a solid black ellipse. The outer edges of the defocused beam electrons are traced with two dashed black curves. (a) Example of a narrow divergence feature disconnected from drive beam; the charge is 25 pC. (b) Highest observed energy of the injected charge with limited energy spread. (c) Example of a low divergence injected beam overlapping with the high-energy-spread accelerated drive beam electrons.

3.7 Emittance measurement for the injected bunch in the long plasma. (a) Blue circles indicate the values of $\sigma_x$ at different values of energy for a single spectrum image, which is shown in the inset. The contour of the injected charge is identified by solid black line marked as (1). The dashed black contour identified as (2) belongs to the accelerated electrons of the drive bunch, which are focused by the imaging spectrometer at 24.3 GeV. The top and bottom horizontal black dashed lines in the inset correspond to the highest and lowest energies for which $\sigma_x$ is calculated. Red dashed line represents the best fit to the data, resulting in emittance value of 36 mm-mrad. (b) Histogram of emittance values ($\epsilon_{n,x}$) for a dataset, where 65 data points belonging to the same dataset could be fit and measured.

4.1 The setup for the simulation.
4.2 (a) A snapshot of density as a colormap 4.5 cm after propagation (immediately after the helium upramp). Helium electrons are represented with blue, the pre-ionized plasma with pink and the beam electrons with red-blue colors (color table shown only for beam electrons). (b) Injected helium charge in the simulation as a function of distance. The two distinct ionization and injection region are marked with (1) and (2). (c) The $\xi$ location of highest transverse electric field for each frame in the simulation. The center of the electron beam density is at 272 $\mu$m. The region where no ionization in simulation is observed is clearly marked. (d) Transverse and total electric fields plotted at the location of highest transverse field in the blowout region for each frame in simulation. No ionization injection is observed in frames where $E_{tot} < E_{th} \approx 75 \text{ GV/m}$.

4.3 (a) Current profile of the injected helium charge after 17.6 cm of propagation in plasma. (b) Plot of on axis $\Psi$ after 4.4 cm of propagation. The lowest and highest range of $\Psi_i$ that lead to ionization and injection are marked as $\Psi_{i1}$ and $\Psi_{i2}$. The corresponding $\xi$ where $\Delta\Psi_{i} < 1$ is also marked for each case (c) Energy spectra for the injected helium electrons. (d) Energy spectra for the drive beam.

4.4 (a) Measurement of injected charge as a function of distance in the simulations. The beginning of the helium impurity is set to zero. Sim1 is shown in blue, Sim2 in orange, and Sim3 in yellow colors. Same colors are used in all sub-figures (b) Total electric fields as a function of distance for the same three simulations. (c) The 80% plasma density contours for the same three simulations after 3 cm of propagation in the plasma in addition to the density color map of the initial drive beam. The location of $\xi$ where the transition between full and partial blowout occurs is marked by an arrow for each case.
4.5 (a) Energy spectra for Sim1-3. The spectra in each case is shown 5.7 cm after the beginning of the helium region. The same colors used in all four figures (b) Current profiles of helium injected charge for Sim1-Sim3, with each curve normalized to the peak current for that case \(I_p\). The legend shows the value of peak current in each case in amps. (c) The value of \(\Psi_i\) corresponding to the pinch in each frame. The range over which no electrons are ionized and injected are marked by double-sided arrows. (d) The longitudinal field corresponding to the three cases.

4.6 Comparing the results of Sim3 and Sim4, where the helium density is increased by five folds. (a) Injected charge in the first bubble as a function of distance. Zero indicates the beginning of helium region (3 cm of initial beam propagation in both simulations). The same color is used in the rest of the sub figures (b) Current profile as a function of \(\xi\) for both simulations normalized to the peak value of current in each case. The value of peak current in each case is shown in the legend of the figure. (c) Helium spectra in the two cases after 5.7 cm of propagation from the beginning of helium region. (d) Longitudinal electric field compared in both cases.

4.7 Results of the 3D cartesian simulation after 6.2 cm of propagation. (a) Current profile of the helium electron beam in the simulation. (b) Energy spectral density for the helium charge in the simulation. (c) Longitudinal phase space \((z, p_z)\) for the helium electrons. (d) Transverse phase space for the higher energy injected electrons (indicated by black lined rectangle in (c)), which is produced in the first oscillation cycle.
4.8 Comparison in cases with different width of plasma column. (a) 80% density contour of the simulations superimposed on the density color map of the initial electron beam (before interaction with plasma) (b) Total field as a function of distance. Zero corresponds to the beginning of helium impurity region for Sim3, corresponding to 3 cm of propagation in plasma. (c) Longitudinal electric field in the same cases as (a). Note that curves for $8R_{b0}$ and $2R_{b0}$ almost exactly overlap in the figures, resulting in $8R_{b0}$ data to be hidden from view under $2R_{b0}$ curves.

A.1 (a) Schematics of a lithium vapor heat pipe oven. The important components are marked on the schematic. (b) The lithium oven seen from the side, with hot lithium inside at $\sim 1000^\circ$ C. (c) Image of the lithium oven as installed in the experimental area at FACET.

A.2 (a) Measured temperature profile of a 30 cm lithium heat pipe oven. (b) Corresponding lithium and helium density. (c) Measurement of temperature profile of a 130 cm lithium oven. The x axis indicates the distance from the center of the oven. (d) Lithium and helium density corresponding to profile in (c).

A.3 (a) Temperature measurement using a thermocouple for the rubidium oven. (b) Calculated rubidium and argon densities.

B.1 The effect of betatron $\sigma_r$ on the betatron oscillations. (a) Betatron oscillations for a beam with $\epsilon_n = 250$ mm-mrad, and $\sigma_r = 35 \mu m$, same as Fig. 2.3. (b) Betatron oscillations for a beam with $\epsilon_n = 250$ mm-mrad, and $\sigma_r = 60 \mu m$.

C.1 The phase space and the corresponding Courant-Snyder parameters of an electron beam with Gaussian distributions. Here, the transverse coordinate of interest is on the $x$ axis and the corresponding divergence $x' = p_x/p_z$ is the $y$ axis.
C.2 (a) An example of a double Gaussian fit to the horizontal lineout of a 6-pixel wide slice of the spectrum on LANEX. the image fitted is shown as an inset. The black lines indicate the outer extents of where the fit was performed. (b) $\sigma_r(E)$ for the same data. The value of the third point is obtained from the $\sigma_r$ fitted to the lineout in (a). The dashed orange line is obtained by an optimization of the electron beam variables inside a plasma, which are then propagated to Lanex screen. Effects of foils and plasma down-ramp are included here.

C.3 The downramp modeled after the real plasma downramp shown in blue. In orange, there is the evolution of $\sigma_r$ as a function of distance.

C.4 Measuring the emittance of the electron beam. (a) Same as Fig. 3.6(b), zoomed in the region of interest. (b) $\sigma_r$ plotted for various energies (blue filled circles) along with the spectra resulting from the optimization of electron beam parameters ($\epsilon_n, \sigma_r$, and $\alpha$) inside the plasma. The effects of the plasma down ramps, and the Be and Al foils are modeled as described above along with the effect of the quadrupoles.

C.5 Measuring the emittance of the drive beam electrons that lost energy. (a) Raw image. Color table enhanced to improve the visibility of pinch region at $\sim 14.35$ GeV. the black dotted lines indicate the outer extents of where the fits to the lineouts were performed (b) $\sigma_r$ plotted for various energies (blue filled circles) along with the spectra resulting from the optimization of electron beam parameters ($\epsilon_n, \sigma_r$, and $\alpha$)=($584, 56, 0.06$) inside the plasma. The effects of the Be and Al foils are modeled as described above along with the effect of the quadrupoles, but not the plasma ramp.
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CHAPTER 1

Introduction

1.1 Plasma Accelerators for the Colliders of the Future

In 2012, the Large Hadron Collider (LHC) performed a series of landmark experiments that proved the existence of the Higgs boson [1, 2]. The LHC is a 27 km circumference circular collider that collides two beams of protons, each having 7 TeV of energy. Fundamental discoveries such as this have tremendous implications for the understanding of the laws of this universe. This is because the discovery of such particles can confirm, or upend the Standard Model of particle physics, which encompasses the current understanding of the constituent fundamental particles that form the universe and the forces that act on them. Recent experiments performed in early 2016 at LHC for instance hinted at the existence of a new particle not predicted by the Standard Model, and if proven, it will lead to a second age of discovery in fundamental physics.

Since their inception, particle accelerators have arguably been the most important tool in scientific research and discovery, furthering our knowledge of elementary particle physics. The typical size of the particles that constitute the nucleus of an atom, i.e. protons and neutrons, is on the order of a femto meter ($10^{-15}$ m). Therefore to see the substructure of the proton one needs a probe that has a characteristic wavelength far smaller than this. It is well known that an electron can be thought of as either a particle or a wave. As shown by de Broglie, the characteristic wavelength of a particle is related to its momentum by $\lambda = h/p$ where $p = \gamma mv$ is the particle momentum, $m$ is the particle mass and $h$ is the Planck constant. Therefore, a high energy particle can be used as a probe with a small wavelength. Indeed, it was only when particle beams with energies greater than a GeV became available
that one could probe on a scale smaller than the size of the proton and a whole ensemble of particles known as masons (later shown to comprise of quarks) were discovered. Another way to look at this phenomenon is that the constituents of matter have high rest mass, and so to generate them in a detectible way, one needs to start with high energy particles from the conservation of matter and energy.

In addition to particle physics discovery, particle accelerators have important application in chemistry and biology. In particular, particle accelerators are used to generate high brightness coherent/incoherent x-ray radiation (such as those in the Linac Coherent Light Source or synchrotrons) that can be used to conduct molecular crystallography in the fields of microbiology and chemistry or to study and model cracks, strain and corrosion in the field of materials engineering.

In order to tackle some of the most important problems in physics in this century, scientists will require high energy colliders of even greater energy than the LHC. The main challenges facing the building of the next generation of particle accelerators at the energy frontier of particle physics are going to be its cost and scale. The unloaded accelerating gradient of the room temperature RF-powered linear accelerator (LINAC) sections that comprise a particle collider is < 100 MeV/m. For superconducting structures such as those comprising the LHC the gradient is even smaller. As the gradient is increased beyond this value, the electric field tends to initiate breakdown and cause damage to the structure.

With regards to cost, the structure cost alone for the 27 km circumference LHC was over $6 billion dollars, while the International Linear Collider (ILC), which is a 500 GeV $e^-/e^+$ collider, has a projected cost in excess of $20B. Since the next generation particle accelerators would aim to reach even higher energies than those achieved at LHC or the ILC, the acceleration technology itself has to be revolutionized to enable miniaturization of the accelerator at a lower cost than currently possible to make the next-generation accelerators feasible.

As previously mentioned, the LHC accelerates and collides proton beams, but things get even more interesting with electron/positron colliders. The use of a $e^-/e^+$ collider in the
place of a hadron collider is desirable because the protons are composite particles, having been formed of sub-particles themselves. Thus during the collision, a slew of secondary particles are generated that greatly complicate the analysis and interpretation of data, adding to the ambiguity as well as the noise in the results. Additionally, the generated radiation means that the detectors cannot be placed near the point of collision because they would get damaged by the excess radiation caused by the secondary particle shower.

The LHC tunnel used to house an electron positron collider before being commissioned for acceleration of hadrons. The so called Large Electron Positron collider (LEP) collided positron and electron beams with about 100 GeV in each beam. However one cannot accelerate electrons or positrons in a circular machine far beyond this energy because these lighter particles lose energy to synchrotron radiation as they are accelerated in a circular orbit at a rate that scales as $\gamma^4$, where $\gamma$ is the relativistic Lorentz factor. Therefore, a future particle collider would ideally have a linear geometry and would collide electron and positron beams.

If we assume that the loaded acceleration gradient of an RF superconducting linac can be increased to 50 MeV/m, to reach a 3 TeV center of mass energy the accelerator would have to be 60 km long. The collider would probably be twice this length because of the length of the final focusing optics. Thus the final length of the complete machine based on the extrapolation of the current technology is likely to be greater than 100 km. Such a gargantuan linear accelerator would almost certainly be prohibitively expensive. This fact was recognized by the accelerator community as early as in 1982 and search was underway to find particle acceleration techniques that had the potential to realize far higher acceleration gradients.

1.2 Plasma Wakefield Acceleration

In 1979, Tajima and Dawson proposed a method for accelerating electrons in a plasma wave [3]. Although this initial paper suggested using a laser pulse with the intensity of $10^{18}$ W/cm$^2$, it was soon followed by the suggestion of using an electron beam for the same
This accelerating field in a plasma wave depends on $\delta n/n_p$, where $n_p$ is the initial plasma density and $\delta n$ represents the density perturbation in the plasma wave. In the limit of 1D cold wave breaking, which is the largest field that a plasma oscillation in a cold plasma can support, the accelerating field is on the order $eE/mc\omega p = 1$. This elementary theoretical treatment suggests that the plasma wave can support electric fields on the order of 10 GeV/m at the density of $\sim 10^{16}$, which is more than two orders of magnitude higher than that in the conventional LINACs.

The plasma waves considered in the early work were mostly in the linear regime. The advantage of these linear waves is that its electric field can accelerate both electrons and positrons. In fact, the only difference in treatment of electrons and positrons would be the phase of the wake that would be both accelerating and focusing to either, which constitutes about 1/4 of the wavelength (a different quarter wavelength for electrons compared to positrons). The laser pulse intensity needed to produce the wake is frequently expressed in terms of the normalized vector potential of the laser $a_0 = eA/(mc^2)$. The quasi-linear regime is still being considered for acceleration of electrons and positrons using lasers, because it requires relatively low intensity lasers with $a_0 < 1$. On the other hand, once one uses a high intensity laser ($a_0 > 1$), or a high density electron beam (i.e. $n_b/n_p > 1$), the plasma wave quickly evolves to the blowout regime [5], where $\delta n/n_0 \approx 1$, i.e. all electrons are expelled from the region around the drive pulse (blowout). In fact, even if one starts with a relatively low density electron beam, or a linear wake, the plasma wave can evolve to blowout regime due to the phenomenon of self focusing, which occurs for the electron drive beam as it is propagating in the positively charged region of the wave, and for the laser driver due to the enhanced index of refraction of the positive region.

1.3 Forces in the Blowout Regime

The blowout regime has ideal properties for accelerating electrons and is therefore of great interest in the field of plasma accelerators. These properties can be explored using certain normalized parameters [6], where time is normalized to $\omega_p^{-1}$, length to $c/\omega_p$, velocities to the
speed of light $c$, mass to electron mass $m$, and charge to electron charge $e$, fields to $mc\omega_p/e$, potentials to $mc^2/e$, charge density to $en_p$, and current density to $en_p c$. For clarity, the normalized parameters are represented with an overbar.

The pseudo potential can be defined as $\Psi = (\Phi - A_z)$, where $\Phi$ is the electrostatic potential, $A_z$ is the component of the vector potential along the direction of propagation, and a gauge is chosen such that $\Phi \neq A_z$. The coordinate system useful for this calculation is $(\xi = z - v_\phi t, x, y, s = z)$, where $v_\phi$ is the phase velocity of the wake ($v_\phi \approx c$), and the driver is propagating in the $s$ (or $z$) direction. Making the quasi-static approximation $\partial_s \ll \partial_\xi$, it can be shown that

\begin{align}
F_z &\approx -\partial_\xi \Psi, \\
F_\perp &\approx -\nabla_\perp \Psi.
\end{align}

An immediate consequence of the dependence of both longitudinal and transverse forces on $\Psi$ is the Panofsky-Wenzel theorem, which states that under such conditions as expressed by Eq. 1.1 and 1.2,

$$\nabla_\perp F_z = \partial_\xi F_\perp.$$  

In other words, the transverse variation of the longitudinal field is equal to the longitudinal variation of the transverse field.

By deriving an equation for $\Psi$ in the blowout regime, we can describe the longitudinal and transverse forces. Using the equations of the vector potentials in the Lorentz Gauge, a 2D Poisson’s equation can be derived for the pseudo potential $\Psi$:

$$-\nabla_\perp^2 \Psi = 4\pi (\bar{\rho} - \bar{J}_z/c),$$  

where $\bar{\rho}$ is the charge density and $\bar{J}_z$ is the $z$ component of the current density.

Thus the transverse force (Eq. 1.2) can be found by integrating Eq. 1.4 in the transverse direction. Inside the blowout region, where $\rho = J = 0$,

$$F_\perp = -2\pi e^2 n_p x_\perp$$  
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This is an important equation, because it states that the electrons inside the blowout region feel only linear focusing force. A single electron in this field would perform simple harmonic oscillation motion. An ensemble of electrons would perform envelope oscillations and will have important consequences for the experimental results as will be described in detail in chapter 2. An important point is that this focusing force does not change with loading charge (often called beam loading) inside the blowout region, because the electric field of such a beam is balanced by its magnetic field. Figure 1.1 shows the properties of the fields in the blowout regime. The wake is produced by a dense bi-Gaussian drive electron beam with a peak \( n_b/n_p = 1 \), \( k_p \sigma_z = 0.81 \), \( k_p \sigma_r = 1.1 \), and \( \gamma = 40,700 \). Here, \( k_p = \omega_p/c \) is the inverse skin depth of the plasma, \( \omega_p = \left( \frac{n_p e^2}{m c \epsilon_0} \right)^{1/2} \) is the plasma frequency, \( \epsilon_0 \) is the permittivity of free space, and \( n_b = \frac{N}{(2\pi)^{3/2}\sigma_z\sigma_r^2} \) is the beam density, where \( N \) is the number of electrons in the bi-Gaussian bunch and \( \sigma_r \) and \( \sigma_z \) are the rms bunch width and bunch length, respectively [6]. A second trailing bunch with the same dimensions and \( n_b/n_p = 0.5 \) is following the first drive bunch.

An important consequence of the transverse force is its independence on \( \xi \). Therefore, from the Panofsky-Wenzel theorem (Eq. 1.3),

\[
\nabla_\perp F_z = \partial_\xi F_\perp = 0.
\]

In other words, in the blowout regime, the accelerating force is uniform in the transverse direction. This property is very important in light of the fact that the linear transverse force in the blowout regime causes the electrons to perform radial oscillations (also called betatron oscillations). Regardless of what phase the electrons are in their oscillating cycle, they will see the same longitudinal force and get accelerated at the same rate. As it will be shown later, the betatron oscillation wavelength and frequency depend on the energy of the electron beam. So the transverse uniformity of the accelerating field allows for electrons starting with the same energy in a slice (i.e. same position in \( \xi \)) to maintain their energy uniformity, and maintain relative phase of oscillation while accelerating. This is an important quality that allows for the normalized transverse emittance of the beam, a measure of transverse quality of the beam defined in a later section, to be maintained as the electron beam is accelerated.
Figure 1.1: Properties of the blowout regime. (a) shows the plasma density color map for the simulation. The wake is propagating from the right to the left. The current density of the two bunches is superimposed in red. (b) shows the on-axis beam densities in red and the on-axis plasma density in blue. The region where plasma density comes to zero is the blowout region. (c) shows the color map for the longitudinal field $\vec{E}_z$. The radial uniformity of this field can be observed from the color table. (d) shows the on-axis electric field in the simulation. This field is modified (loaded) by the presence of the trailing bunch. (e) shows the transverse force $\vec{E}_X - \vec{B}_Y$. Longitudinal uniformity of the transverse field can be observed in the color map. The red line at $5\ c/\omega_p$ indicates the location of lineout shown in (f). (f) shows the transverse lineout, which is linear and focusing for electrons.
As for the longitudinal force, using a phenomenological model of the blowout regime, Lu et al. [7] showed that the normalized scalar potential $\Psi$ can be derived as

$$\bar{\Psi} \approx \frac{\bar{r}_b^2(\bar{\xi}) - \bar{r}^2}{4}. \tag{1.7}$$

Here, $\bar{r}_b$ is the blowout radius as a function of $\bar{\xi}$, and $\bar{r}$ is the transverse coordinate. This equation is valid for a relativistic blowout regime for a large maximum blowout radius ($k_p r_b \gg 1$), where the trajectory of $r_b$ can be approximated as a circle. Combining this equation and Eq. 1.1, the longitudinal field can be calculated as:

$$\bar{E}_z = \partial_{\bar{\xi}} \bar{\Psi} = \frac{\bar{r}_b}{2} \frac{d\bar{r}_b}{d\bar{\xi}} \approx \frac{1}{2}\bar{\xi}. \tag{1.8}$$

In un-normalized units, the peak accelerating field can be expressed as

$$eE_{\text{peak}}/(mc\omega_p) \approx \frac{1}{2}k_p R_b, \text{ where } R_b \text{ is the maximum of the blowout radius.} \text{ The transverse and longitudinal forms of the force are shown in Fig. 1.1.}$$

### 1.4 Electron Beam Driven Plasma Wakefield Accelerator

As shown in the last section, the forces of the blowout regime are ideal for creating an electron accelerator. The two primary drivers for a plasma-based accelerator are the particle beams and the laser beams. Although the experiments described in this thesis are restricted to electron beam experiments, it is useful to contrast the two drivers and discuss the advantages and disadvantages of using an electron beam driver compared to a laser pulse driver. As mentioned above, the maximum accelerating field is given by [7]

$$eE_{\text{peak}}/(mc\omega_p) = -\frac{1}{2}k_p R_b, \tag{1.9}$$

where $R_b$ is the maximum blowout radius, $m$ is the electron mass, $e$ is the electron mass, $c$ is the speed of light. In a bi-Gaussian beam with $k_p \sigma_z \approx 1$, $k_p \sigma_r \ll 1$,

$$k_p R_b \approx 2\sqrt{\Lambda}, \tag{1.10}$$

where $\Lambda$ is charge per unit length given by $\Lambda = \frac{n_b}{n_p}(k_p \sigma_r)^2$. For the experiments explored in this thesis, $\sigma_z$ and $\sigma_r$ are both about $30 \mu m$, and $N \sim 2 \times 10^{10}$ particles. Using these
parameters, $n_b = 4.7 \times 10^{16}$ cm$^{-3}$. However, the density used in the experiments in this thesis range from $8 \times 10^{16}$ to $2.5 \times 10^{17}$ cm$^{-3}$. Even though in these experiments, $n_b < n_p$, because of self-focusing of the driver mentioned previously, the experiment evolves into the blowout regime in than 1 cm according to simulations, which is much shorter than the 30-130 m plasma length. Figure 1.2 shows QuickPic simulations, where $n_b$ was varied by changing $\sigma_r$, and it can been seen that different simulations with different initial beam densities ($n_b/n_p$) produce the same accelerating field once the blowout regime is established. The determining factor for the properties of the blowout regime is $\Lambda$, and if varied (by changing $\sigma_z$ for instance), it would have a direct effect on the longitudinal accelerating field. Additionally, for the parameters mentioned above, the total energy per drive bunch is 65 J at a peak current of 13 kA. The peak power is therefore 650 TW, and these electron beams can be sent at 1-10 Hz to the Facility for Advanced Accelerator Experimental Tests (FACET) experimental area. This facility was a Department of Energy (DOE) designated User Facility, which used the first 2 km of the LINAC at the SLAC National Accelerator Laboratory to generate a 20 GeV electron or positron beam. Experiments were performed at this facility between 2012 and 2016.

Although in terms of average power, state-of-the-art laser systems can produce pulses that compete with electron beams that were produced by FACET, the particle driven plasma accelerators have their own unique advantages. Whereas the Rayleigh length of a laser pulse, which is the length over which the cross-section area doubles, is usually less than a centimeter, the equivalent parameter for electron beams (called the $\beta$ parameter) can be hundreds of centimeters long. This means that an electron beam can maintain a high energy density for a much longer distance without the need for external guiding, so it can drive a wake in a plasma for a much longer distance. For instance, while the longest interaction length in a laser driven plasma accelerator is below 10 cm (obtained using a plasma waveguide [8] or self-focusing of a laser in the plasma [9] to guide the laser pulse many Rayleigh lengths), the longest plasma wakefield accelerator (PWFA) driven by an electron beam is around 130 cm as will be reported in this thesis.
Another advantage of the beam driven PWFA is that the phase velocity of the wake is equal to the velocity of the electron beam, as opposed to the laser group velocity in plasma. In the case of the FACET beam, the drive beam has 20.35 GeV of energy, $\gamma_b = \gamma_b \approx 40,000$, where $\gamma_b$ is the relativistic Lorentz factor for the beam and $\gamma_\phi$ is the Lorentz factor for the wake. On the other hand, for a laser driven wakefield, $\gamma_\phi = \frac{1}{\sqrt{3}} \sqrt{\frac{n_{cr}}{n_p}}$, where $n_{cr} = \epsilon_0 m \omega^2/e^2$ is the critical density, and $\omega$ is the laser frequency [10]. For a plasma wake at the density of $8 \times 10^{18}$ cm$^{-3}$ (usual for laser driven wakes), and a Ti:Sapphire laser, the phase velocity is $\gamma_\phi \sim 9.5$. The low value of $\gamma_\phi$ in a laser driven PWFA is a problem because as the accelerated electrons reach high energies, they start to outrun the laser and the wake. This effect put a limit on the accelerating length, which is called the dephasing length. However, due to the high $\gamma_b$, this effect is not a concern in an electron driven PWFA. Furthermore, for the same reason, the different $\xi$ slices of the drive beam can be assumed to be stationary with respect to each other.

Another difference between the laser and the particle beam driver is that the electric field
of the particle beam is much lower than comparable laser pulses. The dominant component of the electric field, which is the radial electric field can be expressed as [11]

\[
E^{\text{max}}_r = 10.4 \left[ \frac{\text{GV}}{\text{m}} \right] \frac{N}{10^{10} \sigma_r[\mu\text{m}]} \frac{10}{\sigma_z[\mu\text{m}]} \frac{50}{\mu\text{m}},
\]

which peaks at 10 GV/m for the parameters specified. In contrast, a laser with a wavelength of 1 \( \mu \text{m} \) and a power of \( P = 650 \) TW, focused to a FWHM of \( w_{\text{FWHM}} = 45 \) \( \mu \text{m} \) would have a peak intensity of \( I_0 = 2P/(\pi w_0^2) = 2.8 \times 10^{19} \) Wcm\(^{-2} \) and an electric field of \( E_r = \sqrt{2\eta I_0} = 15 \) TV/m, three orders of magnitude higher than the field of the electron beam. Here, \( w_0 = w_{\text{FWHM}}/\sqrt{2\ln(2)} \) is the spot size and \( \eta = 376.73 \) \( \Omega \) is the impedance of the free space.

This difference has important experimental implications for the electron beam driven plasma wakefield accelerators. The high intensity of the laser pulses allows for the plasma to be formed by the very early edge of the pulse, and so the entire pulse gets to interact with a uniform plasma. The low electric field of the electron beams means that this is not the case, and in fact a small number of elements of the periodic table, such as those in the alkali metal family, can get ionized by an electron beam in a way that allows for a substantial portion of the beam to interact with the resulting plasma.

On the other hand, the lower transverse electric field of an electron beam produces typically fully ionized but low-Z plasma, allowing a possibility of injecting electrons into the wake via the ionization of a second group of atoms within the wake in a process called ionization injection, which is described in the next chapter. Ionization of the second group can occur using the field of a relatively low intensity laser pulse, and it can result in an injected beam with extremely small transverse momentum [12, 13]. This is less straightforward to do with a laser driven wakes although various ideas have been proposed [14, 15].

### 1.5 Previous Work

What follows is a brief overview of the previous work in the field of plasma based accelerators. This section, which focuses solely on the use of plasma in interactions with an electron beam, is only a sampling of the extensive work that has been done in the field of plasma-based
accelerators since the idea was first introduced in 1979 [3].

As mentioned previously, the first proposal for using an electron beam to drive a plasma wake for the purpose of electron acceleration was by P. Chen, J.M. Dawson et al [4], where 1D simulations were used to show the possibility of creating greater than 1 GeV/m acceleration gradients in a linear plasma wave in overdense regime (i.e. \( n_b \ll n_p \)). In the next few years, the properties of a linear plasma wave were further explored through 1D and 2D simulation and theory, including the study of the effect of a pre-defined electron bunch shape for driving or beam loading plasma wakes in order to obtain uniform acceleration and high energy transfer efficiency from the driver to the beam-load [16, 17].

This was followed by theoretical study of nonlinear 1D plasma waves [18], and the investigation of what came to be known as the “blowout regime”, where all the electrons are expelled from the region immediately behind the drive beam [19]. As mentioned above, this regime was extensively studied in [6] (and references therein), where it was shown that it possesses ideal properties for use as an accelerating structure for electrons. The theory for beam loading in the blowout regime was then developed in [20], showing the possibility of very high energy extraction efficiency and low energy spread by a beam-load of appropriate shape that is placed judiciously in the blowout region.

The theoretical studies of PWFA in recent years have been greatly aided by high performance computer clusters, such as Hoffman 2 at UCLA, which is extensively used to perform simulations for this thesis. The massively parallel simulation codes that run on this cluster for the results presented in this thesis are comprised of 2D Cylindrically Symmetric OSIRIS [21] and QuickPIC [22, 23]. OSIRIS and QuickPIC are both a fully relativistic 3D particle-in-cell codes, but the difference is that QuickPIC uses the quasi-static approximation. At the time this thesis is written, trapping, which is an important component of the results presented in this thesis, is not modeled in QuickPIC, and so most of the results presented here are based on OSIRIS. These codes have been developed extensively by the UCLA Simulation Group of Professor Mori and IST in Portugal.

The first experimental evidence of a beam-driven plasma wakefield acceleration was ob-
served at the Argonne National Laboratory’s Advanced Accelerator Test Facility [24]. In that experiment, an electron drive bunch with 2-3 nC of charge and 21 MeV of energy with \( \sigma_r \sim \sigma_z \sim 2.4 \text{ mm} \) was used to drive a wake in a 20-35 cm plasma source (a DC hollow cathode source) with density of \( n_p \sim 10^{13} \text{ cm}^{-3} \). A witness electron beam with 15 MeV of energy and having a variable delay with respect to the drive beam was used to sample the wake, and results showed that at the right phase, they could gain energy at the rate of \( \approx 1 \text{ MeV/m} \). Thus this experiment showed the existence proof of the substantial longitudinal field of a plasma wake driven by an electron beam to accelerate electrons.

A drive beam with higher current density (4 nC, \( \sigma_r = 1.4 \text{ mm} \), and \( \sigma_z = 2.1 \text{ mm} \)) was used in a followup experiment [25] to investigate accelerating and focusing properties of a nonlinear plasma wake. An accelerating field of up to 5 MeV/m was measured, and the focusing field was found to be capable of reducing the beam width to a third of its original size in half a betatron cycle.

The idea that the transverse force of a plasma wake can produce focusing gradients higher than MG/m prompted exploration of using a plasma wake as a lens to focus the electron drive beam. This idea was explored theoretically [26, 27], with experimental investigations occurring at various electron beam facilities around the world with energies in a few to tens of MeV range, including Argonne National Laboratory [25], Tokyo University [28], and at UCLA [29], where an electron bunch with 3.8 MeV of energy and a length of \( 3 \, c/\omega_p \) was used to drive a plasma wake. Here, while the head of the beam created the plasma wake, the rest of the beam sampled the focusing force, showing that the transverse size of the beam can be reduced from an initial value of 2.7 mm to about 0.57 mm. This effect was consistent with the calculation of the transverse force of the wakefield, indicating the potential of the plasma wake to generate a much stronger focusing lens than the typical quadrupoles used in LINACs.

While the focusing and accelerating properties of the plasma wakefields were experimentally demonstrated using drive beams with tens of MeV of energy, the effort to combine plasma science with high energy physics, where particle beams with tens of GeV of energy
or greater are common, started at the Final Focus Test Beam facility (FFTB) at the SLAC National Accelerator Laboratory. Following on the demonstration of the focusing forces of the plasma wake, a collaboration of E-150 was formed to explore the application of plasma lens to high energy electron [30] and later positron beams [31]. In parallel, an experiment for demonstration of 1 GeV energy gain in a plasma source of 1-1.5m using the FFTB beam as a driver was proposed [32] and approved as E-157 experiment[33, 34].

The E-157 collaboration and subsequent experiments E-162, E-164, E-164X, and E-167 resulted in great advances in standing of the plasma wakefield accelerators as well as many milestones. The multi-GeV energy gain of electrons in a plasma wakefield accelerator was first observed in [35], and in a later experiment, accelerating gradients of 54 GeV/m were sustained in over 80 cm of plasma, resulting in energy doubling of a fraction of the originally 42 GeV electron bunch that was produced by the 3 km LINAC, bringing their total energy to over 80 GeV in less than 1 meter of plasma [36].

The various physics phenomena studied in the course of the FFTB experiments include the study of the transverse properties of the blowout regime [37], which demonstrated the oscillating behavior of the electron beam’s envelope. The oscillating beam envelope, a consequence of the oscillating motion of electrons in the linear focusing force, resulted in x-ray radiation of tens of keV and up to tens of MeV as reported in [38] and [39], respectively. Moreover, the oscillation of the electron bunch in a radially offset plasma channel results in what is called the “hosing instability”, which was studied using 3D simulations in [40].

Another important topic of investigation at FFTB was the ionization of various gases and elements by the high field of the electron beam. Initially, the ionization of the neutral species by the electron beam was studied as a possible means to generate a self-ionized plasma for PWFA experiments[11]. More importantly, it was discovered that ionization of neutral or ionic species within the blowout regime, which occurred as a result of the combination of the electron beam field and the field of the wake, could potentially lead to injection of such electrons and creation of high quality electron beam-loads in the wake [41, 42]. This latter discovery is of great significant for experiments laid out in this thesis as explained in the
The success of the experiments at FFTB led to the commissioning of the next facility at SLAC National Laboratory for the study of phenomena in plasma wakefield accelerators. This facility used the first 2 km of the SLAC LINAC and was called the Facility for Advanced Accelerator Experimental Tests (FACET). The experiments detailed in this thesis took place at FACET. Concurrent with the experiments detailed in this thesis were other plasma based electron acceleration experiments to which the author of this thesis heavily contributed. The most important was the drive-trailing (two-bunch) plasma based accelerator experiment (codenamed E-200), in which a dense electron beam was used to drive a wake in a plasma with $5 \times 10^{16} \text{ cm}^{-3}$ density, where a second electron bunch of 76 pC was loaded and accelerated at a gradient of 5 GeV/m, with a remarkable drive to trailing efficiency that approached 50% [43]. Another important experiment done by the E-200 collaboration was the demonstration of the longitudinally-uniform, linear focusing force in the blowout regime by studying the transverse properties of the electron spectrum. This study resulted in the first experimental verification of the Panofsky-Wenzel theorem (i.e. Eq. 1.6) in the blowout regime [44]. In another experiment from the same group, it was shown that the high gradients can be sustained in a self-ionized plasma produced in a higher ionization potential gas, such as argon or hydrogen, over an interaction length comparable to the $\beta$ parameter of the beam in vacuum, which is much longer than the head erosion length (to be described in the next chapter) that was expected to limit interaction length in a self-ionized plasma [45, 36, 46, 47]. These experiments led to the approval of the next facility (FACET II), which is approved for commissioning, will encompass the middle km of the SLAC LINAC, and will produce the 10 GeV electron drive beam that will be used to study the next challenges in plasma wakefield acceleration such as generation and acceleration of low emittance, low energy spread beams, and staging of accelerating plasma sections.
1.6 Work Carried Out in This Thesis

Over a period of 6 years, the Plasma Wakefield Accelerator collaboration at the FACET facility at SLAC carried out a series of campaigns under the approved experiment called E-200. The work described in this thesis began as part of the E-200 but spun off as a second approved experiment called E-217. The author of this thesis was responsible for taking and analyzing the data described in this thesis. In addition the author made significant contributions to the development and operation of the lithium and rubidium plasma sources that were used by the entire collaboration. The main motivation for the work and the results are summarized below:

1) Beam loading of the wake due to distributed trapping of Rb II electrons: As previously mentioned, in electron beam driven PWFA experiments at FFTB, a dense electron beam generated over 85 cm of self-ionized lithium plasma, while at the same time driving a wake with an unloaded accelerating gradient of over 50 GeV/m [36]. The limiting factor in the acceleration length in that experiment was found to be a phenomenon called “head erosion”, and not the energy depletion of the driving electron beam. This head erosion phenomenon will be explained in chapter 2, but in short, as a result of beam evolution, the electric field of the electron beam can only sustain ionization of lithium up to that distance.

Rubidium plasma source was investigated as a higher Z, lower ionization potential replacement for the lithium plasma source. Because of the lower ionization potential of rubidium, it was expected that the drive electron beam would ionize rubidium more easily than lithium. Furthermore, it was expected that the ease of ionization of rubidium would translate to longer self-ionized plasma, longer interaction length, and correspondingly higher energy gain.

However, envelope oscillation of the initially mismatched drive electron beam in the linear focusing force of the blowout regime resulted in the enhancement of the electric field and led to ionization of ions present in the blowout region (in the case of rubidium oven, these were Rb$^{1+}$, Ar, and Ar$^{1+}$). It has been shown that such electrons that are ionized within the blowout regime can get injected into the accelerating structure ([41, 48, 42]), whereas as it
will be shown later, the electrons ionized ahead of the blowout region cannot get injected in an electron beam-driven PWFA. This “ionization injection” resulted in formation of a “dark current” in the accelerating phase of the wake, and this unwanted beam loading resulted in reduction in the effectiveness of the accelerator as will be fully explained in chapter 2.

2) Ionization injection of helium electrons in lithium wakes and measurement of their emittance: Although the ionization of the rubidium electrons resulted in generation of dark current, this experiment also highlighted an opportunity to generate a beam load and inject it in the accelerating field in a controlled manner provided that the injection length is limited. This idea was explored in the lithium plasma, where the injection of electrons in the ramps of the lithium plasma was studied. In this region, the electron beam ionizes lithium atom and can drive a wake in the gradually increasing density ramp. The helium atoms do not get ionized by the field of the electron beam initially, but once the beam pinches due to the betatron oscillations, the increased electric field of the electron beam in addition to the electric field of the wake can ionize even helium. Once again, these electrons are injected in the wake, and get accelerated, but since the region of injection is limited to the ramp, the accelerating field does not get completely loaded and in fact, it remains in the range of $\sim 20 - 30 \text{ GeV/m}$.

By studying the electron beam generated, we found that the emittance of the injected beam is much lower than the drive beam. The emittance ($\varepsilon$) of the accelerated beam is an important parameter that underlies its quality. In terms of phase space, the emittance is defined as the area of the electron beam. Therefore, an electron beam with very low emittance can be focused down to a very small spot size. In chapter 3, the results of the experiment are described in detail including the method that was used to measure normalized emittance of the generated electron beam.

The variable emittance in this sense is analogous to the wavelength for a laser. Emittance is an important physical parameter, because it is conserved during beam operations such as focusing, bending or free space propagation. Normalized emittance, which is defined as $\gamma_b \varepsilon$, is conserved even during acceleration. Additionally, the emittance of the electron beam is an
important determinant of the applicability of the accelerated beam to areas such as creating x-rays in an FEL. This quality is measured by the parameter known as the brightness of the electron beam, which is calculated using $B = \frac{1}{8\pi^2} \frac{I}{\epsilon_x \epsilon_y}$, and therefore an electron beam with lower emittance has a higher brightness.

3) Generation of low energy spread and emittance beams by localized injection: Although the experiments showed the possibility of using ionization injection to obtain an electron beam with much lower emittance than the drive beam, the resulting electron beam still has a large energy spread. To investigate the possibility of creating electron beams with lower energy spread, a series of OSIRIS simulations were performed with an injection region that was reduced to a single beam oscillation cycle, thus reducing the length of injection and reducing the energy spread. As it is described in chapter 4, the energy spread can be reduced to a few percent, which in turn can help reduce the emittance growth during acceleration [14].

Finally, the effect of reducing the plasma width on the experiment is explored in simulation. This work aims to simulate the viability of axicon produced plasma in PWFA experiments, which as explained can have a width as low as $3 \sigma_r$. Even though the pointing jitter of the laser was the limiting factor in the experiments with pre-ionized hydrogen plasma, the question remains whether under ideal conditions (i.e. perfect alignment and no jitter) a plasma column with small width can be used for the PWFA experiments. As part of the simulation work, we explored how the properties of the blowout regime change for such a narrow plasma. This latter simulation work has important implications on the experiments that seek to use axicon-like optics for ionization injection experiments.

In summary, this thesis aims to explore important challenges to the plasma-based particle accelerators using the data from the experiments performed at FACET, and the simulation codes OSIRIS and QuickPIC. This thesis experimentally investigates the viability of using a rubidium source for plasma-based wakefield accelerators, using ionization injection on the ramp of a lithium vapor source to generate low emittance electron beams, and finally use the simulations to demonstrate possibility of generating low-emittance electron beams in the
case of carefully controlled injection lengths.
CHAPTER 2

Limitation on the Accelerating Gradient of a Wakefield Excited by an Ultra-Relativistic Electron Beam in Rubidium Plasma

2.1 Introduction

The first phase of research on plasma wakefield accelerators (PWFA) at the Final Focus Test Beam (FFTB) of the SLAC National Laboratory demonstrated the ability of a PWFA to achieve ultra-high acceleration gradients of over 50 GV/m [36] in a meter scale plasma. The experiments were carried out in the so-called blow-out regime [7, 19], where the electron beam density, $n_b$, was larger than the plasma density, $n_p$. In this regime, the drive-beam electrons expel plasma electrons, creating an ion cavity. A trailing electron beam placed inside this cavity will experience a linear focusing force, which preserves its transverse phase space and emittance, while (at the right phase) experiencing an accelerating longitudinal field. The maximum accelerating field is given by [7]

$$eE_{\text{peak}}/(mc\omega_p) = -\frac{1}{2}k_pR_b,$$  \hspace{1cm} (2.1)

where $R_b$ is the maximum blowout radius, $m$ is the electron mass, $e$ is the electron charge, $c$ is the speed of light, and $k_p = \omega_p/c$ is the inverse skin depth of the plasma. In a bi-Gaussian beam with $k_p\sigma_z \approx 1$, $k_p\sigma_r \ll 1$,

$$k_pR_b \approx 2\sqrt{\Lambda},$$  \hspace{1cm} (2.2)

where $\Lambda$ is the normalized charge per unit length given by $\Lambda = \frac{n_b}{n_p}(k_p\sigma_r)^2$. For a bi-Gaussian beam, $n_b = \frac{N}{(2\pi)^{3/2}\sigma_z\sigma_r^2}$, where $N$ is the number of electron in the bi-Gaussian bunch and $\sigma_r$.
and $\sigma_z$ are the rms bunch width and bunch length, respectively [6]. Thus for the parameters used in [36], i.e. a plasma density of $n_p = 2.7 \times 10^{17}$ cm$^{-3}$ and a drive beam with charge of $N = 1.8 \times 10^{10}$ electrons and $\sigma_z = 15$ microns, the expected gradient given by Eq. 1.9 is 82 GV/m. In the experiment the observed maximum gradient can be smaller than the above value if the electron bunch is not long enough to probe the highest value of the accelerating field as was the case in reference [36]. Nevertheless, electrons in the tail of the Gaussian drive beam were accelerated from an initial energy of 42 GeV (produced by the 3 km SLAC linac) to 85 GeV, i.e. some electrons doubled their energy in just over 80 cm, representing an average accelerating gradient of 54 GeV/m.

The interaction length in the above mentioned self-ionized PWFA experiment was limited by “head erosion”. In self-ionization, the plasma is produced by the transverse electric field of the front (head) of the highly relativistic beam that also drives the plasma wake. Since the plasma electrons are expelled over a distance of $2 \frac{k_p}{\gamma_b} \sqrt{\frac{n_p}{n_b}}$ [46], the blowout region, which is the region where electrons experience focusing force, forms behind the ionizing head of the beam. Therefore, the ionizing head of the beam does not experience this focusing force and expands due to the beam’s inherent emittance. This expansion in turn reduces the transverse electric field at the head of the beam and as a consequence, the ionization front continuously moves back in the frame of the beam during the interaction. This effect is called beam head erosion [49], and in the extreme case, it can result in an interaction length that is smaller than the beam’s $\beta$ function in vacuum.

Head erosion is undesirable because it can effectively reduce the length over which the wake can be formed to a distance smaller than the pump depletion length – when the energy of the drive bunch particles is almost depleted and the bunch is no longer able to excite a wake. The head erosion speed of a matched beam (matching is defined later in the paper), $V$, depends on the normalized beam emittance $\epsilon_n$, its current $I$, the beam energy $\gamma_b$, and the ionization potential (IP) of the medium being ionized [46, 49, 47] according to

$$V[\mu m/m] \propto IP^{1.73}[eV] \epsilon_N[mm-mrad] \gamma_b^{-1} I^{-3/2}[kA].$$  \hspace{1cm} (2.3)

For a given drive bunch, one can reduce the head erosion speed and thereby achieve a
longer interaction length by using a medium with lower ionization potential. Therefore, to potentially achieve larger interaction length than in reference [36], one could replace the lithium plasma source with one of the handful of elements that have a lower ionization potential. For example, the ionization potential (IP) of the first electron of Rb is 4.4 eV (compared to 5.4 eV for Li), so the SLAC electron beam is expected to propagate 40% further (and therefore give a correspondingly higher energy gain) in the beam-ionized Rb plasma compared to the previously used Li plasma according to Eq. 2.3.

This choice of Rb is also expected to reduce the problem of emittance growth of the accelerating beam due to ion motion [50, 51] in future PWFAs. In the present experiments, the plasma ions are assumed to remain stationary on the scale of the bunch length. However, in future experiments, it is expected that \( n_b/n_p > m_i/m_e \), where \( m_i \) and \( m_e \) are the ion and electron mass, respectively. In such a case, the Coulomb force of the drive or the accelerating trailing electron bunch will cause the plasma ions to move toward the axis, degrading the linear focusing force of the ion cavity, and leading to the emittance dilution of the electrons. Since Rb atoms are 10 times heavier than the Li atoms, the use of Rb is expected to help mitigate the ion motion problem for high beam density experiments. It should be noted that even with the higher Z of the Rb ions, emittance growth due to small angle (electron-ion) scattering is not a serious issue for electron beam energies greater than 10 GeV [52].

For the two reasons given above, we tested a Rb plasma source for PWFA experiments at FACET. However, we expected that the maximum acceleration gradient of the wakes in Rb plasma may be smaller than the Li source. The origin of this effect is the smaller ionization potential of the Rb\(^{1+} \) (IP 27.3 eV) compared to Li\(^{1+} \) (IP 75.6 eV). For a beam with \( \sigma_z = 40 \mu m \), the threshold field for the ionization of neutral Rb and Li are 3.0, 4.7 GV/m, and for Rb\(^{1+} \), and Li\(^{1+} \) are 52 and 290 GV/m, respectively. Here, ionization threshold is defined as when the beam ionizes 10% of neutral atoms. The method for calculation of these values is explained later, but the important point is that the onset of the ionization of Rb ion can occur at a much lower electric field than for Li ion.

Furthermore, the electrons resulting from the ionization of Rb\(^{1+} \) ion (Rb II electrons)
are born inside the wake and can be accelerated by it. The ionization of Rb$^{1+}$ ion within the wake occurs as a result of the combined effect of the wake fields and the beam field even if the beam field alone is below the threshold value for field-induced ionization. This injection of charge may be quite localized if the drive bunch is initially not matched to the plasma. As it will be shown later, if the drive bunch radius is larger than the matched radius, the bunch undergoes periodic envelope oscillations. Thus the ionization threshold of Rb$^{1+}$ may be exceeded in the tightly pinched regions of each oscillation of the electron beam envelope in the plasma, leading to the distributed injection of what amounts to “dark current”.

While the distributed injection of this charge does not affect the decelerating field because of causality, it does reduce the accelerating field because of the beam loading effect [20] and reduces the average transformer ratio $\langle R \rangle$ [7]. In the experiments described here, $\langle R \rangle$ is reduced from its weakly loaded value of about 1.5 to 0.75. In the simulation, the reduction of the $\langle R \rangle$ is shown to be associated with the reduction of the maximum accelerating gradient from an unloaded value of 82 GeV/m to about 46 GeV/m. This problem is not unique to Rb. Indeed, other alkali elements with lower ionization potential considered to replace lithium in plasma wakefield acceleration face the same problem.

### 2.2 Beam Loading and Transformer Ratio

An important figure of merit for a beam-driven PWFA is the transformer ratio $R$, which is the ratio of the peak accelerating field to the peak decelerating field, i.e. $R = E^+/E^-$. In a non-evolving wake, this ratio also indicates the energy gained by a trailing beam or a ‘beam load’ in the accelerator to the energy lost by the drive beam. Since the total energy gained by the beam load cannot exceed the energy lost by the drive beam, the number of particles in the beam load must be less than $1/R$ of the number of particles in the drive beam. In other words, in a plasma wakefield accelerator, there is an inverse relation between the charge and the energy of the beam load, in an analogous way to the relationship between current and voltage on a load in a transformer— hence the term transformer ratio. It is well known that in the linear regime of the PWFA, $R$ is less than two for symmetric beams and unloaded
Figure 2.1: Beam loading in a drive/trailing electron-driven plasma wakefield accelerator
(a) The longitudinal density profile of drive and trailing electron beams in three different beam loading scenarios. The drive beam density is the same (\(n_b \sim 5n_p\)) in all three cases. The three cases of trailing beam are: no trailing beam, i.e. unloaded wake (blue), trailing beam with peak density 40\% that of the drive bunch (red), and trailing beam with peak density 80\% that of the drive bunch (green). (b) The on axis longitudinal electric field for each of the three cases in (a). One can see progressively stronger beam loading that leads to flattening of the wake and reduction in the transformer ratio as described in the text.

wakes [53, 54], which means that 20 GeV electrons in the drive beam can at most add 40 GeV of energy to electrons that are being accelerated. In the nonlinear regime, \(R > 2\) may be possible to obtain by the careful shaping of drive and trailing beams [55].

We first give a physical picture of beam loading and its effect on \(R\) since we shall use the average transformer ratio \(\langle R \rangle\) to quantify the extent of beam loading in this work. As shown in Fig. 2.1 (figure originally appeared in [56]), the accelerating field of the wake can be locally flattened and reduced by the particles comprising the “beam load”. The beam load may be provided by a second trailing bunch or it may be “dark current” injected from the plasma itself or some combination of the two.

Wake flattening due to beam loading is a necessary and indeed a very desirable effect
when it is caused by a second (trailing) bunch that is being accelerated. This is because
flattening of the wake helps to reduce the energy spread. It is also necessary for an efficient
energy extraction from the wake by the trailing beam as the energy previously stored in
the electric field of wake is absorbed by the beam load. However, severe intentional or
unintentional (dark current) beam loading will damp $E^+$ and drastically reduce $R$. For
plasma wakes in the blowout regime, the amount of charge that is required to reduce the
accelerating field of the wake from $E_{\text{peak}}$ (as given by Eq. 1.9) to a flat value of $E_s$ can be
estimated using [20]

$$Q[nC] = \frac{0.047mc\omega_p}{eE_s} \sqrt{\frac{10^{16}}{n_p}(k_pR_b)^4}. \quad (2.4)$$

Using the parameters that will be relevant to the experiment, where the plasma density is
$n_p = 2.7 \times 10^{17}$ cm$^{-3}$, the initial beam has $N = 1.8 \times 10^{10}$ particles with r.m.s. bunch length
of $\sigma_z = 40 \mu m$, Eq. 1.9 can be used to obtain the values of $k_pR_b = 2.0$ and $E_{\text{peak}} = 50.2$
GV/m. Therefore, reducing the peak accelerating field to $E_{\text{peak}}/2$ requires $Q > 300$ pC and
reducing it to $E_{\text{peak}}/4$ requires $Q > 600$ pC according to Eq. 2.4. Note that this value is
calculated for a charge with specific shape that produces a uniformly flat accelerating field
for $\xi > \xi_i$, where $E(\xi_i) = E_s$ (similar to the case of the green curve in Fig. 2.1(b)). It is
therefore possible for a wake to trap a much larger amount of charge if beam loading is
nonuniform. Nevertheless, the values of $Q$ calculated here give an indication of the amount
of the charge that would cause heavy beam loading.

### 2.3 Ionization Injection into the Plasma Wakefield

An important problem in the field of plasma wakefield acceleration is to place an electron
bunch – or the beam load – at an appropriate position in the accelerating phase of the plasma
wake. The issue is that the wakefield moves through the plasma at a phase velocity equal to
the velocity of the electron beam driver. For the 20.35 GeV electron beam at FACET, that
represents a phase velocity with $\gamma_b \approx 40,000$. Therefore, the beam-load needs to be injected
into the plasma wakefield with high enough $\gamma_b$ such that it can remain in the accelerating
structure for a long distance. The process of electrons being positioned inside the wakefield with sufficient energy that will enable acceleration over a long distance is referred to as injection.

One method of injection into the wakefield is external injection. In this method, the second electron beam is separately prepared and accelerated to a sufficient energy such that it can move synchronously with the wake. This method was used at FACET to create a secondary bunch that extracted energy from a plasma wakefield at a gradient of 5 GeV/m and at efficiency of up to 30% [43].

The other method of injection is known as ionization injection. This method uses the large separation between the ionization potentials of two elements to produce electrons within a fully formed wake [41, 48]. The electrons from the element with the lower ionization potential are used to form the wake, while the element with the higher ionization potential is ionized within the wake, where the high accelerating field can impart enough energy to these electrons such that they travel near the phase velocity of the wake. The physics of ionization injection for such electrons was described by [41, 48]. The constant of motion for an electron interacting with the wakefield can be shown to be

\[ \bar{H} = \gamma_b mc^2 - v_\phi P_z - e\Phi, \]

where \( \gamma_b \) is the phase velocity of the wake, \( \Phi \equiv \Phi - \frac{v_\phi}{c} A_z \) is defined as the wake potential, where \( \Phi \) is the electrostatic potential and \( A_z \) is the z component of the vector potential. For an electron born at rest with some initial \( \Psi \) to become trapped, i.e. \( v_z = v_\phi \),

\[
\begin{align*}
\bar{H}_i & = \bar{H}_f, \\
1 - \frac{e\Psi}{mc^2} & = \gamma_b - \frac{v_\phi P_z}{mc^2} - \frac{e\Psi_f}{mc^2}, \\
\Delta\bar{\Psi} + 1 & = \frac{\gamma_b}{\gamma_\phi} = \frac{\sqrt{1+(P_L/mc)^2}}{\gamma_\phi}. \tag{2.7}
\end{align*}
\]

Here, \( \Delta\bar{\Psi} = \frac{e}{mc^2}(\Psi_f - \Psi_i) \) and \( \gamma_\phi = (1 - (v_\phi/c)^2)^{-1/2} \). In the experiments, \( \gamma_\phi \sim \gamma_b \sim 40,000 \), meaning that transverse momentum remains much smaller than the longitudinal momentum, and the trapping condition simplifies to \( \Delta\bar{\Psi} \leq -1 \).

As it will be shown in the simulation section, this condition is only satisfied for electrons
Table 2.1: Plasma and beam parameters in the experiment. and are calculated with \( \sigma_z = 40 \mu m \). \( L_{\text{FWHM}} \) is the full width at half maximum of the rubidium density profile (shown as an inset in Fig. 2.2)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of electrons in drive bunch</td>
<td>1.8 \times 10^{10}</td>
</tr>
<tr>
<td>( \sigma_z (\mu m) )</td>
<td>39-60</td>
</tr>
<tr>
<td>( \sigma_r (\mu m) )</td>
<td>35</td>
</tr>
<tr>
<td>( n_b ) (cm(^{-3}))</td>
<td>2.3 \times 10^{16}</td>
</tr>
<tr>
<td>( n_p ) (cm(^{-3}))</td>
<td>2.7 \times 10^{17}</td>
</tr>
<tr>
<td>( R_b (\mu m) )</td>
<td>21</td>
</tr>
<tr>
<td>( L_{\text{FWHM}} ) (cm)</td>
<td>28</td>
</tr>
</tbody>
</table>

that are ionized within the wake cavity(also discussed in reference [42]). In other words, only for electrons that are born inside the wake is there a chance to get trapped by such a high-phase-velocity wake. In the present experiment, this ionization occurs via field ionization, because as will be shown later, the combined field of the wake and the evolving beam is strong enough to ionize Ar, Ar\(^{1+}\) and Rb\(^{1+}\) electrons, which will lead to their trapping since they can satisfy \( \Delta \bar{\Psi} \leq -1 \).

### 2.4 Experimental Setup

This experiment was performed at the FACET facility [57] at the SLAC National Accelerator Laboratory. The schematic of the experimental setup is shown in Fig. 2.2. The 3 nC, 20.35 GeV electron beam was focused on the rising density edge of a column of Rb vapor, which was generated in a heat-pipe oven [58]. The density profile of the Rb in the heat pipe oven is shown as an inset in Fig. 2.2. Also shown is the density of the Ar buffer gas, which confines the Rb to the hot region of the oven by cooling the Rb atoms via collisions. Accordingly, the density of Ar rises as the Rb density falls and vice-versa. The important beam and plasma parameters of the experiment are shown in Table 2.1.
Figure 2.2: Experimental Setup. The electron beam enters from the left. The energy spectrum of the beam before plasma is shown as the inset (E) on the top left. Transition radiation generated as the beam traverses the 1 µm Ti foil (T) is observed simultaneously by a pyroelectric detector (Pyro) and a THz Michelson interferometer (M). Correlation between the pyro and the inverse of the bunch length deduced from the Michelson interferometer is shown beneath the setup. Foils with progressively higher scattering strength (F1-F3) can be inserted in the path of the beam before it enters the plasma oven, leading to progressively increased beam emittance (see Table 2.2 for details). The density profiles of neutral Rb and Ar are plotted underneath the schematic of the oven in blue circles and red diamonds, respectively. Absolutely calibrated toroids upstream and downstream of the plasma record the amount of charge entering and exiting the plasma. The quadrupole magnets Q1 and Q2 along with the dipole magnet D form the imaging energy spectrometer. The Cherenkov radiation emitted by the dispersed electrons between silicon wafers (1) and (2) is detected by camera C to give the electron spectrum after the plasma. An example of the energy spectrum with the white curve showing the integrated charge is shown below camera C. The charge near 20.4 GeV has been attenuated by a factor of 10. The Lanex screen, shielded by a 1mm copper foil, detects the betatron x-rays.
The normalized emittance of the beam in the experiment is manipulated by inserting foils (F1-F3) in the electron beam path 65.2 cm upstream of the plasma source and the waist. Because the head-erosion rate is a function of emittance (see Eq. 2.3), these foils are used to change the head-erosion rate, and consequently the distance over which the wake is excited by the beam – or the interaction length. The scattering of the electron beam as it goes through a foil can be modeled using the rms multiple scattering angle ($\Delta \theta$), which can be calculated using the standard formula [59]. Using this model, and the values of the vacuum waist and emittance $\sigma_r^* = 35 \mu$m and $\epsilon_n \sim 250$ mm-mrad, respectively, the values of $\epsilon$, and the Twiss parameters ($\alpha$, $\beta$, and $\gamma$) can be calculated using:

\[
\epsilon = \epsilon_n / \gamma_b, \quad \text{(2.8)}
\]

\[
\beta = \sigma_r^2 / \epsilon, \quad \text{(2.9)}
\]

\[
\gamma = \frac{1 + \alpha^2}{\beta}. \quad \text{(2.10)}
\]

At the waist, $\alpha^* = 0$, $\beta^* \sim 0.19$ m, and $\gamma^* \sim 5.1$ m$^{-1}$, where the $*$ denotes the values at the waist. The propagation of the Twiss parameters in vacuum can be calculated using

\[
\begin{bmatrix}
\beta \\
\alpha \\
\gamma
\end{bmatrix} =
\begin{bmatrix}
1 & -2L & L^2 \\
0 & 1 & -L \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\alpha^* \\
\beta^* \\
\gamma^*
\end{bmatrix}. \quad \text{(2.11)}
\]

At the location of foil, where $L = -65.2$ cm, i.e. 65.2 cm upstream of the plasma entrance, the Twiss parameters are $\alpha_v = 3.3$, $\beta_v \sim 2.4$ m, and $\gamma_v \sim 5.1$ m$^{-1}$. Here, the subscript ‘$v$’ denotes the values in vacuum (i.e. no foils), and $L=-0.625$ m. The change in the Twiss parameters due to a foil is given by equations [60, 61, 62]

\[
\epsilon_f = \sqrt{\epsilon_v (\epsilon_v + \beta_v \Delta \theta^2)}, \quad \text{(2.12)}
\]

\[
\beta_f = \beta_v \epsilon_v / \sqrt{\epsilon_v (\epsilon_v + \beta_v \Delta \theta^2)}, \quad \text{(2.13)}
\]

where the subscript ‘$f$’ denotes the values at $L = -0.625$ m in the presence of the foil. Finally, using Eq. 2.13, 2.11, and 2.9, the value of the $\sigma_r$ at the entrance of the plasma after propagating through a foil can be calculated. The properties of these foils and their effect
Table 2.2: Properties of scattering foils used in the experiment and their effect on normalized emittance and $\sigma_r$ at the entrance of plasma. See text for how the normalized emittance is calculated.

<table>
<thead>
<tr>
<th>Name</th>
<th>Composition</th>
<th>Thickness ($\mu$m)</th>
<th>$\Delta\theta$ (µrad)</th>
<th>$\epsilon_n$ (mm-mrad)</th>
<th>$\sigma_r$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Foil</td>
<td>————</td>
<td>————</td>
<td>250</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Foil 1</td>
<td>Nicusil</td>
<td>3(71.15 Ag/28.1 Cu/0.75 Ni)</td>
<td>25.4</td>
<td>35</td>
<td>302</td>
</tr>
<tr>
<td>Foil 2</td>
<td>25/75 Au/Cu</td>
<td>50.8</td>
<td>58</td>
<td>377</td>
<td>64</td>
</tr>
<tr>
<td>Foil 3</td>
<td>Nocoro</td>
<td>80 (81.1 Au/16 Cu/2 Ni)</td>
<td>38.1</td>
<td>64</td>
<td>399</td>
</tr>
</tbody>
</table>

on the emittance and $\sigma_r$ at the entrance of plasma are shown in Table 2.2. Note that these emittance numbers are similar to those calculated in [63], which used the simulation code ELEGANT to calculate the value of the normalized emittance and $\sigma_r$ due to the foils.

Data from the following diagnostics, which were recorded for every data point, will be used in this paper: the charge monitor (toroids), the electron energy spectrum before and after plasma, the X-ray yield (betatron screen), and the bunch length ($\sigma_z$) from the pyro detector, all of which are shown in Fig. 2.2.

The bunch length ($\sigma_z$) was measured on every shot using a pyroelectric detector (pyro), which detected the coherent transition radiation (CTR) that was generated as the electron beam traversed a 1 $\mu$m thick titanium foil. The CTR signal varies as $N^2/\sigma_z$ [35], and since the number of electrons, $N$, is nearly constant during the experiment, the variation in pyro correlates with a variation in $1/\sigma_z$. This linear relationship between the pyro and inverse bunch length was confirmed in the region of interest using a THz Michelson interferometer ([64]), which could monitor the CTR simultaneously with the pyroelectric detector as shown in an inset in Fig. 2.2.
The incoming and outgoing charge were measured upstream and downstream of the plasma using toroidal current monitors – toroids. By comparing the charge upstream and downstream of the plasma, we measured any “excess charge” generated during the experiment.

The energy spectrum of the electron beam after the plasma was measured using an imaging spectrometer. The spectrometer included a dipole magnet, which bent and dispersed the electrons according to their energy, and a pair of quadrupole magnets, which focused electrons at a specific energy. As the dispersed electrons propagate through the air, they generate Cherenkov emission. This broadband visible light emitted by the electrons between a pair of Si wafers 5 cm apart was imaged by a lens onto a CCD camera to record the dispersed spectrum of the electrons. These dispersed spectra are analyzed for the maximum energy gain and the maximum energy loss. The maximum energy gain \( \int E_{\text{max}}^+ \, dl \) and the maximum energy loss \( \int E_{\text{max}}^- \, dl \) for each shot are defined as the 2% and 98% contours of the integrated Cherenkov signal, and an example is shown as a white curve on the spectrum in Fig. 2.2.

The x-rays generated during the betatron oscillations [38, 39] by the electrons in the ion cavity of the wake were detected using a Lanex film after the plasma. To measure the x-ray signal generated during the betatron motion only, the region of Lanex screen that showed radiation in the absence of plasma was blocked; this region is shown as solid blue T-shaped region on the betatron x-rays diagnostic in Fig. 2.2. A significant portion of this blocked radiation comes from the upstream and downstream quadrupoles and other magnets in the beam-line. The remaining x-ray signal is mostly due to betatron emission. This x-ray signal is then normalized for the amount of the beam charge that actually resides inside the wake and therefore generates betatron radiation. This “participating charge” is found by subtracting the charge that has lost no energy from the total amount of charge on the dispersed electron spectrum. This process is explained later in the paper. The resulting x-ray yield is used as a measure of x-rays generated per electron in the experiment.

Finally, the spectrum of the electron beam before the plasma was recorded in each shot.
This spectrum was measured in a region of the linac with significant spatial dispersion resulting in a correlation between energy and the transverse coordinate. The beam is then sent through a magnetic chicane, resulting in emission of synchrotron radiation by these electrons. The radiation is captured using a screen of YAG:Ce crystal, and because of energy chirp of the beam, the brightness of the x-rays corresponds to the current verses energy of electrons. This spectrum may be used for the recovery of the longitudinal beam profile using the LITRACK simulation code [35]. In these experiments however, the beam spectrum was merely used to isolate data points with nearly identical spectra (and therefore longitudinal profile) in different datasets. Additionally, because of the relationship between the pyro signal and the bunch length, the similar YAG spectra were seen within a narrow range of the pyro signal.

2.5 Physics of Distributed Injection

Comparing the toroids upstream and downstream of the plasma shows that a large amount of excess charge ($\Delta Q$) is generated during the experiment. The physics of generating this excess charge can be explained by exploring the beam evolution through the plasma.

In the absence of the foils (F1-F3), the electron beam enters the Rb gas column with $\sigma_r \sim 35 \mu m$ and $\sigma_z \sim 40 \mu m$. The value of $\sigma_z$ is inferred from the pyro signal using the calibration curve shown in Fig. 2.2. The value of $\sigma_r$ is measured using the SLAC wire-scanner diagnostic [65] near the beam waist.

The peak electric field of an electron beam with bi-Gaussian profile can be expressed as [11]

$$E_{r}^{\text{max}} = 10.4 \left[ \frac{\text{GV}}{\text{m}} \right] \frac{N}{10^{10}} \frac{10}{\sigma_r [\mu m]} \frac{50}{\sigma_z [\mu m]}^3,$$

(2.14)

where $N$ is the number of electrons in the bunch. For the electron beam used in these experiments, $N = 1.8 \times 10^{10}$. The ionization rate of an element due to this electric field can be accurately modeled using the ADK formalism [11, 66]
\[ W(s^{-1}) = 1.5 \times 10^{15} \frac{4^n IP(eV)}{n \Gamma(2n)} \left[ 20.5 \frac{IP^{3/2}(eV)}{E(GV/m)} \right]^{2n-1} \times \exp \left[ -6.83 \frac{IP^{3/2}(eV)}{E(GV/m)} \right] , \] (2.15)

\[ n_e = n_0 \left[ 1 - \exp \left( - \int W dt \right) \right] . \] (2.16)

Here, \( E \) is the electric field, \( IP \) is the ionization potential, \( \Gamma \) is the mathematical gamma function, and \( n = 3.69Z/IP^{1/2} \) is the effective principle quantum number, with \( Z \) the state of ionization, i.e. equal to 1 for a single ionized atom, \( n_e \) is the electron density, and \( n_0 \) is the initial neutral density.

Thus the ionization rate of various ionic species of elements in our experiment can be obtained for different electric fields \( (E) \) using Eq. 2.15 and is plotted in Fig. 2.3(a). The peak rate of \( 10^{14} \text{ s}^{-1} \) will result in full ionization for an electric field with a Gaussian profile and with \( \sigma_z = 40 \mu \text{m} \). Therefore, from Fig. 2.3(a), \( E_0 \) of approximately 4 GV/m fully ionizes the first electron of the Rb atom (Rb I).

The ionization fraction contours for an electron beam with \( \sigma_z = 40 \mu \text{m} \) and \( \sigma_r = 35 \mu \text{m} \) are plotted in Fig. 2.3(b). It is clear that a portion of the beam’s electrons in the front of the beam cannot ionize the Rb atoms since the beam’s electric field up to this front is below the threshold value needed for ionization. These electrons, called the unaffected charge, therefore propagate through the Rb column with unmeasurable energy loss and appear at 20.35 GeV on the spectrometer screen. The rest of the charge, which we call the participating charge will not only produce the plasma but also the wake and in doing so these electrons will lose some of their energy. Using the ADK model described above, we can define an ionization threshold as the location where 10% of the neutral atoms are ionized. It is then possible to estimate the amount of participating charge in the Gaussian profile by calculating the charge contained in the beam where the ionization threshold is exceeded. For a beam with \( N = 1.8 \times 10^{10}, \sigma_z = 40 \mu \text{m} \) and \( \sigma_r = 35 \mu \text{m} \) (without any foils), the value of participating charge is \( N^* = 1.3 \times 10^{10} \) electrons, i.e. 72% of the initial charge. It is important to note
Figure 2.3: (a) Ionization rates for neutral Rb, neutral Ar, Rb$^+$, and Ar$^+$ ions as a function of electric field. (b) The ionization fraction for neutral Rb using an electron beam with $\sigma_z = 40 \ \mu m$ and $\sigma_r = 35 \ \mu m$. The rates are obtained from ADK model. The longitudinal profile of the initial beam is shown in blue lineout and the longitudinal profile of the participating charge is shown in red lineout. (c) Envelope evolution of a beam slice with normalized emittance of $\epsilon_n = 250 \ mm\cdot mrad$ in an ion column with ion density $n_i$ having the same profile in $z$ as the rubidium plasma. The plot of density is shown in green. The propagation of the electron beam in vacuum and in the presence of blowout regime is shown in blue and orange, respectively. Regions with significant presence of Ar are shown in blue shade. The beam size below $\sigma_r < 7.9 \ \mu m$ ionizes neutral Ar and $\sigma_r < 4.5 \ \mu m$ ionizes Ar$^{1+}$ and Rb$^{1+}$.\n

that the peak current of the participating charge is the same as the original beam (red curve in Fig. 2.3(b) vs blue curve in Fig. 2.3(b)).

The bulk of the participating charge resides in the fully formed wake or the ion cavity where it experiences a linear transverse focusing force [7]. In other words, once the ionization threshold is exceeded, the beam electrons rapidly ionize the Li atoms and blow out the plasma electrons. The evolution of the beam envelope in this ion column is described by [67]

\[
\frac{d^2 r}{dz^2} + k_\beta^2 r = \frac{\epsilon_n^2}{\gamma_b^2 r^3}, \tag{2.17}
\]

\[
k_\beta = \frac{\omega_p}{c} \frac{1}{\sqrt{2\gamma_b}}. \tag{2.18}
\]

A beam with the transverse size equal to the matched spot size, given by \(\sigma_{r,\text{matched}}^2 = \epsilon_n(c/\omega_p)\sqrt{2/\gamma_b}\), would maintain its transverse size while propagating in the plasma because its tendency to expand due to emittance is exactly balanced by the focusing force of the plasma ions. For our typical experimental parameters – taking \(\epsilon_n\) as 250 mm-mrad-

\(\sigma_{r,\text{matched}} \sim 4\mu m\). Since the input beam radius in the experiment is larger than the matched spot size, the beam envelope’s radius initially collapses as it enters the density up-ramp of the Rb column and then oscillates at half of the betatron wavelength (\(\lambda_\beta = 2\pi/k_\beta\)) as shown in Fig. 2.3(c). In the uniform density region \((n_p = 2.7 \times 10^{17} \text{ cm}^{-3})\) of our experiment, \(\lambda_\beta = 1.8 \text{ cm}\). Note that the presence of the ramp causes a reduction in the amplitude of the envelope oscillation down to about 10 \(\mu m\), which is less than half of \(R_b\) as stated in Table 2.1. This is important because the focusing force implicit in Eq. 2.17 applies to electrons within the blowout region \((r < R_b)\) only.

As the radius of the beam envelope decreases, the electric field of the beam increases according to Eq. 2.14, which results in an increase in the ionization rate according to Eq. 2.15. The different species can then be ionized inside the wake when the integrated ionization rate exceeds the threshold for their ionization. These species are the second electron of rubidium (Rb\(^{1+}\) to Rb\(^{2+}\)) and the first and second electrons of argon buffer gas in the density up and down ramps. Using the current profile shown in Fig. 2.3(b), the radius at which the ionization fraction of various species would surpass a threshold of 10% can be calculated. For instance, neutral Ar is ionized when \(\sigma_r < 7.9 \mu m\) and Ar\(^{1+}\) and Rb\(^{1+}\) are ionized when
σ_r < 4.5 µm. These electrons are ionized within the wake, gain energy from the wakefield, and can accumulate at the rear of the wake [41] as the electron drive beam executes more and more betatron oscillations.

Argon electrons are ionized and trapped in the ramp region only. The electrons resulting from ionization of Rb¹⁺ on the other hand are ionized and captured at every cycle of the betatron oscillations, and with the betatron wavelength of 1.8 cm, this represents about 22 discrete regions (there are two envelope oscillations per betatron wavelength, which is defined for the oscillatory motion of a single electron in the ion column) along the density plateau of the plasma when σ_r goes below 4.5 µm. This means that unlike Ar electrons, Rb II electrons can be generated and injected in a distributed fashion along the length of the beam-plasma interaction. Therefore, in this scenario, the injection of Ar electrons is localized to the ramp regions, whereas the amount of the injected Rb electrons is proportional to the interaction length.

One way to circumvent the ionization and injection of this secondary charge in future experiments is to use a large matched beam. This could be done by increasing the emittance or reducing the plasma density or by a combination of the two.

In addition to causing secondary ionization of Rb, the betatron oscillation of the electrons in the blowout region generates x-ray radiation because of the transverse acceleration of the electrons due to the linear focusing force of the ion column. Most of the radiation is emitted at the extrema of the electron orbit where the velocity is zero and the acceleration is maximum. The average energy radiated by a single electron in the blowout region can be calculated from [68]

\[
W_s = \bar{P}_s \times t = \left( \frac{e^2 c^2}{12} \gamma_b^2 k_p^2 r_0^2 \right) \left( \frac{N_\beta \lambda_\beta}{c} \right),
\]

where the first factor represents the average power generated by an electron in a betatron cycle, and the second factor represents the interaction time. In this expression, \(N_\beta\) is the number of betatron oscillations, \(\gamma_b\) represents the energy of the participating charge, and \(r_0\) is the amplitude of an electron’s oscillation in the blowout region. In other words, for a given plasma density and beam energy, the amount of radiation depends on the interaction
length, \( N_\beta \lambda_\beta \), and the radius of oscillation in the blowout region, \( r_0 \).

The insertion of foils F1-F3 affects the measurable quantities in the experiment through its effect on the emittance and the transverse size of the electron beam. By increasing the beam emittance (see Table 2.2), the insertion of a foil results in higher head erosion rate and therefore shorter plasma length. This results in a reduction in the value of all measurable quantities. Note that the increase in emittance here is not sufficient to match the beam to the plasma.

The effect of the increased emittance is compounded by an increase in \( \sigma_r \), also shown in Table 2.2. The increased \( \sigma_r \) results in lower radial electric field of the beam according to Eq. 2.14, which affects the experiment in three ways.

First, the reduced electric field results in a reduction in the fractional ionization of neutral Rb as the electron beam enters the plasma. The initial rubidium plasma forms farther away from the \( r=0 \) axis, and simulations show that this effect results in a delay in the formation of the blowout regime. Similar to the head erosion effect, this hollow plasma formation thus contributes to a reduction in the interaction length.

Second, the increased \( \sigma_r \) and the delay in the generation of the blowout regime mean that the beam slices may not experience the effect of the ramp. Therefore, the peak oscillation amplitude of the beam radii for various beam slices may not reduce below the value of \( R_b \). This results in reduction of participating charge in each slice. The reduced participating charge per slice results in a proportional reduction in the x-ray signal as fewer electrons perform betatron oscillations. In the experiment, we accounted for the reduced participating charge by normalizing the total x-ray signal count by the amount of participating charge in each shot. The participating charge was measured for each data point by measuring the charge outside energies of 19.9 and 21.2 GeV. Additionally, the reduced participating charge per slice in the blowout region can be interpreted as reduced current, and since the head erosion rate depends strongly on the current, the increased \( \sigma_r \) implies a shorter plasma.

Third, the increased \( \sigma_r \) results in an ionization front that is closer to the center of the beam; i.e. closer to \( z=0 \) in Fig. 2.3(b). This backward motion of the ionization front results
in further reduction in the interaction length due to having an effectively shorter $\sigma_z$ for head erosion.

Through the mechanisms described above, the insertion of each foil is expected to strongly reduce the interaction length incrementally from Foil 1-3.

2.6 Evidence for Distributed Injection

The evidence for the distributed injection of electrons throughout the interaction length comes from the examination of the excess charge $\Delta Q$ with respect to other parameters that depend on length. The two parameters that depend strongly on length and are therefore used here for its assessment are the x-ray yield and the energy loss. It is important to study the variation of both, because even though both share a dependence on the interaction length, the energy loss is dependent on the longitudinal profile of the beam ($\Lambda$, as described above), but the x-ray yield is dependent on the transverse dynamics of the beam. Therefore, a correlation of both energy loss and x-ray yield is an indication of a change in the interaction length, which is the common parameter between the two. The interaction length in this experiment was varied by either changing the beam current as measured by the pyro signal or by changing the beam emittance, which was achieved by inserting one of the foils F1-F3 in the beam path.

The effect of beam current on the experiment can be observed from one data set with 77 shots (Fig. 2.4), where the change in $\sigma_z$ came about due to random phase variations in the linac. This set of data, was chosen because of relatively wide variation in various quantities, which allows for meaningful correlation of various parameters in the experiment; pyro signal varies from 3500 (representing $\sigma_z \sim 48$ $\mu$m) to 5500 (representing $\sigma_z \sim 39$ $\mu$m), $\Delta Q$ varies from 100 pC to 700 pC, $\Delta W^-$ from 3.5 to 5.5 GeV, and x-ray yield varies by nearly a factor of two. Larger $\sigma_z$ corresponds to lower current, and since the head erosion rate depends on $I^{-3/2}$ [46, 47], the reduced beam current is expected to lead to higher head erosion rate, and decreased interaction length.
Figure 2.4: (a) X-ray yield for a set of 77 consecutive shots sorted as a function of $\sigma_z$. In this dataset, Foil F1 is inserted and the variation of $\sigma_z$ is due to the shot-to-shot jitter of the phase of the linac. (b) $\Delta Q$ and x-ray yield are plotted against each other for each shot. (c) $\Delta W^-$ sorted as a function of $\sigma_z$ for the same data. (d) $\Delta Q$ correlation with $\Delta W^-$ for the same data.
The x-ray-yield in this dataset, i.e. integrated x-ray signal per electron, increases by a factor 1.9 for increasing values of current (lower \( \sigma_z \)) as shown in Fig. 2.4(a). Other parameters besides interaction length responsible for this variation (see Eq. 2.19) include plasma density, which is constant for this data, \( \gamma_b \), and the transverse oscillation radius, \( r_0 \). The variation in \( \gamma_b \) is on the order of the 10% (29000-33000), which implies a corresponding change in x-rays on the order of 30%. Assuming relatively small changes in transverse radius, the reduction in interaction length, i.e. \( N_\beta \lambda_\beta \), accounts for the rest of the difference in x-ray yield. In other words, the length of the interaction was reduced by up to 63%.

The correlation between \( \Delta Q \) and the x-ray yield (Fig. 2.4(b)) is nearly linear, which suggests that x-rays and \( \Delta Q \) electrons are generated in proportion as expected based on the physical picture described above, i.e. both are associated with the spot size oscillation during betatron cycles of the beam in the ion column and therefore their yield increases as the plasma length increases. It is also important to emphasize here that the oscillations of the different longitudinal slices of the beam are not in phase, as will be shown in the simulation section. This means that x-rays and \( \Delta Q \) do not increase with length in discrete steps of \( \lambda_\beta \) and therefore the relationship between the two shows a continuous curve.

A second correlation between the beam current and the maximum energy loss of the beam electrons \( \Delta W^- \) (Fig. 2.4(c)) further implies that the reduction of interaction length (and therefore \( \Delta W^- \)) is due to the reduction of beam current for the data shown in Fig. 2.4. As previously mentioned, \( \Delta W^- \) depends on the decelerating field \( E^- \) and the interaction length and is independent of the transverse dynamics of the beam which determines both the x-ray yield and \( \Delta Q \). Therefore, the linear correlation between \( \Delta Q \) and \( \Delta W^- \) (Fig. 2.4(d)) is important as it underscores the fact that the change in \( \Delta Q \), \( \Delta W^- \) and x-ray yield are all caused by variations in interaction length and further strengthens argument for the distributed injection of electrons.

The second way to reduce the propagation length is by increasing the beam emittance by inserting one of foils (F1-F3) in the beam path as discussed earlier. Since each foil contributes to progressively larger emittance it is expected that the interaction length decreases with a
higher-numbered foil.

Once again, the reduced interaction length can be inferred by examining the x-ray yield and $\Delta W^{-}$. By solving the beam envelope equations (Eq. 2.17), one can show that the amplitude of the betatron oscillations would grow by a factor of three as a result of the increased spot size at the entrance of the plasma as shown in [60] and Appendix B. The minima of the oscillation on the other hand, remains nearly the same. In other words, had the beam propagation length remained unchanged, a significant increase (about a factor of 9) in x-ray yield per electron would have been observed due to much larger oscillation amplitude ($r_0$) as a result of inserting a foil. In the experiment however, insertion of a foil led to a significant decrease in the x-ray yield, as shown in Fig. 2.5(a). The data in this figure is selected such that the beam current is the same for the data points. In this case, the value of pyro chosen implies a beam with $\sigma_z \sim 39 \mu$m. The similarity in the longitudinal profile of these data points is confirmed by inspecting the beam energy spectrum, which is shown in Fig. 2.5(c).

In addition to x-ray yield, $\Delta Q$ also decreases significantly for each increasing number of the foil (Fig. 2.5(a)). Once again, this correlation is consistent with a reduced beam propagation distance in the plasma as the beam emittance is increased. To corroborate the dominant role of reduction of the interaction length as the cause of the decrease in both $\Delta Q$ and x-ray yield, $\Delta Q$ is plotted as a function of $\Delta W^{-}$ for the same data in Fig. 2.5(b) (figure originally appeared in [69]). It is observed that $\Delta W^{-}$, which depends on $E^{-}$ and interaction length rather than $\sigma_r$ and the transverse dynamics of the beam, monotonically increases with higher $\Delta Q$. Once again, this result shows that the longer the interaction length, (i.e. the higher the $\Delta W^{-}$), the higher the number of excess electrons that are generated and injected into the wake, and so the source of electrons comprising $\Delta Q$ is likely distributed over the interaction length. Since the linear relationship between the charge and length is a characteristic of the electrons ionized and trapped from rubidium and not argon (which is localized at the either ends of the Rb column), the source of the increase in the dark current is consistent with being comprised mainly of the Rb II electrons.
Figure 2.5: (a) Excess charge as a function of the x-ray yield in four cases obtained with the insertion of various foils that change the beam emittance. The data is filtered by selecting pyro values between 5000 and 5300, ($\sigma_z \sim 40 \mu m$) so that the current profiles are nearly identical as judged by the similarity of the electron beam spectra before the plasma. The data shown in red triangles is a subset of data in Fig. 2.4. (b) Energy loss is shown as a function of excess charge for the same data as in (a). (c) The electron beam energy spectra for the data shown in (a) and (b). The spectra related to each foil is averaged.
2.7 Beam Loading due to Distributed Injection

The Rb II electrons ionized along the length of the interaction can accumulate at the back of the wake, thereby beam loading the wake and reducing the accelerating field. This effect was observed in the experiment as reduced average transformer ratio. The transformer ratio is defined as the ratio of the accelerating field to decelerating field \( R = E^+/E^- \). But since the electric fields were not directly measured in the experiment, the energy loss and energy gain are used instead to define an average transformer ratio \( \langle R \rangle = \Delta W^+ / \Delta W^- \) in order to examine the effect of distributed injection of Rb II electrons on the fields in the experiment.

To illustrate the beam loading effect of the Rb II electrons, energy loss and gain for another dataset with 71 consecutive shots are examined as shown in Fig. 2.6. This particular data set is of interest because \( \Delta W^- \) for most of the data is confined to a small range of values between 3.5 and 3.8 GeV (Fig. 2.6(a)). Therefore, the reduction of the average transformer ratio due to the beam loading of the excess charge can be clearly attributed to the beam loading of the accelerating field. It is important to note that as discussed in the previous section, \( \Delta W^- \) increases with increasing \( \sigma_z \), as shown in Fig. 2.6(a).

Even though the general trend of the peak energy loss increasing with \( \sigma_z \) is observed in this dataset (Fig. 2.6(a)), there is a large variability in the energy loss in each group. The spread in this dataset is attributed to the effect of the transverse size of the beam on the integrated pyroelectric signal. In general, the correlation of the integrated signal from the pyroelectric detector with \( \sigma_z \) is correct as observed in Fig. 2.6(a). Within a small range of variation of the pyro however, the changes in the transverse size of the beam can affect the signal observed by the detector. To remove this effect from the interpretation of the \( \Delta W^- \) data, the data points within a small range of pyro (corresponding ±1.5 μm in \( \sigma_z \)) are grouped together as shown in Fig. 2.6(a).

Removing the spread of the data in the energy loss makes the correlation with \( \Delta Q \) more observable. This was done in Fig. 2.6(b), where the mean and standard deviation of the \( \Delta Q \) is plotted for the mean of \( \Delta W^- \) within each group identified in Fig. 2.6(a). Although the change in the interaction length is expected to be fairly small, even within this small
Figure 2.6: Data from a 71 shot dataset where no foils F1-F3 were inserted. (a) Peak energy loss $\Delta W^-$ as a function of $\sigma_z$, grouped by a range of 300 in pyro corresponding to $\sim 3 \mu m$ change in $\sigma_z$. (b) $\Delta Q$ plotted as a function of $\Delta W^-$, where each point corresponds to one of the six groups in (a). The corresponding groups in (a) and (b) are indicted by numbers above or below data points. The value of $\Delta W^-$ for each data point in (b) corresponds to the mean value of $\Delta W^-$ for a group in (a) and the mean of $\Delta Q$ for each group is plotted with the error bars representing the standard deviation of $\Delta Q$ in a group. (c) Correlation of X-ray yield and $\Delta Q$ data shown in (a). (d) Peak energy-gain $\Delta W^+$ as a function of $\Delta Q$ for the same data. 1GeV is added to the raw $\Delta W^+$ value to compensate for the head-to-tail energy chirp of the incoming electron beam. (e) Waterfall plot for data shown in (a). Each slice represents an integration of the spectra along the non-dispersive direction, which are sorted by $\Delta Q$. The shot number is shown on the horizontal axis. The counts near the initial beam energy ($\sim 20.35$ GeV) and the counts below the initial energy (energy loss area) are divided by ten and two, respectively, as indicated on the images. (f) Average transformer ratio, $\langle R \rangle = \Delta W^+/\Delta W^-$ plotted for the same data set shown in (e).
change, one can observe the correlation of $\Delta Q$ with energy loss as evidence of distributed injection, as explained earlier. Note that if the range of pyro is extended by adding data from other datasets such that the overall change in pyro is dominated by beam current and the range of $\Delta W^-$ is extended, the same correlation between $\Delta Q$ and $\Delta W^-$ as described earlier is clearly observed [69].

The relative small change in $\Delta W^-$ implies that the peak current and the interaction length are fairly constant. On the other hand, both $\Delta Q$ and x-ray yield show several folds of variability and are again strongly correlated (Fig. 2.6(c)), further supporting our model, which asserted that over every cycle of x-ray generation, excess charge is produced, i.e. injection occurs in a distributed fashion. Therefore, in this scenario, we can examine the effect of the accumulated charge on the energy gain directly for a relatively constant length.

As $\Delta Q$ increases from 100 pC to over 700 pC, the $\Delta W^+$ decreases by over 1 GeV (Fig. 2.6(d)). Note that this variation is about 5 times higher than the variation in $\Delta W^-$, and that this change is very strongly correlated with the change in excess charge. Using Eq. 2.4 in Section 2.2, one can observe that this $\Delta Q$ is enough to reduce the accelerating field by half.

Correspondingly, the value of $\langle R \rangle$ decreases from 1.5 to about 1 (Fig. 2.6(f)). This effect is visually illustrated in Fig. 2.6(e), where data is sorted according to how much $\Delta Q$ was generated during each shot. The energy gain can be clearly seen as decreasing while the energy loss stays more or less the same. It is important to note that while this reduction in the average transformer ratio is accompanied by variation in the longitudinal beam size inherent in the shot to shot variations of the LINAC, this effect is not important to calculations of $\langle R \rangle$. As will be seen later in the simulation portion of this paper, the injected electrons accumulate at a certain phase in the wake, where the accelerating field becomes significantly suppressed. The accelerating gradient experienced by electrons behind that phase in the wake will be suppressed due to beam loading and therefore those electrons do not contribute to the 2% of the charge that is used to determine the energy gain.

The effect of beam loading can also be observed when the longitudinal profile is carefully
Figure 2.7: (a) Measured energy spectra for the same shots as displayed in Fig. 2.5. The white line shows $\Delta W^-$ and $\Delta W^+$, where each point represents moving average of 5 shots. (b) The measured average transformer ratio $\langle R \rangle = \Delta W^+ / \Delta W^-$ as a function of $\Delta Q$ controlled as well. For instance, taking the same profiles used to make Fig. 2.5, it is possible to observe increased beam loading and suppression of transformer ratio in Fig. 2.7 (figure originally appeared in [69]). In this case, the energy loss increased due to the increased interaction length as lower numbered foils are inserted in the beam path as discussed earlier. As the energy loss is increased, the energy-gain increases as well, but it does so at a slower rate because the $\Delta Q$ (accumulated up to 1 nC) heavily beam loads the wake. In other words, increasing excess charge ($\Delta Q$) leads to a reduction of the transformer ratio.

2.8 Simulations

2D cylindrical symmetric OSIRIS PIC code [21] was used to simulate the interaction of an electron beam with a rubidium plasma. The simulation confirms the physical picture of beam loading by distributed injection described above. The results show that both argon atoms and rubidium ions are ionized inside the wake as a result of reduction of the beam radius in
a betatron cycle, and as a result both contribute to $\Delta Q$. Additionally, the simulations show that $\Delta Q$ causes significant beam loading.

The plasma density is modeled as a trapezoid with a 20 cm plateau region at a density of $2.7 \times 10^{17} \text{ cm}^{-3}$ and 10 cm ramps on either side that reduce the density to zero. The simulation box has $480 \times 400$ square cells of $0.05k_p^{-1}$ wide, where $k_p^{-1}$ is the plasma skin depth. A speed-of-light moving window is used in the direction of beam’s propagation. Ionization model used in the simulation was the ADK formalism (Eq. 2.15) and ionization of Rb, Rb$^+$, Ar, and Ar$^+$ were included, with 8 particles per cell allocated to Ar and Ar$^+$ while 4 particles per cell was allocated to Rb and 16 allocated to Rb$^+$ ions. Rb and Rb$^+$ ions are treated as separate species, so that the ionization injection and self-injection events can be separated. The electron beam is allocated 4 particles per cell and contains $1.8 \times 10^{10}$ electrons with $\sigma_z = 35 \mu\text{m}$, $\epsilon_n = 250 \text{ mm-mrad}$ and is focused to a waist of $\sigma_r = 35 \mu\text{m}$.

A snapshot of the simulation, shown in Fig. 2.8, illustrates secondary ionization and injection of Rb II electrons. In this snapshot, the electron beam has already propagated 7 cm into the plasma (i.e. still within the ramp), its transverse radius has already been reduced from the original value of 35 $\mu\text{m}$, and its envelope is executing betatron oscillations. Several important characteristics of the experiment can be observed from this figure.

First, it can be observed that various longitudinal slices of the beam perform envelope oscillations at different phases with respect to each other. The slices where the envelope radius is at its lowest value (the valley in Fig. 2.3(c)) produce an increased beam electron density (darker red), while those slices with the highest radius (peak of their oscillation) produce lower density (lighter red). The reason for the phase variation in the longitudinal slices is the blowout distance, which is given by $\frac{2}{k_p}\sqrt{n_p n_b} \sim 2c/\omega_p$ [46]. The electron density continuously decreases down to zero (blowout) over this distance, which means the various longitudinal slices over this distance see different plasma density. Additionally, the longitudinal field structure results in different energies for the various longitudinal slices. Since the transverse dynamics of the beam [37] and particularly the betatron wavelength (Eq. 2.18) depend on density and energy, different slices of the beam will come to perform
Figure 2.8: A density plot of a snapshot in the simulation. All densities are normalized to $2.7 \times 10^{17} \text{ cm}^{-3}$. Rb II electrons in the area to the left of the red dashed line are made transparent, so that the deflection of the sheath due to the beam loading of excess charge is visible. Since the simulation is cylindrically symmetric, only $r > 0$ is shown in this image. Rb I electrons form the wake and are shown in grayscale while Rb II electrons, shown in green, are tracked separately from Rb I electrons. The color plots are restricted for better visibility of lower density features.
their betatron oscillations at different phases with respect to each other.

Second, Rb II electrons (shown in green color scale) are generated inside the wake at a transverse distance approximately equal to the radius of a beam slice at the pinch point of its oscillation cycle. Rb II electrons ionized earlier in the simulation can be observed moving within the wake (thin green line). Since different slices reach their minimum size at different times, and hence different distances along the interaction length, Rb II injection takes place continuously along the length of the interaction rather than in a periodic manner, which would have been expected if all slices performed their betatron oscillations in phase.

Third, the trajectory of the newly ionized Rb II electrons can be easily inferred from Fig. 2.8. These electrons move to the back of the wake and start accumulating there. The on-axis density of these electrons, which occupy a very small space, reaches as high as \(8.1 \times 10^{19} \text{ cm}^{-3}\), 300 times greater than the initial neutral density, which in turn leads to a tremendous transverse space charge field, peaking at over 460 GeV/m. This radial electric field ionized a vertical sheet of Rb II electrons (green), which are then immediately pushed out even through the sheath of the blowout region (grey) that is composed of Rb I electrons. Note that in this simulation, only the first two ionization levels of Rb atoms were included. However, had the higher ionization levels of Rb been included in the simulation, some would likely be ionized as well and likely reduce the value of this field.

Although argon electrons (not shown in Fig. 2.8) are generated in the same way, their effect is localized only to the ramps and therefore, the number of argon electrons trapped is lower than Rb II electrons. In this simulation, the maximum number of trapped argon charge, measured as charge with \(\gamma_b > 200\) was 100 pC, reached at 10 cm– or at the top of the ramp. From that point, the number of argon electrons slowly decreased, such that by 15 cm, only 30 pC of these argon electrons remained within the wake. In comparison, Rb II electrons with \(\gamma_b > 200\) monotonically increased to 350 pC at 15 cm. In other words, after the ramp, Rb electrons kept being trapped while Ar electrons left the simulation box.

Finally, the beam loading of the wakefield by the injected charge can be observed in Fig. 2.8 in the form of the sheath crossing point being pushed back in the frame of the
beam. This is expected because the longitudinal field of the wake is related to the slope of the sheath [6, 20], and as the injected electrons beam-load the wake, they absorb the electric field of the wake and reduce it. Thus, this beam loading results in a modification of the slope of the sheath, and the significantly reduced slope at the site of the injected electrons can be interpreted as a clear indication of significant beam loading.

The beam loading of the injected charge can be quantified by investigating the longitudinal accelerating field as illustrated in Fig. 2.9. Two simulation times are shown in this figure, one where beam has propagated 12 cm, which is 1 cm after the beam has entered the plateau, and the second, where the beam has traveled 30 cm, 1 cm before the beam enters the down-ramp. To emphasize the effect of beam loading, another simulation was performed, which is identical to the first, except that the secondary ionizations are turned off; in other words, the only ionization state allowed is the ionization of Rb I. The on-axis electric field in the simulation with and without secondary ionization are shown in blue and red, respectively.

Comparing the two simulations at 12 cm, it can be observed that the accumulated Ar and Rb II electrons have already reduced the peak electric field from about 82 GV/m in the unloaded case to about 46 GeV; a drop of nearly a factor of two. At this point, with peak decelerating field being 32 GV/m, the transformer ratio at this point is reduced from $\sim 2.7$ in the unloaded case to 1.6 in the beam loaded case.

Between 12 cm and 30 cm, the beam loading region widens as more charge is added. It can be observed that after 30 cm of propagation, the accelerating field is reduced almost to zero, where it would have been at its maximum in the unloaded (red lineout) case. As a result of this beam loading, the sheath crossing is pushed backwards resulting in the spike of the accelerating field to be moved from the original $\xi = 58 \mu m$ to $\xi = 45 \mu m$ (Fig. 2.9(b)). It is also noteworthy that the decelerating part of the wakes are nearly identical with and without secondary ionizations as expected because of causality.

Additionally, there is no excess charge observed in the simulation without secondary ionization. This can be explained by inspecting the values of $\Psi$, which are shown for the
Figure 2.9: Comparison of simulations with and without Ar and secondary Rb ionization. (a) On axis electric field for the two simulations with the beam having propagated 12 cm in the plasma in each simulation. The red curve represents the value of the field where only ionization of Rb I is present. For the blue curve both ionization levels of Ar and Rb are included. (b) Same parameters plotted as (a), except that the frame represents a time at 30 cm of beam propagation. (c) The energy space of the beam at the end of the simulation for the beam loaded case. Peak energy loss of 8 GeV and energy gain of 12 are clearly observed. (d) is the same for the simulation without beam loading – i.e. secondary ionization injection.
same condition as Fig. 2.9(a) in Fig. 2.10. In Fig. 2.10(a) the $\Psi$ function is shown as a color map and the outline of the wake’s sheath is overlaid on the color map as black line. The location of the sheath is important because the focusing force of the ion column exists only in the region bounded by it. In particular, it is important for the trapping condition to be satisfied before the high density spike at the back of the wake, which is $\sim 70 \mu \text{m}$ on axis (see Fig. 2.10(b)). This is because The high density spike at the back of the wake has a very high transverse field, and if the electrons are trapped before they reach this spike, they would get ejected transversely out of the wake region at this location.

As discussed in the Section 2.3, an electron that will have $\Delta \Psi < -1$ can get trapped in the wake. Since the value of the $\Psi_f$ at the back of the wake (just ahead of the density spike) is $\sim -0.3$ (see Fig. 2.10b), the electrons born outside the wake will have a maximum $\Delta \Psi$ of -0.3. This value of $\Delta \Psi$ is too low to allow for trapping and therefore background plasma electrons are not trapped by the wake. The electrons born inside the wake on the other hand, can have a $\Psi_i$ of up to 1.9 depending on where they are born. Because $\Psi_f \sim -0.3$, those electrons with $\Psi_i > 0.7$ will be able to satisfy the trapping condition $\Delta \Psi < -1$. This region of $\Psi_i > 0.7$ is indicated in Fig. 2.10(b). Therefore, the Rb I electrons that are ionized early by the beam do not get trapped in the simulation, and the excess charge is present only due to the ionization injection of electrons from Ar and Rb$^1+$ ions.

The final energy space of the beam in loaded and unloaded simulations (Fig. 2.9(c) and 2.9(d)) shows how the energy gain and loss are affected by beam loading. This figure is important because energy gain ($\Delta W^+$) and energy loss ($\Delta W^-$) have observable counterparts in the experiment. In the simulation without beam loading (Fig. 2.9(d)), the average transformer ratio $\langle R \rangle = \Delta W^+/\Delta W^- = 17.5/8 = 2.2$, whereas in the beam loaded case, $\langle R \rangle = 12/8 = 1.5$. In the experiment, the $\langle R \rangle$ varies from 1.5 to 0.75 depending on the excess charge (see Fig. 2.6 and Fig. 2.7). The smaller $\langle R \rangle$ is to be expected because in the experiment, the tail electrons in the drive bunch apparently do not sample the maximum electric field of the wake.

We note that although nearly 0.8 nC of RbII electrons were injected in the simulation,
Figure 2.10: (a) $\bar{\Psi}$ for the simulation frame shown in Fig. 2.9(a) for the case where no secondary ionization is present. Black curve shows the outline of radial location, where Rb I electron density corresponds to 50% neutral density, i.e. the bubble sheath for $\xi < 160 \mu m$. The spike in the region $165 < \xi < 170 \mu m$ indicate the region over which the neutral Rb is ionized. (b) The outline of on-axis plasma density (blue) and $\bar{\Psi}$ (shown in orange) corresponding to the $r = 0$ line in (a). On axis density reaches 1 (indicating full ionization on axis) at $\xi = 165 \mu m$. In the region $73.0 \mu m < \xi < 144.8 \mu m$, $\bar{\Psi} > 0.7$. Electrons born in this region that reach the back of the wake where $\bar{\Psi} \sim -0.3$ satisfy the trapping condition $\Delta \bar{\Psi} < -1$. 
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i.e. with $\gamma_b > 200$, not all these electrons are necessarily being accelerated at the location of the initial accelerating spike and thus do not contribute to beam loading at that location. Of the total $\Delta Q$ of up to 1 nC, only about 300 pC of Rb II electrons are injected and accelerated at the site of the initial spike and the rest of the secondary injection occurred at the second spike, which was generated due to the elongation of the back of the wake. Only the former contribute to the beam loading and the reduction of $R$. This latter amount is consistent with the estimate of the charge that would reduce the accelerating field by half from the “Beam Loading and Transformer Ratio” section. It is further interesting to note that the excess Rb II charge gained over 10 GeV in energy (peak energy of about 10.7 GeV was observed in this simulation) and in principle could be observed in the experiment.

2.9 Conclusions

In summary, an electron beam produced Rb plasma was investigated as a source for plasma wakefield acceleration. This source was explored for mitigating the problems of head erosion and ion motion. However, if the experiment is operated in the blowout regime at a high plasma density such that the drive beam can strongly pinch down and ionize the Rb further, Rb II electrons can be injected into the wake and act as dark current. Beam loading by accumulation of the Rb II electrons can severely reduce the accelerating field and thereby reduce the average transformer ratio in such a plasma. The PIC simulations have confirmed the physical picture emerging from the experimental results. Simulation values for the transformer ratio, and the excess charge are consistent with that seen in the experiment.
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CHAPTER 3

Generation of Low Emittance Electron Beams

3.1 Introduction

The work described in this thesis was part of a larger effort to show that a single stage plasma wakefield accelerator can not only provide a high accelerating gradient, but also that the energy stored in the plasma wakefield structure can be extracted with a high efficiency. The next major challenge for a plasma wakefield accelerator is to demonstrate the possibility of accelerating low emittance electron beams. This is important, because both collider and light source applications require extremely low emittance electron beams.

Generating low emittance beams from a plasma wakefield accelerator is an active area of research. Recently, several simulation papers have reported on the possibility of obtaining low-emittance electron beams using ionization injection [14, 70, 12]. The process of ionization injection was fully described in Section 2.3. The sources in the literature have discussed using ionization injection within the wake via the combined action of the electric field of the driver and the wake [41, 48, 71, 42] or by using the electric field of additional sources such as one or more trigger laser pulses [14, 70, 12].

In this attempt to characterize the electron generated via ionization injection, we have performed experiments to investigate the characteristics of injected electron beams that can be generated without using an external trigger such as a laser pulse. In particular, we explored the use of a relatively high emittance drive bunch to produce a wake that can accelerate a lower emittance bunch to energies comparable to the drive bunch energy. In this chapter, we report our initial findings where we employ the ionization-injection technique to inject the electrons in the wake, which are accelerated at high gradients. This self-generated,
secondary bunch contains tens of pC of charge and energies up to 30 GeV. Furthermore, emittance measurements of the injected beam imply an emittance value that is many times smaller than the initial emittance of the drive beam.

We therefore investigated the possibility of using the plasma wakefield acceleration (PWFA) scheme to produce such low emittance beams. In particular, we will show that the injected beam can be identified using an electron energy spectrometer and that the energy spectra can be used to determine the charge, energy spread, and emittance of these beams. Additionally, we establish the scaling of the energy gain with length from 10 GeV to over 30 GeV by using a 30 cm and a 130 cm-long plasma source. The injected beams achieve energies that are up to 50% greater than the initial drive electron beam while maintaining a normalized emittance 30 mm·mrad, which is less than one tenth of the initial drive beam’s emittance.

### 3.2 Experimental Setup

The experiments described here were performed at the FACET facility at the SLAC National Accelerator Laboratory using the single compressed bunch configuration similar to Chapter 2. The FACET drive beam had $2 \times 10^{10}$ electrons (3.2 nC) with 1.4% rms energy spread.

Both self-ionized and pre-ionized plasma generation were used during the experiment. The plasma source was a lithium vapor, which is described in Appendix A. The ionization occurred either via the transverse electric field of the beam itself or by an auxiliary laser pulse. The resulting lithium vapor was contained by helium gas, which is in pressure balance with the lithium vapor as expected at thermodynamic equilibrium. The presence of helium as the buffer gas led to the creation of lithium density ramps. Where the density and pressure of lithium vapor falls, residual helium atoms maintain the pressure balance. The resulting number density of the neutral lithium and helium atoms is shown as an inset in Fig. 3.1. Two different configurations were used in this experiment: one was a 30 cm long column of $2.5 \times 10^{17}$ cm$^{-3}$ lithium vapor density and the other was a 130 cm column of $8 \times 10^{16}$ cm$^{-3}$ lithium vapor density. The primary diagnostic used to observe the injected helium charge...
was an imaging electron energy spectrometer [72], as illustrated in Fig. 3.1. Toroidal charge monitors were used to observe excess charge generated during the plasma interaction [69], which is calculated as the difference between the upstream and downstream toroids.

### 3.3 Observation of Injected Electrons

The first evidence for the injected charge comes from the difference in charge registered by the downstream and upstream toroids. This excess charge was first seen by E. Oz et al. [41] and subsequently analyzed by N. Kirby et al. [42] and N. Vafaei-Najafabadi et al. [69]. Although much of this charge comprises sub 100 MeV electrons from trapping occurring in the exit downramp, tens of pC charge with multi GeV energies was previously observed [42]. It was soon realized through theoretical analysis and computer simulations, that far from being a source of dark current that would drain the energy stored in the wake, the ionization-injected charge could be a source of very low emittance electron beams. In this work we report our progress towards generating such beams.

In these experiments as in the previous work, when the plasma was formed via beam ionization (without the presence of an ionizing laser), the electron spectra resulting from the interaction of the drive beam and the 30 cm plasma showed two distinct groups of electrons (see Fig. 3.2 for several examples). The first group of electrons, which belonged to the drive beam, can be observed on the spectra with energies spanning from 10 GeV to over 20 GeV. The second group, typically narrower than the first, is comprised of electrons between 6-10 GeV, which is completely disconnected from the first group in frames (a)-(c). This disconnect strongly suggests that the two groups had different origins and that the second group was produced in the course of the interaction of the drive beam with the plasma, meaning that this is the accelerated injected charge. The charge contained in the injected beamlets was between 10-20 pC. This charge estimate is based on the pixel counts on the spectrum, which is calibrated against the number of electrons in the drive beam in the case of no plasma interaction. The estimates for the beamlet charges are made for the cases where the charge of the injected electrons is clearly separate from those of the drive beam electrons.
Figure 3.1: Experimental setup. Toroidal charge monitors upstream and downstream of the plasma monitor the input and output charge. The inset shows the neutral density profile of lithium and helium in a nominally 30 cm long oven. The spectrometer is formed by the dispersive element (D) and a pair of quadrupoles (Q1, and Q2) used to focus particular energies. Cherenkov radiation is produced by the dispersed electrons in the 5 cm air space between two Si wafers marked (1) and (2) and is recorded by the camera C. An example of the drive beam spectrum before plasma interaction is shown as an inset. The electrons are dumped into the beam stop. An axicon optic was used to preionize the plasma (see Section 3.5).
peak energy of the injected charge ranged from 6-10 GeV, which implies a peak acceleration gradient of over 30 GV/m. The energy spread of the injected charge was several GeV, with the lowest observed value being 1.2 GeV FWHM for the case in Fig. 3.2(b), or about 20%. The divergence angle of the narrow injected beamlets was deduced by comparing the width of two features in the non-dispersive (horizontal) plane at energies different from the energy focused by the spectrometer. For data in Fig. 3.2, quadrupoles of the imaging spectrometer were set such that the electrons at 6.35 GeV were imaged. As both injected charge and the beam electrons can be observed at energies near 9 GeV in Fig. 3.2(d), this image is particularly well suited for comparing the divergence of the two beams. The rms width of a slice of the injected charge at 8.4 GeV is 0.6 mm as compared to 2.8 mm for a slice of the drive beam at 9.4 GeV. The expected location of an electron can be calculated using transport matrix elements,

$$\begin{pmatrix} x_1 \\ x'_1 \end{pmatrix} = \begin{pmatrix} R_{11} & R_{12} \\ R_{21} & R_{22} \end{pmatrix} \begin{pmatrix} x_0 \\ x'_0 \end{pmatrix}$$

(3.1)

where $x_1$ and $x'_1$ are the transverse location and angle at the Cherenkov screen, $x_0$ and $x'_0$ are the transverse location and angle at the exit of the plasma, and $R_{mn}$ are the elements of the transport matrix, which are determined by our spectrometer configuration.

In our system, $|R_{11}| < 2.5$, and $R_{12} = 10.9$ and $13.1$ for the 8.4 GeV (corresponding to injected-beam slice) and 9.4 GeV (corresponding to drive beam slice), respectively. Since the maximum value of $x_0$ is the radius of the blowout regime ($R_b \sim 26\mu m$ as will be shown in Table 3.1), the value of $R_{11}x_0 \sim 70\mu m$ and therefore is negligible compared to the size of the above slices. This means that the difference in the size of the two beam slices is primarily due to divergence. Using the values of the beam rms and $R_{12}$, it is observed that the divergence of the drive beam is 3.8 times higher than the injected charge. For lineouts at other energies, this value remains between three and four. In the case of similar sizes for the drive beam and the injected beam at the exit of the plasma therefore, it can be concluded that the emittance of the injected charge is at least three to four times smaller than that of the drive beam. A more direct calculation of emittance using a high-resolution fluorescent screen is described in Section 3.6. Fig. 3.2(d) also shows the difficulty of estimating the charge and
Figure 3.2: Energy spectra resulting from the interaction of the drive beam and the 30 cm plasma. The spectra are from nominally identical conditions with the variation occurring because of shot- to-shot jitter in the linac. The solid black line indicates the initial drive beam energy at 20.35 GeV. The energy spread on the drive beam was 1.4% rms (see inset in Fig. 3.1 for example spectrum). Electrons with energy of 6.35 GeV are focused by the spectrometer’s quadrupole magnets, and marked by thin dashed black line. The injected charge in (a) is identified with an ellipse and the peak energy loss is indicated by a thick dashed black arrow. (b) The energy distribution of injected charge peaks at 5.8 GeV and has an energy spread of 1.2 GeV FWHM (20%). (d) Energy gain can reach over 10 GeV, in which case the maximum energy of the injected charge is difficult to discern as it merges into and overlaps with the energy loss feature of the drive beam. The tilt angle observed in the injected beam is due to slight misalignment in the trajectory of of the beam with respect to the center of quadrupoles (Q1 and Q2 in Fig. 3.1).
energy spread in the cases where beamlets obtain higher energies. When the trapped beam and the drive beam electron signatures merge on the spectrometer, the charge and energy spread are difficult to estimate. It can be reasonably assumed that when the drive beam electrons experience a higher energy loss, there is a higher amount of charge that can be trapped because the larger fields accommodate more electrons before they are beam-loaded [20]. Therefore, the 10-20 pC represents a lower estimate of the injected charge.

### 3.4 Helium as Source of Injected Charge (Simulation)

The ionization of the first helium electron is identified as the source of the injected beamlet in a 2D cylindrically symmetric, particle-in-cell (PIC) OSIRIS simulation of the experiment [21]. An electron beam with \(1.8 \times 10^{10}\) electrons is initialized with a bi-Gaussian profile and \(\sigma_r = \sigma_z = 30 \mu m\). The moving window has a grid of 720x400 square cells, with the size of the cells being \(0.05 k_p^{-1}\), and all parameters normalized to \(n_0 = 2.5 \times 10^{17} \text{ cm}^{-3}\). The ionization of the first electrons of helium and lithium are included in the code using the ADK tunnel ionization model, and each species has 16 particles per cells. The other ionization levels are ignored as the fields in the blowout region are not strong enough to ionize them. Ionization fraction \((n_e/n_0)\) is calculated by [66] using

\[
W(s^{-1}) \approx 1.52 \times 10^{15} \frac{4^{n^*} \xi(eV)}{n^* \Gamma(2n^*)} \left( \frac{20.5 \xi^{3/2}(eV)}{E(GV/m)} \right)^{(2n^* - 1)} \exp \left( -6.38 \frac{\xi^{3/2}(eV)}{E(GV/m)} \right), \tag{3.2}
\]

\[
\frac{n_e}{n_0} = 1 - \exp \left( - \int W \, dt \right). \tag{3.3}
\]

Here, \(E\) is the electric field in GV/m, \(\xi\) is the ionization potential in eV, \(\Gamma\) is the mathematical gamma function, \(n^*\) is the effective principal quantum number and is equal to \(n^* \approx 3.69Z/\xi^{1/2}\) (eV), where \(Z=1\) is the charge state of the ion. The density profiles of lithium and helium used in the simulation are similar to those shown in Fig. 3.1. The lithium density is modeled as a trapezoid with 10.4 cm long density ramps on either side of a 31.2 cm density plateau at \(n_0 = 2.5 \times 10^{17} \text{ cm}^{-3}\), and helium density is modeled as an inverted trapezoid, such that its density ramps down to zero at a point where the lithium
Ionization of helium on the lithium density ramp occurs primarily due to the transverse electric field of the electron drive beam. The transverse spot size of the mismatched electron beam oscillates as the electron beam undergoes betatron oscillation [37, 67]. Once the transverse size of the beam gets sufficiently small, it will lead to ionization of helium. The threshold transverse size that leads to appreciable ionization of helium can be calculated using the ADK tunneling model (Eq. 3.2). The calculations show that a Gaussian electric field profile with $\sigma_z = 30 \mu m$ will need a peak field of 62.5 GV/m to ionize 10% of helium atoms. Given the equation of the transverse field of an electron beam,

$$E_{r}^{\text{max}} = 17.3[N/10^{10}](10\mu m/\sigma_r)(30\mu m/\sigma_z),$$

where $N = 1.5 \times 10^{10}$ is the observed number of electrons participating in producing the wake in the simulation, the 10% ionization of helium requires $\sigma_{r}^{th} = 4.1 \mu m$. During the propagation of the electron beam in the density ramp, the transverse size of various beam slices decreases to below this value, leading to ionization of helium. In Fig. 3.3(a) for instance, generation of helium electrons is clearly observed near the slice with $\sigma_r \sim 2 \mu m$, generating over 100 GV/m of electric field, which easily ionizes helium. Although many of these electrons are left behind by the wake, some of these electrons are “trapped” and form a stable beamlet that is accelerated by the wake. This beamlet of electrons is shown to persist after 31.2 cm of propagation in Fig. 3.3(b), with 20.8 cm of propagation occurring in the plateau region. The energy spectra of this beam after 31.2 cm propagation is shown in Fig. 3.3(c), and it has several features that corroborate those of the beamlets observed in the experiment such as a wide energy spread and a peak energy of nearly 10 GeV. It is also interesting to note that a small number of electrons in the simulation gain as much as 20 GeV of energy. The on-axis electric field and density of the trapped charge are shown in Fig. 3.3(d). The field can be observed to be heavily beam loaded, with the peak loaded gradient of the wake around a normalized value of -1 or 36 GV/m, which is half the value of the useful accelerating field, defined by linearly extending the field to the back of the wake (dashed black lines in Fig. 3.3(d)).
Figure 3.3: OSIRIS simulation results. (a) shows an r-z slice of the cylindrically symmetric simulation, where the e-beam has propagated 5.2 cm (halfway up the ramp). The color table for the drive beam electrons is shown below the figure. Lithium and helium electron densities are shown in blue and green, respectively. The process of helium electron injection can be observed. (b) r-z slice of simulation after the e-beam propagates 31.2 cm (20.8 cm in the plateau region). Color map for the beam electrons is displayed below the image. Lithium and helium electrons are shown with same color maps as (a). The helium electrons at the back of the wake are encircled with a dashed black circle. (c) Energy spread of the helium electrons after the e-beam propagates 31.2 cm. (d) The on-axis longitudinal electric field (red) normalized to 36 GV/m and the on-axis density of the helium beam (blue) normalized to $6 \times 10^{19}$ cm$^{-3}$. The dashed black line indicates the useful accelerating field without beam loading.
3.5 Helium as Source of Injected Charge (Experiment)

As explained in the Section 2.3, the trapping condition for an electron in PWFA is expressed as $\Psi_f - \Psi_i < -1$ [41, 48], where $\Psi$ is the normalized pseudo potential, and $\Psi_i$ refers to the value of the pseudo potential where the electron is born and $\Psi_f$ is the final value of this potential as an electron slips back in the wake.

If $\Psi_f - \Psi_i < -1$ for these electrons, then they have achieved the wake’s velocity and therefore are trapped and this tends to occur near the back of the region of blowout. For a wake in the blowout regime, electrons which are born via laser preionization of both lithium atoms and the buffer helium atoms will have a $\Psi_i = 0$ resulting in $\Psi_f - \Psi_i > -1$ [48] leading to no trapped electrons. For the case of no laser preionization (most of the results in this paper), the lithium atoms are easily ionized by the electron beam itself and are thus necessarily born near the head of the bunch, just prior to their radial blowout. As in the laser trigger case, since they are born before the wake formation, their $\Psi_j$ will also be near zero. However, as the beam within the lithium ion column of the wake executes betatron oscillations, its radial field at a local minimum of its spot size can be sufficient to ionize the (formally neutral) helium atoms within the wake, thus reducing $\Psi_j$. If the field of the wake is sufficiently high, these helium electrons will become trapped towards the rear of the wake.

Therefore, the origin of the low divergence electron feature seen in Fig. 3.2 as being ionization injection of helium electrons can be experimentally tested using an intense laser pulse to preionize the helium atoms in the density up-ramp of the lithium source before the electron bunch arrives to produce the wake. A 500 mJ, 100 fs laser pulse from the nominally 10 TW FACET Ti:Sapphire laser was focused using an axicon optic with an angle of $\alpha = 1.5$ degrees. The axicon was located 95 cm upstream of the start of the lithium density plateau. The laser intensity distribution after the axicon for a flat-top laser can be calculated as [73]

$$I(r, z) = I_0(2\pi)^2 \frac{z\delta \sin(\delta)}{\lambda \cos^2(\delta)} J_0^2(k \delta r),$$

where $k = 2\pi/\lambda$, with $\lambda$ the laser wavelength, and $\delta$ is the angle of approach as calculated from $\sin(\delta + \alpha) = n \sin(\alpha)$, where $n$ is the index of refraction for the axicon. The axicons used
at FACET are made from fused silica, where $n = 1.45$. The laser pulse has an approximately flat-top profile with a width of 40 mm at the location of the axicon, leading to intensity of $I_0 = 4.0 \times 10^{11} \text{ Wcm}^{-2}$ on the axicon. According to Eq. 3.4, a flattop laser profile produces a linearly increasing intensity on axis downstream of the axicon as shown in Fig. 3.4(a). Also shown in this figure are the density profiles of the helium and the lithium. Using this intensity distribution and modeling the ionization of helium using the ADK tunnel ionization rate [66], we can calculate the ionization map for the helium atoms in the interaction region using Eq. 3.2. The resulting ionization map (Fig. 3.4(b)) shows that the helium electrons are fully ionized at the location of the helium density ramp. If the helium atoms are ionized before the arrival of the electron beam, they are blown away by the head of the electron beam just like the lithium electrons and therefore no injection into the wake can happen. We would therefore expect the additional beamlets seen in Fig. 3.2 to disappear. Indeed, when laser pulses were sent ahead of the electron beam in this experiment, the trapped charge disappeared in almost every case. An example of such side-by-side comparison using the short plasma can be observed in Fig. 3.5(a) and Fig. 3.5(b), where the difference in the two shots is the presence of the laser. Similarly, the low-divergence, high-energy signal seen with the longer length plasma (see Section 3.6) disappears when the laser pulse is sent ahead of the electron beam as seen in Fig. 3.5(c) and Fig. 3.5(d). In the case of the long plasma, a 0.75-degree axicon was used 120 cm upstream of the lithium plateau with the other laser parameters unchanged. Although similar calculations as presented in Fig. 3.4(b) indicate possible 50% ionization of the helium, the presence of the laser nevertheless removed the injected beam. Furthermore, when the laser energy was reduced to $1/4$ its nominal full energy, the injected charge reappeared. In other words, as long as the laser energy was above the threshold of ionization of lithium, but not helium, the injected charge features appeared in the experiment strongly indicating that the injected charge comes from the ionization of the helium atoms by the combined action of the beam and the wakefields within the fully formed wake.
Figure 3.4: Calculation of the region in space where the laser is intense enough to ionize helium atoms. (a) Blue solid line is the intensity profile of a 500 mJ, 100 fs laser pulse with a 40 mm wide flat top profile incident upon a 1.5 degrees axicon. The neutral density profiles of lithium and helium are overlaid on the intensity profile as dashed red and purple lines, respectively. (b) Ionization fraction contour \((n_e/n_0)\) of helium subject to laser intensity in (a) calculated from the integrated ionization rate (Eq. 3.2) over 100 fs.
Figure 3.5: Spectra resulting from the interaction of the electron beam with (a) the 30 cm lithium vapor without preionization laser. (b) 30 cm lithium vapor with laser pulse preionizing the plasma. (c) 130 cm lithium vapor without preionization laser. (d) 130 cm lithium vapor with laser pulse preionizing the plasma. The energy focused by the quadrupoles of the spectrometer is marked with a dashed black line. The color table for (a) and (b) is defined by the top color bar and the one for (c) and (d) is defined by the bottom color bar. Injected charge is marked with solid black ellipses.
### 3.6 Plasma Length Scaling

The injected beamlets were also observed when a second, longer plasma source was used. The plasma density was reduced from $2.5 \times 10^{17} \text{ cm}^{-3}$ in the case of short plasma to $8 \times 10^{16} \text{ cm}^{-3}$ in the case of the long plasma to increase the plasma wavelength and thus reduce the number of accelerated drive beam electrons. This was done to enhance the visibility of the injected charge on the spectrometer. Because of the high energy of the drive beam ($\gamma \sim 40,000$), each longitudinal slice of the electron beam maintains its relative distance with respect to the other slices during the interaction and does not dephase with respect to the wake. Therefore, with increasing plasma length, we expect an increase in the energy of the injected charge for as long as the beam can drive the wake. The expected scaling of the electron energy can be estimated using the equations for the accelerating fields in the blowout regime [6]. The peak accelerating field is given by $eE_{\text{max}}/(mc\omega_p) = -\frac{1}{2}k_p R_b$, where $R_b$ is the maximum blowout radius and $k_p = \omega_p/c$ is the inverse skin depth of the plasma.

In the case of a bi-Gaussian beam, where $k_p\sigma_z \approx 1$ and $k_p\sigma_r \ll 1$, $k_p R_b \approx 2\sqrt{\Lambda}$, where $\Lambda$ is charge per unit length and can be expressed as $\Lambda = n_b/n_0(k_p\sigma_r)^2$, where $n_b$ is the beam density. Thus in the blowout regime, we can make a rough estimate for the expected energy from the short and the long plasma source as shown in Table 3.1.

In the case of the short plasma, the peak energy gain ($\Delta W_{\text{max}}^{\text{exp}}$) of the helium electrons was observed to be in the 8-10 GeV range. One possible explanation why the observed gain was less than the calculated value of 18 GeV from nonlinear wakefield theory is that the beam loading reduced the wake strength. This effect was observed in the simulation, where the $E_{\text{sim}}^{\text{max}}$ was seen to reduce by 50% due to beam loading to about 36 GV/m (Fig. 3.3(d)). This resulted in an energy gain of 9.7 GeV after 31.2 cm propagation in the plasma, which is similar to observed energy range in the experiment. The peak energy gain and the peak field amplitude are related by the length of the plasma: $\Delta W_{\text{max}} = E_{\text{max}} L$

For the long plasma, the theoretical peak unloaded energy gain is 43 GeV (Table 3.1). Assuming a similar level of beam loading for the plasma wakefield in the long oven as in the case of short oven, the expected value for the energy gain in the long oven is in the
<table>
<thead>
<tr>
<th></th>
<th>Long Plasma</th>
<th>Short Plasma</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_0 (\text{cm}^{-3})$</td>
<td>$8 \times 10^{16}$</td>
<td>$2.5 \times 10^{17}$</td>
</tr>
<tr>
<td>$n_b (\text{cm}^{-3})$</td>
<td>$4.7 \times 10^{16}$</td>
<td>$4.7 \times 10^{17}$</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>1.49</td>
<td>1.49</td>
</tr>
<tr>
<td>$K_p R_b$</td>
<td>2.44</td>
<td>2.44</td>
</tr>
<tr>
<td>$R_b (\mu m)$</td>
<td>46</td>
<td>26</td>
</tr>
<tr>
<td>$E_{\text{max}}^{\text{th}} (\text{GV/m})$</td>
<td>33.3</td>
<td>55.8</td>
</tr>
<tr>
<td>$L (\text{m})$</td>
<td>1.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$\Delta W_{\text{max}}^{\text{th}} (\text{GeV/m})$</td>
<td>43</td>
<td>18</td>
</tr>
<tr>
<td>$\Delta W_{\text{max}}^{\text{exp}} (\text{GeV/m})$</td>
<td>33</td>
<td>10</td>
</tr>
<tr>
<td>$E_{\text{max}}^{\text{exp}} (\text{GV/m})$</td>
<td>25.4</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 3.1: The interaction parameters as predicted by the 3D nonlinear theory and as measured in the experiments for the short and the long oven. $L$ is the length of the oven as measured using the FWHM of the density profile. All other symbols are defined in the text. The superscript ‘th’ and ‘exp’ designate values obtained from theory and experiment, respectively. The $E_{\text{max}}^{\text{exp}}$ for the short plasma is comparable to $E_{\text{max}}^{\text{sim}} \approx 36 \text{ GV/m}$, the beam loaded peak electric field from the simulation (Section 4). Note that the experimental and simulation values denote those of a beam-loaded wake, whereas the theoretical values are for a wake that is not beam loaded.
range of 19-24 GeV. The results observed from the long plasma corroborate this estimation of energy gain as seen in Fig. 3.5(c) and Fig. 3.6. In some instances, such as Fig. 3.6(a), a disconnect can be observed between the electrons from the main beam and the trapped injected electrons, as was also observed in the short-plasma results. The reason for this is the difference in the relatively larger divergence angle of the drive beam electrons compared with the smaller divergence angle of the injected charge. Consequently, whereas the trapped electrons remain visible well away from the spectrometer’s energy focus, accelerated electrons from the tail of the drive-beam have their maximum visibility only near the spectrometer focus (23.35 GeV) as shown in Fig. 3.6(b) and are progressively defocused above and below this point. Meanwhile, the discrete injected beam (e.g. Fig. 3.6(b)) appears as a long narrow stripe even though it is 7 GeV away from the spectrometer focus. In some of the data, the injected helium bunch is well aligned with the signature of the accelerated particles from the drive beam (Fig. 3.6(c)). It is important to note that comparable narrow divergence features do not appear in the case of the short plasma at energies over 20 GeV, supporting the idea that these narrow-energy-spread beams have a different source than the drive beam.

The emittance of the injected beam can be calculated using spectra recorded on a high resolution LANEX screen (instead of the Cherenkov detector shown in Fig. 3.1). An example of data from this screen is shown in the inset in Fig. 3.7(a).

Two features can be seen in this image. The first is the stripe that is made by the injected helium electrons and marked as (1) in this figure. The second is a feature that appears in the center (marked as (2) in the inset of Fig. 3.7) and is made by the accelerated electrons from the drive beam, which come to focus at the energy where quadrupoles of the spectrometer are imaging (~24.4 GeV), but become invisible quickly because of their large divergence. The feature is wide in X (the horizontal dimension) because, due to the constraints of the imaging quadrupoles, the X and Y foci do not exactly coincide. This second contribution can be observed in Fig. 3.6 as well, where the trajectory of the accelerated drive beam electrons is traced in dashed black line. This contribution can also be distinctly observed in the cases where we turn on the laser and the injected charge disappears (Fig. 3.5(d)). The shape
Figure 3.6: Spectra resulting from the interaction of the drive beam with the 130 cm long, $8 \times 10^{16}$ cm$^{-3}$ plasma. The energy focused by the spectrometer’s quadrupole magnets are marked by the dashed black line. The solid black line represents the initial energy of the drive beam. The injected beam in each frame is marked with a solid black ellipse. The outer edges of the defocused beam electrons are traced with two dashed black curves. (a) Example of a narrow divergence feature disconnected from drive beam; the charge is 25 pC. (b) Highest observed energy of the injected charge with limited energy spread. (c) Example of a low divergence injected beam overlapping with the high-energy-spread accelerated drive beam electrons.
Figure 3.7: Emittance measurement for the injected bunch in the long plasma. (a) Blue circles indicate the values of \( \sigma_x \) at different values of energy for a single spectrum image, which is shown in the inset. The contour of the injected charge is identified by solid black line marked as (1). The dashed black contour identified as (2) belongs to the accelerated electrons of the drive bunch, which are focused by the imaging spectrometer at 24.3 GeV. The top and bottom horizontal black dashed lines in the inset correspond to the highest and lowest energies for which \( \sigma_x \) is calculated. Red dashed line represents the best fit to the data, resulting in emittance value of 36 mm-mrad. (b) Histogram of emittance values (\( \epsilon_{n,x} \)) for a dataset, where 65 data points belonging to the same dataset could be fit and measured.
and the intensity of this central feature, therefore, is dependent on the current profile of the incoming electron beam and it is observed to vary from shot to shot.

On this high-resolution screen, horizontal lineouts at various energies close to the imaging energy of the spectrometer are fitted with a Gaussian curve and the rms value of the Gaussian at each energy is measured, resulting in a $\sigma_x(E)$ curve, such as the one plotted in Fig. 3.7(a). An iterative, parametric fit based on the configuration of the spectrometer is made to the resulting curve of $\sigma_x(E)$. Using this fit, the beam parameters such as normalized emittance and the location of the waist can be calculated such as was done in [74].

A histogram of emittance values for 65 shots belonging to one dataset is displayed in Fig. 3.7(b), showing emittance values as low as 14 mm-mrad with a mean value of 32 mm-mrad. However, because of the low value of the emittance, only a small number of pixels (on the order of ten pixels) contribute to the measurement. Therefore, there is an uncertainty in the value of the emittance as the measured rms values approach the point-spread function of the optical system. This function is not known for this system, but its effect on the measured values of emittance can be examined by assuming various values for the point-spread function. For instance, the measured value of 21 mm-mrad represents a beam with emittance of 19 and 15 mm-mrad if the point spread function has values of 4 and 7 pixels, respectively. In other words, values reported in Fig. 3.7(b) represent upper estimates for the emittance of the injected beam in the experiment. It is clear that the emittance of the injected electrons (measured in the non-dispersive, x plane) is at least a factor of 10 smaller than that of the drive beam ($\epsilon_{n,x} \sim 358$ mm-mrad) when it is injected into the plasma [43]). The difference in emittance between the injected beam and the drive beam shows the potential for the ionization injection to produce a beam that has a higher brightness than the initial drive beam if the energy spread of the injected beam can be reduced while maintaining its high current.

The region of impurity in this experiment was determined by the boundary region between hot lithium and cold helium. This confined the possible region of helium, but it is way too long and resulted in ionization injection over a long length. The scaling section indicates
that the wake is nearly half loaded. To reduce this loading, it is possible to reduced the region of injection even more. Ideally, the most controlled injection occur over the region that matches the length of one betatron cycle, where the amount of charge will then be controlled by the density of the impurity. This is the subject of next chapter, where a series of simulations are performed with various impurity

### 3.7 Conclusions

We have shown the ability of ionization injection to produce electron beams at a peak gradient of over 30 GeV/m and with narrow divergence. The electrons are identified as originating from a different source because they are separated from the main drive bunch on the spectrometer and in addition have 10 times smaller emittance than the drive bunch in the plane of the measurement. The injected beam has a charge ranging in tens of pC and has energy spread of several GeV. In order to reduce the energy spread and emittance of the injected charge, the injection region should be limited such that the injection process occurs over a shorter length. Such confined region of helium impurity can be obtained using a capillary setup to inject helium gas within a much longer column of hydrogen and thereby create a localized gas jet used as a narrow region for injection. This technique may lead to the generation of super bright beams needed for future applications.
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CHAPTER 4

Simulations as a Guide for Experimental Design

4.1 Introduction

The experimental results presented in the previous chapter showed that once ionization injection is restricted to the region of the ramp in a lithium plasma (as opposed to the entire length of the interaction), the resulting electron beam appeared with potentially very small emittance. One remaining issue with the results in the previous chapter is that the energy spread of the resulting beam was 10-20%. The process of ionization injection in our experiment occurs due to an increase in the electric field of the drive beam as it pinches during its betatron oscillations. Thus, this energy spread is attributed to the injection region encompassing multiple betatron oscillations. It therefore stands to reason that if the region of ionization injection is restricted to a single betatron oscillation, the energy spread may be greatly reduced.

In this chapter I will show through 2D cylindrically symmetric OSIRIS simulations that one can produce an injected beam with percent level energy spread by designing the ionization injection region to cover only the length of one betatron cycle. Taken together with the experimentally measured emittance, which was much lower than the drive beam produced by the linac, this chapter shows the potential of the plasma wakefield accelerator to produce an electron beam competitive with those produced by a conventional accelerator.
Table 4.1: Beam and normalizations parameters for all the simulations in this chapter. $n_0 = 2.5 \times 10^{17}$ cm$^{-3}$ is the normalization density used in the simulation, i.e. $c/\omega_p = 10.65$ µm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive beam charge</td>
<td>$2 \times 10^{10}$</td>
</tr>
<tr>
<td>$\sigma_z$ (µm)</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_r$ (µm)</td>
<td>30</td>
</tr>
<tr>
<td>$\epsilon_n$ (mm-mrad)</td>
<td>120</td>
</tr>
<tr>
<td>$n_0$ (cm$^{-3}$)</td>
<td>$2.5 \times 10^{17}$</td>
</tr>
<tr>
<td>Box Size</td>
<td>$720 \times 400$</td>
</tr>
<tr>
<td>Grid Size</td>
<td>$0.05 k_p^{-1}$</td>
</tr>
<tr>
<td>$c/\omega_p$ (µm)</td>
<td>10.65</td>
</tr>
</tbody>
</table>

4.2 Single Betatron Cycle Simulation

To investigate the effect of an injection zone that is only one oscillation cycle long (i.e. half the betatron wavelength), we have performed a 2D cylindrically symmetric OSIRIS simulation with beam parameters shown in Table 4.1. The plasma in these simulations is assumed to be pre-ionized and the region of impurity consists of helium. Helium is implemented as neutral atoms in the simulations and the ADK model is used to model the ionization of helium in the simulations. Experimentally, this configuration is possible using an axicon-produced plasma (see section 3.5 and Appendix A) in hydrogen with the helium impurity being added using a capillary tube.

To explain the important parameters in the simulation, it is necessary to go through one simulation in detail so that for the rest of this chapter the parameters of this first simulation can provide a point of reference while discussing the scalings of various parameters. The density chosen for the preionized plasma (representing hydrogen) in this first simulation (Sim1) is $5 \times 10^{16}$ cm$^{-3}$, which for the specified beam and plasma parameters (Table 4.1), results in an envelope oscillation wavelength of 2.1 cm. Therefore the region of helium impurity, representing a helium jet, is designed such that its entire length is confined to 2
The helium density profile then is modeled as a trapezoid, where the flat region is 1 cm, and two regions of 0.5 cm represent the ramps. Helium concentration chosen here was 5% on the plateau; i.e. the helium density in the plateau region is $2.5 \times 10^{15} \text{ cm}^{-3}$. The helium is injected 4 cm after the start of the preionized hydrogen plasma so that the beam has already produced a fully blown out wake in the pure hydrogen gas. The density layout is presented in Fig. 4.1. For this first simulation, the preionized plasma spans the width of the box (213 µm) to model an infinitely wide column of plasma.

The ionization and injection of helium electrons occurs between 4 and 6 cm in this simulation. A simulation slice taken at 4.5 cm (Fig. 4.2(a)) shows the density map for the electron beam, the pre-ionized plasma and the helium impurity being ionized and injected. The variation in the density of the drive beam is the result of envelope oscillation of the various slices as described in chapter 2. The matched beam radius for the parameters in this simulation is $\epsilon_n(c/\omega_p)\sqrt{2/\gamma_b} \sim 4.5 \mu m$. Since the $\sigma_z$ of the drive beam at waist is 30 µm > 4.5 µm, the beam radius oscillates in the focusing field of the ion column. As stated previously, such oscillations of the drive beam slices are asynchronous, i.e. various slices of the beam reach their minimum value at different times. In Fig. 4.2(a), pinching of the particular slice at $\xi = 278.5 \mu m$ leads to an enhancement of the transverse electric field that results in ionization of the helium electrons (shown in blue).

Figure 4.2(b) shows the accumulated helium charge in the wake as a function of distance.
Figure 4.2: (a) A snapshot of density as a colormap 4.5 cm after propagation (immediately after the helium upramp). Helium electrons are represented with blue, the pre-ionized plasma with pink and the beam electrons with red-blue colors (color table shown only for beam electrons). (b) Injected helium charge in the simulation as a function of distance. The two distinct ionization and injection region are marked with (1) and (2). (c) The $\xi$ location of highest transverse electric field for each frame in the simulation. The center of the electron beam density is at 272 $\mu$m. The region where no ionization in simulation is observed is clearly marked. (d) Transverse and total electric fields plotted at the location of highest transverse field in the blowout region for each frame in simulation. No ionization injection is observed in frames where $E_{\text{tot}} < E_{\text{th}} \approx 75 \text{ GV/m}$.
The charge is calculated using the density profile \( n(r,z) \) and equation \( Q = 2\pi \int_0^\infty dr \int_{-\infty}^\infty dz r n(r,z) \).

Two distinct regions of injection are observed in this figure, one between 4.0-5.0 (marked as (1) in Fig. 4.2(b)) and the other between 5.9 and 6.1 cm (marked as (2) in Fig. 4.2(b)). The majority of charge (81.4 pC) is injected between 4 and 5 cm, with the highest portion (78.6) created in the 0.6 cm between 4.1 and 4.7 cm. The second bunch of electrons (region(2) in Fig. 4.2(b)) are generated in the downramp region of the helium impurity region, and therefore result in injection of a small amount (\( \sim 3 \) pC) of electrons.

The centimeter scale of the region of injection is the result of the various slices reaching the minimum of oscillation at various times, where helium is ionized at the location of the pinch at each time step. This dephasing is illustrated in Fig.4.2(c), where the \( \xi \) location of the highest transverse field within the blowout region (i.e. location of pinch) at every time step is plotted. From this image, and recalling that there is no ionization between 5 cm and 5.9 cm, the region of ionization is at \( 238 \) \( \mu m < \xi < 290 \) \( \mu m \). In other words, even though the slices outside of this range pinch, the generated field is not strong enough to ionize helium.

By following the value of the transverse field at the location of the pinch Fig.4.2(d), we find that the value of \( E_{th} = 75 \) GV/m is the threshold value for the ionization of helium in this simulation. Using the ADK model, and by measuring the width of the pinch for frame corresponding to 5 cm of propagation, we find that the pinch has a \( \sigma_{zp} = 4.5 \) \( \mu m \), resulting in a calculated ionization fraction of 12% with the value of peak electric field at 75 GV/m. ADK analysis shows that for such a \( \sigma_{zp} \), an electric field of below 70.5 GV/m would be below the simulation’s ionization threshold rate of 6.25%. This threshold is the result of having 16 particles per cell for helium, where an ionization rate above 6.25% results in ionization of one of these particles. The total field in the simulation drops below 70 between 5 and 5.1 cm in agreement with the ADK calculation. Furthermore, the pinch density at 5 cm is 22, i.e. pinching a slice to a density of greater than 22 times initial peak density will ionize helium.

Both the total field and the transverse field are plotted in Fig. 4.2(d), and it is clear that at this density, the electric field at the location of the pinch is completely dominated by \( E_\perp \). Measurement of \( E_z \) at the location of the pinch (not shown) indicates that it is an order of
magnitude smaller than $E_\perp$ and therefore does not really contribute to the ionizing electric field in this simulation.

Fig. 4.2(d) shows furthermore that in this simulation, the region of helium starts near where the electric field of the pinch is at its highest value (4 cm). The separation between the two regions of ionization corresponds to where the field of the pinched beam is below the ionization threshold and the increasing electric field above the $E_{th}$ in the next oscillation cycle catches the tail end of the helium density down-ramp between 5.9 cm and 6.1 cm, producing the 3 pC marked as region (2) in Fig. 4.2(b). In the experiment, the overlap region will be difficult to control, however by having the region of the helium impurity span the length of the oscillation cycle of the beam, it can be ensured that for some region the threshold of helium ionization will be exceeded and those electrons are injected into the wake.

The FWHM of the current profile is only 2.1 $\mu$m, which creates a peak current of slightly over 8 kA as shown in Fig. 4.3(a). As a comparison, the drive beam at FACET has $\sim$ 13 kA of peak current. Helium electrons are ionized over a range of $0.5 < \Psi_i < 1.4$ (Fig. 4.3(b)), and they will reach the trapping energy at various locations in the accelerating field, settling in different, but close $\xi$ in the accelerating phase. There are two factors contributing to the narrow current profile. First, $\bar{\Psi}(\xi)$ has a higher slope in the trapping region than the ionizing region, so although the range of $\bar{\Psi}_i$ corresponds to 50 $\mu$m, the corresponding $(\Psi_i - 1)$ has a range closer to 20 $\mu$m. The $\xi$ corresponding to the interval with the highest charge produced (4.3-4.4 cm) has $\bar{\Psi}_i \approx 1$. The peak of the current corresponds to $\xi \approx 120$ $\mu$m, which has a $\bar{\Psi}_i \approx 0$. Therefore the location of injection corresponds with the $\bar{\Psi}_i - 1$ for the $\xi$ location with the highest charge contribution. Second, the order over which the ionization occurs can result in current profile steepening. for instance, if an electron with $\bar{\Psi}_i < \bar{\Psi}_{i1}$ get ionized before the electrons with $\bar{\Psi}_{i1}$, the extra time the first electron spends in the accelerating field may equal the difference in energy as a result of the difference in $\bar{\Psi}_i$, resulting in the two electrons occupying the same position, and steepening the current profile.

The 84 pC of injected charge is stable after the injection ends and gets accelerated to a
peak energy of 6.3 GeV (Fig. 4.3(c)) with an energy spread of 2.7% FWHM. This charge is very stable throughout the simulation and is maintained over the $\sim 17.6$ cm of acceleration. The peak energy gain is 6.3 GeV, which corresponds to an accelerating gradient of about 36 GV/m. The energy spectrum of the beam shows that the peak energy loss over the 22 cm is 2.64 GeV (see Fig. 4.3(d)), which corresponds to 12 GV/m peak decelerating gradient. Therefore, in this case, the transformer ratio is 3.

It is important to note that as expected, the blowout regime forms after some propagation distance. In this case, after 1 cm the blowout regime is fully formed and does not evolve appreciably throughout the plasma region. Additionally, the predictive quality of the 3D blowout theory is successfully demonstrated in these simulations. In this case, $\Lambda \approx 1.5$, and therefore $k_p R_b \approx 2.44 \approx 58.2$ $\mu$m. It can be observed that the maximum blowout radius in this simulation matches the expected value of $R_b$ almost exactly.

### 4.3 Density Scaling Observed in the Simulation

To study the effect of the density of the plasma and impurity on the future experiment, the results from four simulations are compared in this section. The basis of the comparison is the simulation presented in the previous section. These parameters of the simulations are tabulated in Table 4.2.

First, the plasma density is scaled from $5 \times 10^{16}$ cm$^{-3}$ to $2.5 \times 10^{17}$ cm$^{-3}$ in two steps (Sim1-Sim3), while keeping the helium density the same. Because the betatron oscillation wavelength scales with density, the length of the helium impurity is also selected such that it matches the length of one envelope oscillation cycle (equal to half a betatron wavelength) in each case. An additional change was to the start of the helium impurity region, which was moved to 3 cm from 4 cm in order to save on simulation time. Because of the stability of the blowout regime, this change does not have a significant impact on the results. The drive beam is the same for all simulations.

In the fourth simulation, the plasma density is kept at $2.5 \times 10^{17}$ cm$^{-3}$, while the helium
Figure 4.3: (a) Current profile of the injected helium charge after 17.6 cm of propagation in plasma. (b) Plot of on axis $\bar{\Psi}$ after 4.4 cm of propagation. The lowest and highest range of $\bar{\Psi}_i$ that lead to ionization and injection are marked as $\bar{\Psi}_{i1}$ and $\bar{\Psi}_{i2}$. The corresponding $\xi$ where $\Delta \bar{\Psi} < 1$ is also marked for each case. (c) Energy spectra for the injected helium electrons. (d) Energy spectra for the drive beam.
Table 4.2: Simulation parameters for demonstration of density scaling of the simulation. The length of the helium region includes the length of the ramps, whose length is also scaled for each density.

<table>
<thead>
<tr>
<th>Name</th>
<th>$H_2$ Plateau Density</th>
<th>He Plateau Density</th>
<th>Length of Helium Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim1</td>
<td>$5 \times 10^{16}$</td>
<td>$2.5 \times 10^{15}$</td>
<td>2 cm</td>
</tr>
<tr>
<td>Sim2</td>
<td>$1.12 \times 10^{17}$</td>
<td>$2.5 \times 10^{15}$</td>
<td>1.4 cm</td>
</tr>
<tr>
<td>Sim3</td>
<td>$2.5 \times 10^{17}$</td>
<td>$2.5 \times 10^{15}$</td>
<td>1 cm</td>
</tr>
<tr>
<td>Sim4</td>
<td>$2.5 \times 10^{17}$</td>
<td>$1.26 \times 10^{16}$</td>
<td>1 cm</td>
</tr>
</tbody>
</table>

Plateau density is raised to $1.25 \times 10^{16}$ cm$^{-3}$, so that the impurity level is raised to 5%, which matches the impurity percentage of the first simulation.

4.3.1 Scaling of Plasma Density

Comparing the helium charge in Sim1-Sim3 shows that the amount of the injected charge is higher at higher densities (Fig. 4.4(a)). The higher charge is attributed to the longer ionization length for simulations at higher densities. In the case of Sim3, the ionization and injection length is about two times longer than Sim1. The first injection zone in Sim2 is roughly the same length as Sim1, except that the ramp is shorter (since helium length is scaled with density) and therefore helium density is higher, resulting in higher slope in the charge curve.

To understand the longer injection length of Sim3 compared to Sim1, it is important to compare the electric fields at the location of the pinch in each frame (Fig. 4.4(b)). It can be seen that as density is increased, the peak of the field is reduced and the valley of the field is raised. In other words, the peak to peak difference in the electric field decreases as the density is increased. Therefore, the range of length that falls below $E_{th}$ decreases as the density increases and for Sim3, there is no length where the electric field is below the ionization threshold. This fact has important implications for the experiment because if the length of the helium impurity produced by a capillary is on the order of 1 cm, one can conceivably
Figure 4.4: (a) Measurement of injected charge as a function of distance in the simulations. The beginning of the helium impurity is set to zero. Sim1 is shown in blue, Sim2 in orange, and Sim3 in yellow colors. Same colors are used in all sub-figures (b) Total electric fields as a function of distance for the same three simulations. (c) The 80% plasma density contours for the same three simulations after 3 cm of propagation in the plasma in addition to the density color map of the initial drive beam. The location of $\xi$ where the transition between full and partial blowout occurs is marked by an arrow for each case.
miss ionizing and injecting the electrons if the experiment is at a density of $5 \times 10^{16}$ (case of Sim1). Therefore, by raising the density, while keeping all other parameters the same, it is possible to transition the experiment to a regime where the ionization injection condition can be continuously satisfied over the envelope oscillation length and thus the length of the injection region is entirely determined by the length of impurity, i.e. over 1 cm for the case of Sim3.

The scaling of the electric field with density can be explained from exploring the blowout regime properties at various densities (Fig. 4.4(c)). In this figure, the 80% density contour for the various densities is superimposed on the initial electron beam density. Because of the finite blowout distance, which is given by $\frac{2}{k_p} \sqrt{\frac{n_e}{n_0}}$ [46], there is a region with partial electron density before the blowout region (i.e. $n_e = 0$) is reached. More importantly, because of the density dependance of the blowout distance, the blowout forms in a smaller distance for the higher density, meaning that in some region (i.e. $\xi \sim 280 - 290 \, \mu m$), the high density simulation (e.g. Sim3) reaches blowout but the lower density simulation (Sim1) does not. The beginning of the blowout region is marked with an arrow for different simulations in Fig. 4.4(c). The lowest field occurs on the front ($288 - 298 \, \mu m$ from Fig. 4.2(c)). This is the region that is not fully blown out in the lower density Sim1 simulation, whereas in Sim3, this region is in full blowout regime, therefore, there is a higher ion force and stronger pinch, leading to increased electric field. The maximum of the electric field occurs near the center of the beam $\xi_0 = 271.6 \, \mu m$. In this region, both simulations have reached blowout, and the blue blowout contour belonging to Sim1 encompasses more charge than the higher density yellow contour belonging to Sim3. Additionally, the blowout formation process for this slice involves a gradual increase of positive density that resembles the presence of a density ramp such as the one described in Chapter 2. In other words, as the electron density slowly decreases for this slice over a distance of about 1 cm, the betatron oscillation is modified and $\sigma_r$ pinches harder at the valley of the oscillation. This leads to a higher electric field at the pinch point for the lower density simulation Sim1. As a result of these differences in the formation of the blowout regime, the peak to peak field in the case of the high density Sim3 is lower than that of the lower density Sim1.
The resulting helium beam’s energy spectra after about 6 cm of propagation for the three simulations is shown in Fig. 4.5(a). The energy spectra can be observed to have distinct peaks with low energy spread, which is a very desirable quality for an accelerator. Furthermore, the current density profiles shown in Fig. 4.5(b) show that the current is also high and has a distinct peak. It noteworthy that even though more charge is injected in the case of the high density simulation (Sim3), its peak current is lower. This is because in the case of Sim1 and Sim2, the electric field reduces below the ionization threshold for $\xi \geq 290 \, \mu m$, restricting the range of $\bar{\Psi}$ for the ionization injected electrons to less than 1 (Fig. 4.5(c)). In the case of Sim3, however, beam pinching over all values of $\xi$ result in ionization, increasing the range of $\bar{\Psi}$ by 50% to about 1.5. Therefore, electrons ionized in Sim3 satisfy the trapping conditions at $\Delta \bar{\Psi} > -1$ at a larger range of $\xi$ in the accelerating phase of the wake and result in a wider current profile than the other two cases.

The longitudinal accelerating field is plotted for Fig. 4.5(d) for the same cases, showing that the beam loading due to these high current beams does not result in field flattening over the range of the beam current. Therefore, the energy spectra tend to evolve. However, because of the very high peak current and very localized nature of the injected charge, the widening of the energy spread due to variation in the local field is very small, and therefore the peaked nature of the energy spectra is preserved to the end of the simulation as was shown in Fig. 4.3(c) for Sim1 in the previous section.

### 4.3.2 Scaling of Accelerated Bunch Parameters with Impurity Density

The increase in helium impurity density (Sim4) resulted in the injection of higher charge as expected. It is noteworthy however that while the helium impurity density was raised 5 folds from 1% to 5%, the injected charge initially increased eight folds to 1.2 nC. In fact the blowout region at the density of simulation ($2.5 \times 10^{17} \, \text{cm}^{-3}$) could not support this level of injected charge and as seen from Fig. 4.6(a), the trapped charge decreased until stabilizing around 700 pC after 5 cm of propagation from the start of helium region (marked zero in Fig. 4.6(a)). It is also important to note that the charge shown in Fig. 4.6(a) accounts
Figure 4.5: (a) Energy spectra for Sim1-3. The spectra in each case is shown 5.7 cm after the beginning of the helium region. The same colors used in all four figures (b) Current profiles of helium injected charge for Sim1-Sim3, with each curve normalized to the peak current for that case ($I_p$). The legend shows the value of peak current in each case in amps. (c) The value of $\Psi_i$ corresponding to the pinch in each frame. The range over which no electrons are ionized and injected are marked by double-sided arrows. (d) The longitudinal field corresponding to the three cases.
only for the charge inside the first blowout region. The total helium charge injected in the simulation was over 1 nC after 5 cm of propagation from the start of helium region.

The normalized current profile Fig. 4.6(b) of Sim4 is similar to Sim3 because the range of $\Psi_i$ is not affected by the level of impurity. With the increased helium charge in the same current profile however, the resulting peak current was increased to 17 kA, 30% higher than the current of the drive beam. The current observed at $\xi \sim 150 \ \mu m$ is not trapped on axis and does not belong to the first bucket. Rather, it belongs to a ring structure that is formed as a result of the high field of the trapped charge and the modification of the electron trajectories belonging to the blowout sheath. This modification results in a region of partial blowout outside the sheath that supports the formation and acceleration of a ring in the simulation.

The energy spectra of Sim4 shows a multiply peaked structure with the energy of the highest peak around 2.5 GeV compared to 3 GeV for the electron beam in Sim3 after the same acceleration distance in plasma (Fig. 4.6(c)). However, since the amount of charge accelerated to 2.5 GeV in Sim4 is about 2.4 times higher than the charge accelerated to 3 GeV in Sim3, the electron beam in Sim4 has absorbed twice the energy out of the wake than the injected beam in Sim3, i.e. drive to trailing energy transfer efficiency in Sim4 is twice as high as Sim3. Additionally, it is also noteworthy that a large amount of helium charge in this experiment gains less than 500 MeV.

The higher efficiency and the heavy beam loading in Sim4 are observed in the longitudinal field of Sim4 in Fig. 4.6(d). This three fold increase in helium beam current resulted in heavy beam loading of the accelerating field in Sim4. It can be observed for instance that a significant amount of charge at $\xi < 200 \ \mu m$ experiences an accelerating field on the order of 10 GV/m or less. These are the electrons that gain less than 500 MeV in Fig. 4.6(c).

Additionally, the amplitude of the wake behind the injected beam is significantly reduced compared to Sim3. This is an indication of high drive to trailing efficiency of the accelerator, as the energy previously stored in the field of the wake has been absorbed by the increase helium charge.
Figure 4.6: Comparing the results of Sim3 and Sim4, where the helium density is increased by five folds. (a) Injected charge in the first bubble as a function of distance. Zero indicates the beginning of helium region (3 cm of initial beam propagation in both simulations). The same color is used in the rest of the sub figures (b) Current profile as a function of $\xi$ for both simulations normalized to the peak value of current in each case. The value of peak current in each case is shown in the legend of the figure. (c) Helium spectra in the two cases after 5.7 cm of propagation from the beginning of helium region. (d) Longitudinal electric field compared in both cases.
Finally, the longitudinal field ahead of the injected beam current is the same for Sim3 and Sim4 as expected because of causality.

The comparison between Sim3 and Sim4 shows how one can increase the charge and current of the trapped particles by simply increasing the helium impurity in the experiment. Although a five fold increase represents a large increase in impurity density and resulted in features such as a large amount of charge with low energy, which might be undesirable, one can choose an intermediate helium concentration (around 2-3%) in order to minimize the undesirable effects, while still gaining more charge and current in the injected beam. Another effect that accompanies the increase in the injected charge is the higher energy transfer efficiency from the drive to accelerated charge, which is also very desirable for an accelerator. Additionally, other interesting phenomena such as multi-peak energy spectra and a ring of accelerated charge may appear as the impurity levels are increased.

4.4 Emittance Measurement in a 3D Simulation

A 3D OSIRIS simulation in cartesian coordinates was performed to measure the emittance of the injected beams. The simulation uses the parameters of Sim 3 (See Table 4.2), except the helium region is set to 2 cm, which is twice the length of betatron oscillation cycle. This last change was made to observe the difference in the electron beams produced in consecutive betatron cycles. The parameters for the electron beams reported in this section are at \( z = 6.2 \) cm, or 3.2 cm from the beginning of helium region.

260 pC of helium electrons were trapped in the simulation, producing a peak current of over 8 kA (Fig. 4.7(a)). The electrons generated by the two betatron oscillations create two distinct beams that are clearly separated in the spectrum by 0.5 GeV (the higher energy peak is 1.4 GeV and the lower energy peak is 0.9 GeV as shown in Fig. 4.7(b)). Since the betatron oscillation at this density are about a centimeter apart, the accelerating gradient is estimated as about 50 GV/m, which is consistent with beam loaded accelerating field at this density (see Fig. 4.6). It can also be observed that in terms of beam characteristic, the
two beam are very similar, with very similar peak charge density, energy spread, and energy profile.

The similarity between the two beams is further reinforced by observing the longitudinal phase space as seen in Fig. 4.7(c). The trapping of electrons at various $\xi$ locations can be observed in the phase space. Additionally, it can be seen that the tail centered around 29 $\mu$m in Fig. 4.7(a) is actually made of a spray of wide energy spread charge, that can be observed as a weak background overlapping the two peaks in the energy spectra in Fig. 4.7(b).

Because of the clear distinction between the two injected beams, it is possible to calculate the emittance of the beams resulting from each betatron cycle separately. In this instance, the higher energy electron beam, which was injected the earliest has $2400 < \bar{\rho}_z < 3000$ and $6.20364 \text{ cm} < z < 6.205 \text{ cm}$, and the lower energy electrons are confined to $1200 < \bar{\rho}_z < 2000$ and $6.2037 \text{ cm} < z < 6.2051 \text{ cm}$.

The raw parameters for the 10% of the helium injected charge in the simulation are recorded in each frame, making the direct measurement of position and momentum for those electrons possible. The emittance is calculated using equation $\epsilon_{gi} = \sqrt{<x_i^2> <x_i'^2> - <x_i x_i'^2>^2}$, where the $i$ subscript equals to 2 or 3 refers to the variables in the transverse dimension, $x$ represents a position in the transverse coordinate, and the $x'_i = \bar{p}_i / \bar{\rho}_z$ represents the transverse angle. It is important to note that there is a 'drift' in the transverse coordinate, i.e. $x_2$ and $x_3$ are not centered at zero. Therefore the mean value of transverse parameters is first subtracted before calculation of emittance.

The phase space for the high energy beam in $x_2$ is shown in Fig. 4.7(d). The rms values for the size and angle are 1.4$\mu$m and 1.8 mrad respectively. The geometric emittances for the high energy beam therefore are $\epsilon_{g2,3} = 2.5 \text{ nm}$, and for the low energy electron beam are $\epsilon_{g2,3} = 4.1 \text{ nm}$.

The normalized emittances are calculated using $\epsilon_n = \gamma \epsilon_g$, where $\gamma = \langle \sqrt{1 + p_{total}^2} \rangle$ is the mean Lorentz factor for the electrons in the simulation. For the high energy beam, the normalized emittance then equals 7.1 mm-mrad and for the low energy beam equals 7 mm-mrad. It can be seen that the two beams are also very similar in normalized emittance.
Figure 4.7: Results of the 3D cartesian simulation after 6.2 cm of propagation. (a) Current profile of the helium electron beam in the simulation. (b) Energy spectral density for the helium charge in the simulation. (c) Longitudinal phase space \((z, p_z)\) for the helium electrons. (d) Transverse phase space for the higher energy injected electrons (indicated by black lined rectangle in (c)), which is produced in the first oscillation cycle.
It is also possible to calculate the emittance of the entire beam including the wide energy spread electrons at the back of the wake. In this case, the calculations show that $\epsilon_{g2,3} = 2.9$ nm and $\epsilon_{n2,3} = 6.5$ mm-mrad. The rms size and angle of the total beam is $\sigma_x = 1.4 \mu$m and $\sigma_{x'} = 2.0$ mrad. Despite the larger divergence compared to the individual beams created, because the mean energy is lower than the highest energy electron bunch, the emittance is reduced by about 10%.

The 3D simulation performed shows the potential for the betatron oscillation to generate a beam that has a micron level emittance.

4.5 Effect of Change of Plasma Column’s Radius on Acceleration

The aforementioned simulations were performed assuming a wide plasma. In this case plasma width in the box was 213 $\mu$m, whereas the blowout radius $R_b \approx 27 - 53\mu$m. An important point of inquiry is what happens to the fields when the width of the plasma column becomes comparable to $R_b$. This is an important question to answer experimentally, because a plasma that is generated by focusing a modest laser power ($\sim 10$ TW Ti:Sapphire) with an axicon in a neutral density back-filled gases such as hydrogen can have a very small radius ($\leq 3\sigma_r$). Therefore, it is important to know whether the blowout regime can be sustained with small radius plasma as it is with a wide plasma.

Another important question is whether the interaction of the edge of the plasma column with the blowout regime of similar size can result in injection of electrons as a result of such interaction rather than being produced by ionization injection. For this reason, the series of simulations in this chapter are performed without helium to investigate possible injected charge with other origin. To investigate such effects therefore, it is important to investigate the result of reducing the width of the plasma column on the interaction.

A series of simulations are reported in this chapter with the plasma density of $2.5 \times 10^{17}$ cm$^{-3}$ and with various plasma columns widths, such that the radius of the plasma is approximately $2R_{b0}$, $R_{b0}$, and $R_{b0}/2$, where $R_{b0}$ is the blowout radius established in an
Table 4.3: Simulation parameters for the various plasma column width. $H_2$ Plateau Density for all cases is $2.5 \times 10^{17}$ cm$^{-3}$

<table>
<thead>
<tr>
<th>Name</th>
<th>$r_p$ (µm)</th>
<th>$R_{b0}$ Multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim3</td>
<td>213</td>
<td>8</td>
</tr>
<tr>
<td>Sim5</td>
<td>53.3</td>
<td>2</td>
</tr>
<tr>
<td>Sim6</td>
<td>26.6</td>
<td>1</td>
</tr>
<tr>
<td>Sim7</td>
<td>13.3</td>
<td>1/2</td>
</tr>
</tbody>
</table>

infinite plasma. At $2.5 \times 10^{17}$, and using the beam described in this chapter, the blowout radius $R_{b0}$ is about 27 µm. The properties of the simulations performed in this chapter are shown in Table 4.3. The Sim3 described in the previous section is used as a baseline to compare the results of this section with.

An important observation in these simulations is that blowout regime was established at all of the various width of the plasma column, even when $r_p \sim R_{b0}/2 = 13.3$ µm. This can be observed in Fig. 4.8(a), which shows the 80% density contour for the various simulations. This is because even with small column width, the blowout regime evolves such that there are enough ions in the blowout to balance the field of the electron beam. This will not be the case if for instance $\sigma_r$ is reduced to 15 µm from 30 µm that was used in these simulation. In the case of $\sigma_r \sim 15$ µm, the work done by the transverse field of the beam is much higher than the work done by the ion column. In such a case, a wake is not formed. Instead, the sheath electrons are continuously pushed away from the axis and therefore the high accelerating field of the blowout regime is not produced.

Figure 4.8(b) and (c) show that the longitudinal and transverse fields generally decrease for a plasma column with smaller width. An interesting point is the similarity of the fields for the cases of Sim3 and Sim5, where the plasma column is reduced from 213 µm to $2R_{b0} \sim 53.3$ µm. It is clear that the results of a well aligned 100 µm diameter plasma column are essentially equivalent to infinitely wide plasma at this density.

Although the value of the fields generally decrease in narrower plasma column, an
anomaly is the peak transverse field in the case of $r_p = R_{b0}$ compared to $r_p = 2R_{b0}$, where $r_p$ is the plasma column radius. This is because the process leading to establishing of the blowout regime is different in these cases as can be observed from the difference in the established blowout in Fig. 4.8(a). The evolution of the plasma density in the narrower column is analogous to the lower plasma density ramp in a lithium plasma, which was described in Chapter 2. In both cases, the beam evolution in the non-uniform plasma results in stronger pinch (i.e. lower $\sigma_r$ at the valley of oscillation) and higher peak field, even with the reduced participating charge. However in the case of $r_p = R_{b0}/2$, the participating charge reduces so much that the peak field is reduced precipitously even at tighter pinch.

The longitudinal field gradually decreases in amplitude as shown in Fig. 4.8(c). This is expected because the longitudinal field scales with $k_pR_b$ (Eq. 1.9) and since $R_b$ is lower for narrower plasma column, the longitudinal field also decreases for that case.

The variations in these fields have important implications for the experiment. In the case where the plasma column is $R_b/2$, the transverse field is below ionization threshold and the longitudinal field is so weak that no trapping occurs even in the case where electrons are produced inside the blowout region. In contrast, the case where the plasma column radius is equal to $R_{b0}$, the longitudinal field is intermediate and the transverse field is actually higher. Injection can occur if the electrons are released inside the blowout, and the transverse field is strong enough to ionize helium electrons. Therefore, an intermediate radius may be found such that the longitudinal field can still lead to trapping while the peak transverse field is just below the ionization threshold. In such a case, it is conceivable to experimentally trap over an even smaller range of distance and obtain a higher quality electron beam. Based on the density scaling of simulations in the last chapter, this final step may be easier to achieve in lower density simulations (such as $5 \times 10^{16}$ cm$^{-3}$), where the contrast between the highest and lowest transverse peak is even higher.

Finally, it is important to note that despite the evolution of the plasma density to establish the blowout regime, no electrons were injected from the background plasma (whether from the edge or otherwise) into the blowout region.
Figure 4.8: Comparison in cases with different width of plasma column. (a) 80% density contour of the simulations superimposed on the density color map of the initial electron beam (before interaction with plasma) (b) Total field as a function of distance. Zero corresponds to the beginning of helium impurity region for Sim3, corresponding to 3 cm of propagation in plasma. (c) Longitudinal electric field in the same cases as (a). Note that curves for $8R_{b0}$ and $2R_{b0}$ almost exactly overlap in the figures, resulting in $8R_{b0}$ data to be hidden from view under $2R_{b0}$ curves.
In summary, the simulations performed in this chapter show that limited injection of charge in the blowout regime can produce high current, low energy spread electron beams using a helium impurity in preionized hydrogen plasma. Furthermore, it was shown that several methods can be used to optimize the injected beam, including raising the preionized plasma’s density to raise the minimum field observed in beam pinch, raising the impurity density for higher injected charge and current, and finally, reducing the plasma column’s width, which if done in a controlled way, can be used to tune the length of injection by controlling the produced fields in the accelerating structure.
CHAPTER 5

Conclusions

The plasma wakefield accelerator may one day be used as the primary method for accelerating a particle beam or to augment an existing particle accelerator that uses RF cavities. The primary advantage of the plasma wakefield is its very high accelerating gradient, which can reach tens of GeVs at a modest density of $10^{17}$ cm$^{-3}$. In order for plasma wakefield technology to be seriously considered as a replacement or augmentation to current technologies, various capabilities of this technology have to be experimentally demonstrated.

The experiments reported in this thesis explored several of the issues connected to the plasma wakefield through experiments and simulations. The experiments performed at the FACET facility at the SLAC National Accelerator Laboratory used the 20.35 GeV electron beam produced by a 2 km Linac as a driver for the wakefield accelerator. The supporting simulations were performed using the Hoffman cluster and the OSIRIS Particle in Cell code.

The primary focus of this thesis has been on the process of ionization injection and how this process can play various roles in a PWFA. In Chapter 2, the results of ionization injection occurring in a distributed fashion over the length of the plasma was examined. The plasma wakefield was supported by the Rb electrons that were ionized early in the frame of the beam. Throughout the length of the plasma the electron beam’s envelope oscillated in the ion column, where upon pinching, the enhanced electric field was able to ionize Rb$^{1+}$. Such electrons ionized inside the wake were thereafter injected into the plasma wakefield and reduced its accelerating field. The cumulative effect of such electron injection over the length of the plasma was measured by the ratio of energy gain to energy loss. The simulations showed that such distributed injection can reduce the accelerating field to about half of its unloaded value.
In Chapter 3, a lithium plasma was used, and therefore the injection of helium electrons was confined to the ramp of the lithium oven (as opposed to distributed injection over the length of the oven). This confinement is the result of Li\(^{1+}\) having an extremely high ionization threshold, which simply cannot be attained by the parameters used in the experiment. The results showed that indeed the ionization injection of helium in the plasma wake can result in formation of a separate beam that can be accelerated to over 30 GeV of energy. It was furthermore shown that the injected beam could be removed by preionization of the helium/lithium region, furthermore producing confidence in the fact that the secondary beam is made of helium electrons as opposed to background plasma electrons. The helium electron beam was furthermore found to maintain an emittance that is over an order of magnitude smaller than the initial drive beam over the process of acceleration.

Finally, it was shown through simulation in Chapter 4 that by confining the injection range to only a single oscillation cycle, it is possible to generate an electron beam with over a 100 pC in charge, over 10 kA in current and with an energy spread that can approach one percent level. Furthermore in this work, the implications of scaling the density by five folds and reducing the plasma column below the radius of the blowout were investigated. The resulting simulations showed that even in the case of a plasma column that was merely on the order of the blowout radius, the ionization injection can be used to ionize and inject helium impurity beams. It furthermore showed that the narrow plasma column does not result in injection of background plasma electrons into the wake, making it a very robust process for generated injected electron beams.

Through this body of work, it was shown that ionization injection through pinching of a high current drive beam is a promising candidate for producing an electron beam with high current, low energy spread, and low emittance in the blowout regime. Furthermore, if enough control and diagnostics exist in the experiment to measure quantities like it is possible in the simulations, one has a number of variables to optimize the qualities of the resulting electron beam. A natural next step is the experimental realization of conditions described in Chapter 4 in order to experimentally demonstrate the high energy, high brightness beam that may
be able to compete with those produced by conventional accelerators in energy as well as beam quality.
APPENDIX A

Plasma Sources for PWFA

The ionization of various elements and molecules such as lithium, xenon, and nitric oxide using the electric field of an electron beam were investigated in reference [11] at the Final Focus Test Beam (FFTB) facility, which was in operation at the SLAC National Accelerator Laboratory. It was found that the ADK model [66] was in agreement with experimental measurements, and therefore, this model, which will be described later, is extensively used in this thesis to estimate ionization of various elements.

Long and uniform-density gas columns that are comprised of an alkali metal like lithium are generated in a heat pipe oven [75, 58], and since such vapor sources are used for plasma production during the experimental portion of this thesis, it will be described here in some detail. This device, schematically shown in Fig. A.1, is used for its ability to create long vapor columns with uniform density profiles. The operation of the heat pipe oven is as follows: A heat pipe oven consists of a closed loop system. A portion of the volume of this close loop is made of high-temperature steel tube that is heated to up to 1000° C. The heated region is terminated by water jackets to rapidly cool the vapor to room temperature. Initially, the entire system is filled with a buffer gas (a noble gas, helium in the case of the lithium oven) to a predetermined pressure. A heater surrounding the steel tube melts the alkali metal (e.g. lithium), creating a vapor pressure that pushes out the buffer gas from the central region of the oven to maintain a pressure equilibrium in the entire system. The vapor condenses in the helium-lithium boundary region near the water jackets by collisions between the helium and the lithium atoms and is then transferred back to the hot center of the oven by a molybdenum mesh that acts as a wick.

Figure A.2 shows experimental measurement of the temperature profiles of the lithium
Figure A.1: (a) Schematics of a lithium vapor heat pipe oven. The important components are marked on the schematic. (b) The lithium oven seen from the side, with hot lithium inside at $\sim 1000^\circ$ C. (c) Image of the lithium oven as installed in the experimental area at FACET
ovens that were used for the experiments reported in chapter 3 (on the left) and the corresponding density profile (on the right). The temperature is measured using a thermocouple, and it is converted to vapor pressure through \[76\]

\[ P_v(Li) = \frac{1}{133 \times 10^6} \exp(-2.0532 \ln(T) - 19.4268/T + 9.4993 + 0.753 T) \] (A.1)

for lithium vapor and through

\[ P_v(Rb) = \frac{1}{133 \times 10^6} \exp(-0.9148 \ln(T) - 9.8420/T + 8.5965 - 1.6227 \times T + 1.2416(T)^2 - 0.2943. * (T)^3 - 0.0055. * (T)^4 + 0.0042. * (T)^5) \] (A.2)

for the rubidium vapor. Here, \( T \) is the temperature in kilo Kelvin and \( P_v \) is the pressure in Torr. A similar equation for other alkali vapors can be found in \[76\]. The high thermal conductivity of the alkali vapor ensures that the temperature of the oven is uniform in the central region, which results in nearly a uniform density. With temperature and pressure determined, the neutral density is calculated using the ideal gas law,

\[ n_0(\text{cm}^{-3}) = 9.66 \times 10^{18} \times P_v/(T * 1000) \]

The density of the helium shown in Fig. A.2 is calculated using the principle of pressure balance at equilibrium (i.e. total pressure at each point equals the backing pressure of cold helium). It is important to note that the density of helium falls as the density of lithium rises, and that in the central regions there are almost no helium atoms.

The rubidium oven was constructed in a similar way to a lithium oven, except that the gas argon was used instead of helium as a buffer gas due to a concern that the much lighter helium may not be able to contain rubidium. The density profile of rubidium vapor is shown in Fig. A.3.

The alkali metal vapor plasmas were successfully used for all the experimental campaigns at the FFTB and FACET. In the early days at the FFTB, columns of plasmas were created by single photon ionization of the Li using a nanosecond long ArF laser pulse. But the plasmas were weakly ionized and low density. Later, when the electron beam was compressed to sub 100 fs, we used field ionization by the particles in the head of the beam to produce mostly singly ionized dense plasma columns. However, the distance over which the wake could
Figure A.2: (a) Measured temperature profile of a 30 cm lithium heat pipe oven. (b) Corresponding lithium and helium density. (c) Measurement of temperature profile of a 130 cm lithium oven. The x axis indicates the distance from the center of the oven. (d) Lithium and helium density corresponding to profile in (c)
be excited was limited by beam head erosion as described earlier. We needed a method to produce meter scale fully ionized high density plasmas in not only alkali vapors but in hydrogen as well. A method to generate pre-ionized plasma using a laser will be described in this thesis in chapter 3. This technique involves the use of a specialized optic called an axicon, which creates a Bessel radial profile for the laser intensity that is stationary over a length that can span meters. This source was used to preionize the 130 cm Lithium plasma before the arrival of the electron beam. The downside of this plasma source is that the Bessel profile is typically on the order of 100 microns wide (i.e. \( \sim 3\sigma_r \)). However, the peak intensity of the Bessel profile was over 100x higher then the ionization threshold of lithium, and indeed it was used to even ionize helium (see chapter 3). In other words, the intensity was so high that the ionization threshold was exceeded over many rings of the Bessel profile and therefore wide plasma was generated such that the electron beam overlapped with the plasma regardless of the laser’s pointing jitter.

This Bessel profile made by an axicon focused laser was also investigated for producing pre-ionized plasma in a column of hydrogen. In this instance, the peak of the intensity profile was only about 10x higher than the ionization threshold for hydrogen. Therefore, only the first ring of the Bessel profile was able to ionize hydrogen, and the first ring was
only $\sim 3\sigma_r$ as stated above. An additional problem was that the pointing jitter of the laser was also on the same order, making it impossible to get perfect alignment between the laser and electron beam propagation vectors. The small width of the plasma together with the pointing jitter of the laser meant that the overlap between the electron beam and the preionized plasma was smaller than the entire length of the preionized plasma. This lead to a situation where the electron beam interacted with the edge of the plasma, making the physics and the results difficult to interpret. For this reason, the results of the interaction of electron beam with this plasma require further analysis and therefore are excluded from this thesis. Although a variety of axicons, including a variant known as axilens, which has the ability to create a predefined longitudinal profile, were tried, they were not successful in making stable and reliable pre ionized plasma. Thus the generation of stable, meter scale plasmas in room temperature neutral gases such as hydrogen remains an open problem.
B.1 Betatron oscillation of beam in various foil conditions

As it was stated in the text the higher emittance and spot size resulted from the insertion of the foils leads to larger amplitude betatron oscillations, but the minimum of the oscillation remains fairly constant. The effect of variation in $\sigma_r$ is illustrated in Fig. B.1. Here, $\sigma_r$ is increased from 35 $\mu$m in (a), to 60 $\mu$m in (b). It is clearly seen that the peak amplitude is increased from 10 $\mu$m-20 $\mu$m, while the minimum stays around 2 $\mu$m.
Figure B.1: The effect of betatron $\sigma_r$ on the betatron oscillations. (a) Betatron oscillations for a beam with $\epsilon_n = 250$ mm-mrad, and $\sigma_r = 35$ $\mu$m, same as Fig. 2.3. (b) Betatron oscillations for a beam with $\epsilon_n = 250$ mm-mrad, and $\sigma_r = 60$ $\mu$m
APPENDIX C

Revisiting Emittance Measurement in the Experiment

C.1 Introduction

Since the measurement of emittance is central to the results of Chapter 3, it is important to describe the diagnostic used for emittance measurement in some detail. Additionally, the measurement shown in Chapter 3 did not take the presence of scattering foils or the downramp of plasma into account. These effects are modelled in the measurements in this chapter. The emittance for a collection of electrons is calculated using

\[ \epsilon^2 = \langle x^2 \rangle - \langle xx' \rangle^2, \]  

where \( x \) is the position of an electron in the transverse coordinate of interest and \( x' = p_x/p_z \) is the angle of the same electron. The brackets represent the moments of the particle distribution function in the phase space, \( \psi(x, x') \), e.g.

\[ \langle x^2 \rangle = \int dx dx' (x - \langle x \rangle)^2 \psi(x, x'). \]

Therefore, to measure the emittance, it is important to measure these second order moments of the distribution function. For a Gaussian beam, that is, for a beam with Gaussian distributions in \( x \) and \( x' \), the second order moments can be described in terms of the Courant-Snyder parameters (see Fig. C.1[77]).

\[ \begin{align*}
\langle x^2 \rangle &= \beta \epsilon \\
\langle xx' \rangle &= -\alpha \epsilon \\
\langle x'^2 \rangle &= \gamma \epsilon
\end{align*} \]  

(C.3)  
(C.4)  
(C.5)
Figure C.1: The phase space and the corresponding Courant-Snyder parameters of an electron beam with Gaussian distributions. Here, the transverse coordinate of interest is on the $x$ axis and the corresponding divergence $x' = p_x/p_z$ is the $y$ axis.

Before explaining the measurement technique for emittance, it is helpful to provide an intuitive sense of how the Courant-Snyder parameters relate to the properties of the electron beam. To start with, the parameter emittance ($\epsilon$) is the area of the phase space ellipse in Fig. C.1. Therefore, the larger the emittance, the larger the area of this ellipse. Because this property is conserved in propagation through focusing elements, it determines the focusability of the electron beam, i.e. the smaller the emittance, the easier it is to focus the electron beam.

The parameter $\beta$ together with $\epsilon$ determine the transverse size $\sigma_x$ at any point through $\sigma_x = \sqrt{\beta\epsilon}$ as shown in Fig. C.1. $\alpha$ is related to the orientation of the ellipse in Fig. C.1, such that when $\alpha = 0$, the ellipse is vertical and the electron beam has its lowest transverse size (it is at its waist). The variable $\gamma = (1 + \alpha^2)/\beta$ is related to the divergence of the beam through $\sigma_{x'} = \gamma\epsilon$. Together, these four parameters ($\alpha$, $\beta$, $\gamma$, and $\epsilon$) determine the size, divergence, and area of the phase space for the electron beam at each position, completely describing the electron beam.
Table C.1: Name and location of the important points using the LINAC coordinates in meters. The $P_{\text{ext}}$ refers to the plasma exit location, taken as half way down the downramp. QS 1 and QS 2 are the two quadrupole magnets used in the spectrometer. The distances shown indicate the middle of the magnets. The effective length of the magnets is 1 m. Lanex is the Lanex screen indicated in the text, and is used for emittance measurement, and Cherenkov is the the location of the Cherenkov detection plane.

The three moments of the distribution function that result in emittance would ideally be obtained from three different measurements, such as the beam size at three different dipole strengths, or at three different locations in $z$. Because of the shot-to-shot variability of the results in the experiment described in Chapter 3 however, a single-shot measurement based on the variation of the beam size as a function of energy on the electron spectrum is used to infer emittance.

This spectrum was obtained using a LANEX film, which was positioned upstream of the Cherenkov spectrometer and very near the exit window of the vacuum (see Table C.1 for the position of the detectors and emittance changing elements in terms of linac coordinates). Unlike the spectra produced by the Cherenkov light, which was produced through 5 cm of radiation and therefore had some blurring associated with it, the spectra observed with LANEX film was recorded as a phosphorescence of the film material as electrons traversed it at a single point along their propagation. The spectrum on LANEX therefore produces an image with better spatial quality than the Cherenkov detector.
The variation of the electron-beam-width as a function of the energy on the LANEX screen, i.e. $\sigma_{r,i}(E)$ then is used to infer emittance. An optimization routine in MATLAB is used to initialize the electron beam parameters ($\alpha$, $\beta$, and $\epsilon$) on the up-ramp of the plasma and then these variables are propagated through various elements to the detection screen. Because the precise shape of the down-ramp of the plasma is not known, the distance between the end of the down-ramp and the Be window is also used as a free parameter to provide a match. The location of down-ramp has to be limited within reasonable experimental range.

A fundamental assumption in this calculation is that the ($\alpha$, $\beta$, $\gamma$, $\epsilon$) parameters of the beam over the range of energy that is analyzed is constant, and the variation of $\sigma_r$ is almost entirely due to the variation in electron energy. Because the energy gain in this experiment is 24 GeV, and the range of energies analyzed is less than 2 GeV, the beam parameters are likely the same with a very good approximation.

### C.2 Modeling Electron Beam Propagation To Detection Plane

The evolution of Courant-Snyder parameters through focusing elements can be derived using the relevant transport matrices $R$. Given a transport matrix $R = \begin{bmatrix} C & S \\ C' & S' \end{bmatrix}$, where $\begin{bmatrix} x_f \\ x'_f \end{bmatrix} = R \begin{bmatrix} x_i \\ x'_i \end{bmatrix}$, we have

$$\begin{bmatrix} \beta_f \\ \alpha_f \\ \gamma_f \end{bmatrix} = \begin{bmatrix} C^2 & -2CS & S^2 \\ -CC' & CS' + SC'' & -SS' \\ C'' & -2CS' & S'^2 \end{bmatrix} \begin{bmatrix} \beta_i \\ \alpha_i \\ \gamma_i \end{bmatrix}.$$  \hfill (C.6)

The subscripts $i$ indicates the parameters before the focusing element, and the subscript $f$ indicates the parameters after the focusing element. As an example, in the case of free
propagation in space for a distance $L$, $R = \begin{bmatrix} 1 & L \\ 0 & 1 \end{bmatrix}$, and therefore,

$$\begin{bmatrix} \beta_f \\ \alpha_f \\ \gamma_f \end{bmatrix} = \begin{bmatrix} 1 & -2L & L^2 \\ 0 & 1 & -L \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \beta_i \\ \alpha_i \\ \gamma_i \end{bmatrix},$$  \hspace{1cm} (C.7)

The plasma’s ion column produces a linear focusing force as described in Chapter 1. The propagation of the electron beam through this continuous focusing element is modeled with the transport matrix

$$R_{\text{ramp}} = \begin{bmatrix} \cos(kdz) & \frac{1}{k} \sin(kdz) \\ -k \sin(kdz) & \cos(kdz) \end{bmatrix},$$  \hspace{1cm} (C.8)

where $k = k_\beta = \frac{\omega_p}{c\sqrt{2}\gamma_b}$, and $\gamma_b$ is the relativistic Lorentz factor. As the plasma density in the ramp decreases, so does the plasma frequency and the focusing force.

The transport matrix for the two quadrupoles QS1 (focusing element) and QS2 (defocusing element) can be expressed as

$$R_{Q1} = \begin{bmatrix} \cos(L\sqrt{k}) & \frac{1}{\sqrt{k}} \sin(L\sqrt{k}) \\ -\sqrt{k} \sin(L\sqrt{k}) & \cos(L\sqrt{k}) \end{bmatrix},$$  \hspace{1cm} (C.9)

$$R_{Q2} = \begin{bmatrix} \cosh(L\sqrt{k}) & \frac{1}{\sqrt{k}} \sinh(L\sqrt{k}) \\ -\sqrt{k} \sinh(L\sqrt{k}) & \cosh(L\sqrt{k}) \end{bmatrix}.$$  \hspace{1cm} (C.10)

Because the QS2 is a defocusing element, the elements are expressed as hyperbolic trigonometric function as opposed to ordinary trigonometric functions for QS1. In both cases, $k$ is the design normalized quadrupole strength in $m^{-2}$, and $L$ is the effective length of the magnets, which is one meter for both magnets. The quadrupole strength is calculated using a thin lens approximation, $k = 1/\sqrt{Lf}$, where $f$ is the focal length of the magnets. The focal length of the magnets can be calculated from the magnet strength, which is recorded for each dataset. For the dataset analyzed here, $f_1 = 2.7$ m and $f_1 = 4.0$ m at 24 GeV for QS1 and QS2, respectively. Using the transport matrices presented and Eq. C.6, the evolution of the Courant-Snyder parameters is modeled through the elements of the experiment.
Finally, the effect of the scattering foils on emittance is explained in section 2.4 and is calculated using Eq. 2.13, i.e.

$$\epsilon_f = \sqrt{\epsilon_i(\epsilon_i + \beta_i \Delta \theta^2)},$$  \hspace{1cm} (C.11)

$$\beta_f = \beta_i \epsilon_i / \sqrt{\epsilon_i(\epsilon_i + \beta_i \Delta \theta^2)},$$  \hspace{1cm} (C.12)

$$\alpha_f = \alpha_i \epsilon_i / \sqrt{\epsilon_i(\epsilon_i + \beta_i \Delta \theta^2)}.$$  \hspace{1cm} (C.13)

$\gamma$ is calculated using $\gamma = (1 + \alpha^2)/\beta$. At 24 GeV, the multiple scattering angle for the 75 $\mu$m Be window is 8.3 $\mu$rad and for the 5 mm Al window, it is 134 $\mu$rad. These values are calculated by Moliere scattering theory [59],

$$\Delta \theta = \frac{13.6 \text{ MeV}}{\beta_0 c p} z \sqrt{x/X_0} [1 + 0.038 \ln(x/X_0)],$$  \hspace{1cm} (C.14)

where $\beta_0 c$ is the velocity of the particle, $p$ is the momentum, $z$ is the charge number, $x$ is the material thickness and $X_0$ is the radiation length. Thus given the initial conditions of the beam inside the plasma, the values of $\sigma_r(E)$ can be calculated for any electrons with energy $E$.

### C.3 Measuring Beam Width and Estimating Emittance

The first step in estimating the beam emittance is to construct the $\sigma_r(E)$ curve. This is done by choosing the interval on the LANEX screen that is used to measure the data (spanning about 2 GeV), and choosing periodic lines of 6 pixels wide, integrating the counts vertically, and then fitting a double Gaussian to the resulting lineout. The double Gaussian is necessary because the injected electrons gaining 24 GeV are overlaid on the drive beam electrons that gained only 4 GeV. However, the divergence of the drive beam electrons is very high and around the focus of the spectrometer, they represent only a wide background. Therefore, a double Gaussian fitting returns two parameters, the larger gaussian width belongs to the wide background (drive beam electrons) and the narrower Gaussian width to the injected charge. An example of such a fit is shown in Fig.C.2(a), where the $\sigma_{r}^{\text{fit}} = 97.3 \mu$m for the injected charge. This is from a case, which in Fig. 3.7(b) belongs to center of distribution ($\sim 30 \text{ mm-mrad}$).
Figure C.2: (a) An example of a double Gaussian fit to the horizontal lineout of a 6-pixel wide slice of the spectrum on LANEX. The image fitted is shown as an inset. The black lines indicate the outer extents of where the fit was performed. (b) $\sigma_r(E)$ for the same data. The value of the third point is obtained from the $\sigma_r$ fitted to the lineout in (a). The dashed orange line is obtained by an optimization of the electron beam variables inside a plasma, which are then propagated to Lanex screen. Effects of foils and plasma down-ramp are included here.
The resulting curve for all slices is shown in Fig. C.2(b). The orange dashed line in the figure shows the result of the optimization routine, which indicates the values inside the plasma. The parameters of the electron beam at the edge of the plasma ramp that are inferred from the optimization routine (orange curve in Fig. C.2(b)) are as follows: $\epsilon_n = 5.4$ mm-mrad, $\sigma_r = 1.1$ $\mu$m, $\alpha = -0.29$, $D_1=134.6$ cm. $D_1$ is the distance between the end of the plasma region and the Be window. The plasma region and $\sigma_r$ evolution are shown in Fig. C.3. The edge of the plasma is at 1 cm in this figure. We can check this number with the linac coordinates in Table C.1 to see if the location of Be window is calculated correctly by the fit. Here, the location of Be window is found by adding the length of plasma region (0.20 m) and $D_1$ (1.34 m) to the linac location of edge of the plasma ramp (1994.78 m), $1994.78 + 0.20 + 1.34 = 1996.33$, which coincides within a centimeter of the measured location of Be window. Given the fit optimizes propagation of beam parameters over 10 m, this accuracy is very good.

Using the equivalent calculation of Chapter 3, where the effect of the ramp and the foils are not taken into account, the optimization routine returns these initial condition parameters ($\epsilon_n$ [mm-mrad], $\sigma_r$ [$\mu$m], $\alpha$) = (30.5, 17, 0.9). The value of 30.5 mm-mrad places this shot in the middle of the distribution in Fig. 3.7(b). If the effect of the foil, but not the ramp is considered, the optimized initial conditions are ($\epsilon_n$ [mm-mrad], $\sigma_r$ [$\mu$m], $\alpha$) = (7.5, 11, 3.47). In other words, where the initial emittance is very low, the measured beam emittance is dominated by the contribution of the foils in the beam path, and the contributions of the down-ramp are much less prominent.

### C.3.1 Emittance of the Drive Beam

The emittance of the drive beam can also be measured with the same techniques. For instance, the Cherenkov diagnostic is used here to measure the emittance of the drive beam in Fig. 3.6(b). The Cherenkov spectrometer has a resolution of $\sigma_x \sim 350$ $\mu$m [72], which is subtracted in quadrature from $\sigma_x$ at every energy. The same optimization routine using the plasma down-ramp and Be and Al form indicates that the emittance of drive beam before
the down-ramp of the plasma is 731 mm-mrad (see Fig. C.4). Additionally, the optimization routine indicates that $\sigma_r \sim 11 \, \mu m$ and $\alpha = 0.4303$ at the same point inside the plasma.

If the optimization is done instead without the use of the foils, but with the effect of the ramp taken into account, $(\epsilon_n \, [\text{mm-mrad}], \sigma_r \, [\mu m], \alpha) = (749, 11, 0.4181)$. In this case, because of the initially large emittance of the drive beam, the additional effect of the foils are fairly minor. On the other hand, if the plasma ramp is removed from the optimization routine, the optimized parameters become $(\epsilon_n \, [\text{mm-mrad}], \sigma_r \, [\mu m], \alpha) = (1629, 119, 1.88)$. In other words, the presence of the ramp makes about a 2x contribution to the measurement of the emittance of the drive beam electrons. This is because the down-ramp acts as a third-lens, and in effect modifies the “object” size and divergence as seen from the QS1-QS2 optical system.

If the effects of the foils and ramps are both removed, as was the case in calculations shown in Chapter 3, $(\epsilon_n \, [\text{mm-mrad}], \sigma_r \, [\mu m], \alpha) = (1732, 121, 1.77)$. Once again, the removal of the foils has some effect on the measurement, but only accounts for about 6% of calculated value.

The emittance value of the portion of the drive beam that loses energy can also be
Figure C.4: Measuring the emittance of the electron beam. (a) Same as Fig. 3.6(b), zoomed in the region of interest. (b) $\sigma_r$ plotted for various energies (blue filled circles) along with the spectra resulting from the optimization of electron beam parameters ($\epsilon_n, \sigma_r$, and $\alpha$) inside the plasma. The effects of the plasma down ramps, and the Be and Al foils are modeled as described above along with the effect of the quadrupoles estimated using this analysis. For this measurement however, it is important to choose a set of data where the injected beam does not overlap with the drive beam electrons. Therefore, the measurement of the emittance of the drive beam were performed for a two-bunch dataset (E200_13054) with the plasma density at $3 \times 10^{16}$ (see Fig. C.5(a)). Once again, double Gaussian fits are used to determine the smaller $\sigma_r$ of two possible values for a fit at each energy on the Cherenkov detector. In this instance, the double Gaussian fit is necessary because the energy loss of a PWFA is double-valued. Therefore, the narrower, lower emittance part of the energy loss – attributed to the back portion of the beam in the blowout regime – is overlapped with the front portion of the beam, which loses the same amount of energy, but is not necessary in the blowout region, and as a result has a larger emittance. The optimized initial values without taking the effect of the ramp or the foils into account are ($\epsilon_n$ [mm-mrad], $\sigma_r$ [$\mu$m], $\alpha$) = (683, 66, 0.06). Once the effect of the foils are included, the initial conditions become ($\epsilon_n$ [mm-mrad], $\sigma_r$ [$\mu$m], $\alpha$) = (584, 56, 0.06). The resulting curve for the latter calculation is shown in Fig. C.5.
Figure C.5: Measuring the emittance of the drive beam electrons that lost energy. (a) Raw image. Color table enhanced to improve the visibility of pinch region at $\sim 14.35$ GeV. the black dotted lines indicate the outer extents of where the fits to the lineouts were performed. (b) $\sigma_r$ plotted for various energies (blue filled circles) along with the spectra resulting from the optimization of electron beam parameters ($\epsilon_n, \sigma_r,$ and $\alpha$) = (584, 56, 0.06) inside the plasma. The effects of the Be and Al foils are modeled as described above along with the effect of the quadrupoles, but not the plasma ramp.

The conditions of ramp in this case are not well known for two reasons: In the case where the laser and axicon are used to preionize the plasma, as is the case in Fig. C.5, the laser intensity is high enough to ionize the down-ramp helium. This results in a modification of the plasma density that is not measured, and depending on the alignment of the laser can have complicated characteristics. On the other hand, in the self-ionized case, the current of the drive beam is much lower than the current of the single bunch electron beam, resulting in head erosion, and therefore the beam likely does not make it to the end of the 130 cm. As previously mentioned, the plasma down-ramp can reduce the measured emittance by about a factor of 2, meaning that the emittance of the drive beam inside the plasma is likely between 200 and 300 mm-mrad.

In summary, the optimization of beam parameters using the features of the spectrometer allow for calculation of the emittance for an electron beam, assuming that the various energies...
have equivalent beam parameters except for energy. This method will provide an upper-bound estimate on the emittance, and a more accurate model will be needed to be developed to estimate the emittance of the beam with accuracy.
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