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We present an analytic study of momentum transport of tokamak plasmas in the vicinity of minimum safety factor ($q$) position in reversed magnetic shear configuration. Slab ion temperature gradient modes with an equilibrium flow profile are considered in this study. Quasi-linear calculations of momentum flux clearly show the novel effects of $q$-curvature on the generation of intrinsic rotation and mean poloidal flow without invoking reflectional symmetry breaking of parallel wavenumber ($k_i$). This $q$-curvature effect originates from the inherent asymmetry in $k_i$ populations with respect to a rational surface due to the quadratic proportionality of $k_i$ when $q$-curvature is taken into account. Discussions are made of possible implications of $q$-curvature induced plasma flows on internal transport barrier formation in reversed shear tokamaks. © 2014 AIP Publishing LLC.

I. INTRODUCTION

Understanding of turbulent momentum transport in tokamak plasmas has been a key research topic over the past decades. This is because of the profound influence of plasma flows (both toroidal and poloidal) on confinement properties of tokamak plasmas. Radial transport of toroidal flow determines the flow profile which has an influence on confinement enhancement by providing the $E \times B$ shear driven by the radial flow gradient. 1,2 Plasma rotation can also stabilize dangerous, magnetohydrodynamics (MHD) instabilities such as resistive wall modes (RWM), which is essential to realize high performance advanced tokamak operation. 3,4

Either external sources, such as neutral beam injection (NBI), or background turbulence (via turbulent Reynolds stress 5,6) can drive plasma flows in tokamaks. The latter, known as intrinsic rotation, 7 has been a focus in confinement physics research for many years because of its potential impact on reactor scale experiments where neutral beams cannot penetrate into the core region. One of the mechanisms of intrinsic rotation generation is by conversion of radial inhomogeneity into $\langle k_i \rangle$ (=spectrally averaged wavenumber in parallel direction) asymmetry driving residual stress. 8

Since background turbulence also gives rise to turbulent momentum diffusivity (viscosity), momentum convection/pinch, as well as playing as a source of intrinsic torque, the final flow profile will be determined by a “balance” between external and intrinsic torques and turbulent momentum conduction and pinch. Momentum pinch itself cannot drive intrinsic rotation; however, it is important for flow profile shaping. Symmetry breaking due to magnetic field curvature and gradient results in momentum pinch in tokamaks. 9–14

Conversion of radial inhomogeneity into $\langle k_i \rangle$ asymmetry requires some symmetry breaking mechanisms 7,8,15–19

Role of mean $E \times B$ shearing in symmetry breaking, hence in off-diagonal momentum flux, was identified by many authors. 16,18 Recently, Gurcan et al. showed how the mean $E \times B$ shear can lead to the reflectional symmetry breaking of $\langle k_i \rangle$ in ion temperature gradient (ITG) turbulence, resulting in finite parallel residual stress. 18 Reflectional symmetry breaking of $k_i$ here means generation of eigenmode averaged wave number $\langle k_i \rangle \neq 0$ by symmetry breaking of eigenmode about a rational surface, i.e., by $\phi^2(x) \neq \phi(-x)$. Turbulence intensity gradient can also induce $\langle k_i \rangle$ symmetry breaking, 19 which may be an important driver of the intrinsic torque near the top of a transport barrier where a strong fluctuation intensity gradient is present. The process of $\langle k_i \rangle$ symmetry breaking by $E \times B$ shear and/or intensity gradient implies a coupling between intrinsic rotation and transport barrier dynamics, such as internal transport barrier (ITB) formation, which involves steep temperature and/or density gradients (i.e., strong radial inhomogeneity) and the strong $E \times B$ shear and/or the fluctuation intensity gradient (i.e., $\langle k_i \rangle$ symmetry breaking). Gyrokinetic simulations have shown the generation of intrinsic rotation from the $\langle k_i \rangle$ symmetry breaking by mean $E \times B$ shear 20–23 and turbulence intensity gradient 20 and up-down asymmetry of equilibrium magnetic topology. 24,25 Gyrokinetic simulations have also shown residual stress from profile shearing effects. 26,27

Apart from the symmetry breaking driven by mean $E \times B$ shear, turbulence can also generate mean poloidal and parallel flows via various other mechanisms. Weiland et al. 28 showed toroidal residual stress generation form by
toroidicity using a fluid theoretical calculation. McDevitt et al. showed from a gyrokinetic analysis that polarization drift may drive intrinsic rotation.\textsuperscript{29,30} The residual stress induced by polarization drift does not require $E \times B$ shear. This was confirmed by Singh et al. who calculated radial quasi-linear fluxes of toroidal and poloidal momentum from a fluid formulation of ITG turbulence.\textsuperscript{31} They also showed that polarization drift does not generate poloidal Reynolds stress. A density gradient can also generate parallel residual stress by producing a shift of eigenmodes due to finite $\rho_s$.\textsuperscript{32} The $\rho_s$ term originates from the divergence of a polarization current when an equilibrium density gradient is present. Due to the development of a strong density gradient at transport barriers, this may be active at transport barriers. Regarding on poloidal flow generation, Singh et al. propose that “($k_i$ symmetry breaking”) ($k_i$ is the radial wavenumber) induces residual poloidal stress. Specifically, they showed that mean parallel flow shear can drive poloidal Reynolds stress by making spectrally averaged (Re$k_i$) finite.\textsuperscript{33} This suggests a coupling of parallel and poloidal flow dynamics. For an overview of toroidal momentum transport theories and phenomenology, the readers are referred to Refs. 33–35.

We note that all previous studies on turbulence induced residual stress have been made in monotonic shear profiles, which possess inherent ($k_i$) symmetry. It is desirable to study turbulent momentum transport in reversed shear (RS) configuration because:

- The presence of $q$-profile curvature brings about inherent $\langle k_i \rangle$ symmetry due to the relation, $k_i \sim s \alpha x$, where $s \alpha$ is the $q$-profile curvature and $x$ is the distance from the rational surface. A recent gyrokinetic simulation clearly shows the effects of $q$-profile curvature on intrinsic rotation generation by this mechanism.\textsuperscript{22}

- Reversed shear configuration promotes ITB formation the dynamics of which is strongly coupled to momentum transport.

It is likely that the first point may shed light on the possible interpretation of recent Alcator C-mod experiments, showing a clear change of intrinsic torque when lower hybrid (LH) waves are applied.\textsuperscript{46} We expect that the $q$-curvature effects will become important as strong LH waves are injected, leading to higher intrinsic torque, as will be shown in this paper. Regarding on the second point, the combined role of the $q$-profile shape and momentum transport in ITB dynamics has been observed in tokamak experiments where ion ITB formation is facilitated when sufficiently strong external torque is delivered by NBI\textsuperscript{37} or strong intrinsic rotation is generated.\textsuperscript{38} Recent gyrofluid simulations have clearly shown the coupling of momentum transport and intrinsic rotation to the ITB dynamics (i.e., formation and back transitions of an ITB and intrinsic rotation-external torque interaction) in RS configuration.\textsuperscript{39,40}

The $q$-curvature effect can be classified as an element of profile shearing effect. The effect of profile shearing is two fold: (1) to produce gradient in turbulence intensity\textsuperscript{59} which can cause residual stress by $k_{\|}$ symmetry breaking that acts at pressure profile curvature region. (2) Eigenmode tilt about the low field side mid-plane $\theta = 0$.\textsuperscript{41–43} which has shown to cause residual stress in global gyrokinetic simulations.\textsuperscript{27} Partial inclusion of profile shear as diamagnetic velocity shear in local flux tube formulation has also revealed residual stress by profile shear.\textsuperscript{26} This effect can also be captured as radial eigenmode asymmetry about a mode rational surface $x = 0$ in simple sheared slab geometry in fluid formulation. q-curvature being one of the element of profile shearing effects may contribute to turbulence intensity inhomogeneity not the sole creator of it though. Also q-curvature is not expected to cause eigenmode asymmetry as can be seen in sheared slab calculations. So q-curvature can alter residual stress in an indirect way via turbulence intensity gradient. The direct effect of q-curvature is via the $x^2$ dependence of $k_{\|}$ which ultimately produces residual stress depending on mode width when turbulence intensity is homogeneous and eigenmode is symmetric. If turbulence intensity gradient is present then one piece of residual stress comes from the $x$ dependence of $k_{\|}$ and the residual stress depends on mode width. q-curvature via $x^2$ dependence of $k_{\|}$ and turbulence intensity gradient can synergistically add a piece of residual stress provided the eigenmode is asymmetric about $x = 0$ which can come from $E \times B$ shear and/or from pressure profile shear (i.e., pressure curvature). Near q-min at ITB in reverse shear configuration the pressure curvature is weak and hence turbulence intensity gradient is very weak, giving an opportunity to cleanly and clearly see the q-curvature effect.

In this paper, we study turbulent momentum transport in RS profile. Specifically, we calculate the effects of $q$-profile curvature on turbulent viscosity and parallel and poloidal Reynolds stresses. ITB exist near q-min in the reverse shear configuration where temperature and density gradients are steep. So curvature effects are expected to be small. Toroidal mode coupling is also weak in a small magnetic shear region around the qmin-surface. Moreover, a negative magnetic shear has strong stabilizing effect on toroidal ITG at low q values,\textsuperscript{44,45} whereas slab ITG growth is independent of sign of magnetic shear. Further ITG mode exhibit a slab-like feature in the negative-sheared magnetic configuration as shown by a gyrokinetic pseudospectral global code GLOGYSTO.\textsuperscript{46} So ITG modes in sheared slab geometry are considered in this work. As mentioned before, the presence of $q$-curvature inherently break the $\langle k_i \rangle$ symmetry, leading to net parallel momentum generation without regard to the $E \times B$ symmetry breaking mechanism. The amount of net momentum generated by the $q$-curvature effect is found to be proportional to the width of the mode, rather than the shift off the rational surface. This effect is particularly notable at minimum q-position where magnetic shear is zero and only the curvature term survives. In general, $q$-profile curvature contributes to all aspects of momentum transport, including turbulent viscosity, parallel and poloidal Reynolds stresses.

The rest of the paper is organized as follows. In Sec. II, we describe the basic formulation. We derive a linear dispersion relation for ITG modes in the presence of $q$-profile curvature. In Sec. III, we calculate eigenmode structures of unstable modes. Section IV is devoted to quasi-linear calculations of momentum flux in the vicinity of $q$-minimum position. After introducing a formulation elucidating the effects
of q-curvature, we calculate parallel and poloidal Reynolds stresses. A particular emphasis is put on the effects of q-curvature and discussions are made of their possible implications on ITB formation. We conclude this paper in Sec. V with a brief summary of main results and some discussions.

II. FORMULATION

We start from a description of a magnetic field near the minimum value of safety factor \( q_{\text{min}} \) in reversed magnetic shear configuration\(^{47} \)

\[
\mathbf{B} = B \left( \hat{z} - \frac{\hat{s}x}{q_0 R} \left( 1 + \frac{\hat{s}k_R}{s} \right) \hat{y} \right),
\]
(1)

where \( \hat{s} = \rho_{q_0}/q_0 \) and \( \hat{s}_d = \rho_{q_0}^d/2q_0 \) are the shear and the curvature of \( q \), respectively, \( q_0 = q_{\min} \) is the \( q \)-value at \( r = r_0 \) with \( r_0 \) being the radial position of a reference surface. \( q_0 \) is not necessarily a rational number. Sheared slab geometry is employed in this paper. The prime and double prime represent the first and second derivatives, respectively, with respect to \( x \equiv r - r_0 \). From Eq. (1), \( k_z \) becomes

\[
k_z = k_x - \frac{k_y k_x L_y}{q_0 R} \left( 1 + \frac{\hat{s}_x k_x}{s} \right).
\]
(2)

In Eq. (2), we normalize \( k_x \) and \( k_y \) to \( L_y \) and \( k_x, x, \hat{s}_d \) to \( \rho_x \) (i.e., \( (k_x, k_y) = (k_x, k_y) L_y \), \( (\hat{s}_d, \hat{s}_y) = (\hat{s}_d, \hat{s}_y) \rho_x \) and \( x = x/\rho_x \)). In this study, we consider the fluid ITG instability. The model equations to describe this instability consist of the conservation of perturbed ion density, parallel momentum, and pressure,

\[
\begin{align*}
\left( \frac{\partial}{\partial t} + x \frac{\partial}{\partial x} \right) \nabla \phi &+ \left( 1 + K \left( 1 - \frac{\rho_x}{L_y} \right) \right) \nabla \phi + \nabla V_0 \phi = 0, \quad (3) \\
\left( \frac{\partial}{\partial t} + x \frac{\partial}{\partial x} \right) p &+ K \nabla \phi + \nabla V_0 p = 0. \quad (5)
\end{align*}
\]

The various quantities in Eqs. (3)-(5) are normalized as \( x = (x-x_0)/\rho_x \), \( \hat{y} = y/y \rho_x, \hat{z} = z/z_L \), \( t = t_c L_y/\rho_x \), \( \phi = (\epsilon \phi/\overline{T}_e) (L_y/\rho_x) \), \( n_i = (\delta n_i/n_0)(L_y/\rho_x) \), \( \phi = (\epsilon \phi/\overline{T}_e) (L_y/\rho_x) \), \( \nabla V_0 \equiv \nabla \phi \equiv \overline{\hat{n}_y} \nabla \phi \), \( V_0 = \nabla n_i/\rho_i \) being the equilibrium density scale length, \( \overline{\nabla} \equiv \sqrt{T_{e0}/m_i} \), \( \rho_x = c_i/\Omega_e \) being the ion-acoustic Larmor radius, and \( t_c = T_{00}/T_0 \) being the ratio of equilibrium ion to electron temperature. Also, various dimensionless parameters are defined as \( \eta_i = L_n/L_T \) with \( L_T^{-2} = \nabla T_{00}/T_{00} \) the equilibrium ion temperature scale length, \( \tau_i = (1 + \eta_i) = \tau_g \), \( \Gamma = \gamma \tau_i \), with \( \gamma \) being the adiabatic index, \( s = L_n/L_y \), \( V_x = (L_y/c_i) V_{x0} \), and \( V_{x0} = (L_y/c_i) V_{x00} \), where \( V_{x0} \) and \( V_{x00} \) are equilibrium \( E \times B \) parallel and flow shear, respectively. In Eq. (3), we keep \( \rho_x^2 = \rho_x/L_y \) terms following Ref. 20. These terms come from the divergence of polarization current in the presence of equilibrium density gradient, separately from the standard vorticity term. Usually, they are small in the standard drift wave ordering. However, they may be considerable inside ITBs due to a strong density gradient there.

Now, we consider perturbations of the form \( f = f_k(x) \exp(ik_y y + ik_z z - i\omega t) \), where \( \omega \) is normalized to \( c_i/L_y \), \( \omega = c_i/\epsilon \). Then, one can derive the following eigenvalue equation in \( \phi_k \) from Eqs. (3)-(5):

\[
\frac{d^2 \phi_k}{dx^2} - \rho_x^2 \frac{d\phi_k}{dx} + U(x, \Omega) \phi_k = 0,
\]
(6)

where

\[
U(x, \Omega) = -k_y^2 + \frac{1 - \Omega}{K + \Omega} + \frac{(k_x/k_y)^2 (K + \Omega)}{(K + \Omega) \left( \Omega^2 - k_y^2 \right)},
\]
(7)

with the definitions \( \Omega = -x \frac{\partial V_x}{\partial x}, \frac{\partial V_x}{\partial x} = \frac{x}{c_i}, \frac{\partial V_y}{\partial x} = \frac{y}{c_i}, \Omega = \omega/k_y \), and \( \omega_{ce} = c_i/L_y \). Equation (7) represents a general form for the effective potential in the presence of q-profile curvature. When \( \Gamma \to 0 \) and \( E \times B \) shearing rate is much smaller than the mode frequency, Eq. (7) becomes

\[
U(x, \Omega) = A_0 + A_1 x + A_2 x^2 + A_3 x^3 + A_4 x^4,
\]
(8)

where

\[
A_0 = -k_y^2 + \frac{k_x - \omega}{KK + \omega} + \frac{k_y^2}{\omega(K + \Omega)},
\]
\[
A_1 = \left( \frac{k_y}{K + \Omega} + \frac{2k_x k_y s}{\omega(KK + \omega)} \right) \frac{k_x}{q_0 R} + \frac{k_y}{q_0 R} \frac{\phi'_x}{K + \Omega},
\]
\[
A_2 = \left( \frac{k_x k_y}{q_0 R} \right) \frac{\phi'_x}{K + \Omega},
\]
\[
A_3 = \left( \frac{k_x k_y}{q_0 R} \right) \frac{\phi''_x}{K + \Omega},
\]
\[
A_4 = \frac{k_x k_y^2}{q_0 R} \frac{\phi''_x}{K + \Omega}.
\]

To make a further analytical progress, we keep terms up to \( x^2 \) in Eq. (8). A higher order calculation keeping the higher order terms can be made by using a perturbation method, as will be described in Sec. III. Defining a new coordinate variable,

\[
\xi = \left( -A_2 \right)^{1/4} \left( x + \frac{A_1}{2A_2} \right)
\]
(9)

and following the methodology in Ref. 20, one can show that Eq. (6) becomes a Weber’s equation

\[
\frac{d^2 \phi_k}{d\xi^2} - \left( -A_2 \right)^{-1/4} \rho_x^2 \frac{d\phi_k}{d\xi} + \left( E - \xi^2 \right) \phi_k = 0,
\]
(10)

where \( E = \left( A_0 - \frac{A_1}{2A_2} \right)^2 \). If we define a new potential variable \( \Phi_k \) as

\[
\Phi_k = \phi_k \exp \left( \frac{1}{2} \left( -A_2 \right)^{-1/4} \rho_x^2 d\xi \right),
\]
(11)
the first derivative term in Eq. (10) can be removed. Then, Eq. (10) reduces to a simpler form

$$\frac{d^2 \Phi_k}{d \xi^2} + (E^* - \xi^2) \Phi_k = 0, \quad (12)$$

where

$$E^* = E - \left(-A_2\right)^{-1/4} \frac{\rho_1^*}{2}. \quad (13)$$

Solutions of Eq. (12) are well-known and given by

$$\Phi_{kl} = \Phi_0 \exp \left(-\frac{\xi^2}{2}\right) H_l(\xi), \quad (14)$$

with

$$E^* = 2l + 1, \quad l = 0, 1, 2, 3, \ldots. \quad (15)$$

Here, $H_l(\xi)$ is the $l$-th order Hermite polynomial. We consider the most dominant, lowest order mode (i.e., $l = 0$) for which the eigenfunction is

$$\Phi_k = \Phi_0 \exp \left[-\frac{1}{2} i \sqrt{A_2} \left(x + \frac{A_1}{2A_2}\right)^2\right]. \quad (16)$$

Then, the corresponding eigenfunction $\phi_k$, Eq. (11), becomes

$$\phi_k = \Phi_0 \exp \left[-\frac{1}{2} i \sqrt{A_2} \left(x + \frac{A_1}{2A_2}\right)^2\right] \exp \left[\frac{1}{2} \rho_1^* \left(x + \frac{A_1}{2A_2}\right)^2\right]. \quad (17)$$

Equation (17) clearly shows that the eigenfunction is shifted off the mode rational surface due to finite $\rho_1^*$, even in the absence of equilibrium shear flow. Making use of the eigenvalue relation, Eq. (13),

$$1 = \left(\frac{A_0 - \frac{A_1^2}{4A_2}}{\sqrt{-A_2}}\right) - \left(-A_2\right)^{-1/4} \frac{\rho_1^*}{2}; \quad (18)$$

leads to the following dispersion relation corresponding to the lowest order eigenfunction:

$$-k^2 + \frac{1 - \Omega}{K + \Omega} \frac{k_0^2}{\kappa_0^2} \frac{V'}{\kappa_0} = \frac{k_0 V'}{\kappa_0 (K + \Omega)}$$

$$-\frac{1}{4} \frac{V'}{K + \Omega} \frac{k_0^2}{\kappa_0^2} \frac{V'}{q_0 R} + \frac{1}{k_0 \Omega (K + \Omega)}$$

$$\times \left(\frac{\kappa_0}{q_0 R}\right)^2 \left\{ \frac{1}{k_0^2 \kappa_0^2} \left(\frac{\kappa_0^2 \kappa_0}{q_0 R}\right)^2 - \frac{2k_0 \kappa_0 \kappa_0}{q_0 R} \left(\frac{\kappa_0^2 \kappa_0}{q_0 R}\right)^{-1} \right\} \left(\frac{\kappa_0^2 \kappa_0}{q_0 R}\right)^{1/2} \quad (19)$$

One may rewrite Eq. (17) as

$$\phi_k = \Phi_0 \exp \left[-\frac{1}{2} i \sqrt{A_2} \left(x + \frac{A_1}{2A_2} - \frac{\rho_1^*}{2\sqrt{-A_2}}\right)^2\right] \times \exp \left[\frac{1}{2} \sqrt{A_2} \left(\frac{\rho_1^*}{2\sqrt{-A_2}}\right)^2\right]. \quad (19)$$

Separation of the real (Re) and imaginary (Im) parts of the phases in Eq. (19) yields a further useful form of the eigenfunction

$$\phi_k = \Phi_0 \exp \left[-\frac{1}{2} \left(x - \frac{\xi - \kappa}{\Delta_k}\right)\right] \exp \left[-\frac{i}{2} \text{Re} \sqrt{A_2} \left(\frac{\Delta_k}{\Delta_2}\right)\right] \times \left(x + \frac{A_1}{2A_2} - \frac{\text{Im} \sqrt{A_2}}{\text{Re} \sqrt{A_2}}\right)^2 \quad (20)$$

where

$$\Delta_k^2 = -\text{Im} \sqrt{A_2} \quad (22)$$

represents the half mode width. From Eqs. (20)–(22), it is clear that $\rho_1^*$ gives rise to the mode shift, while it does not generate Re($k_x$) of the mode. Note that the factor

$$\exp \left\{-\frac{i}{2} \sqrt{A_2} \left(1 + \left(\frac{\text{Re} \sqrt{A_2}}{\text{Im} \sqrt{A_2}}\right)^2 \left(\frac{\text{Im} A_1}{2A_2} + \frac{\rho_1^*}{2\sqrt{-A_2}}\right)^2\right)\right\} \quad (23)$$

has been absorbed in the mode amplitude $\Phi_0$ in writing Eq. (20). It indicates that a turbulence intensity gradient naturally arises because $A_1$ and $A_2$ contain mean plasma profiles. This intensity gradient can lead to $k_1$ symmetry breaking, resulting in the generation of intrinsic rotation.  

### III. EIGENMODE STRUCTURE

In tokamaks, an $(m, n)$ mode ($m$ and $n$ are poloidal and toroidal mode numbers, respectively) can have one or more resonant surfaces depending on the $q$-profile under consideration. In RS configuration, the $(m, n)$ mode has one or two resonant surfaces where $q(t) = m/n$ is satisfied. Figure 1 shows a typical RS profile and position of rational surfaces resonating with $n = 2$. In this particular case, $2 \leq m \leq 3$ modes have two resonant surfaces. Only one resonant surface exists for higher $m$ modes (higher than $m = 11$). In this paper, we focus on double resonant modes which are excited when $q_{min}$ is an irrational number and involve two resonant surfaces. Application of the same methodology to single resonant modes (i.e., $q_{min}$ is a
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γ = 0.7745 are used to produce Fig. 3. The mode shift due to ρ∗ is highlighted in the inset of Fig. 3.

One can make a higher order correction of the eigenvalues and eigenfunctions by employing a perturbation method in a similar way to that being used in quantum mechanics. An example of this higher order calculation is presented in the Appendix where we solve Eq. (6) perturbatively by keeping the quartic term in Eq. (8). Since A1 = A3 = 0 because q = 0 and \( V_E \) = \( V_1 \) = 0 in this case, the potential is symmetric with respect to x = 0.

Now, we consider the general case when the minimum of \( E_r \) well does not coincide with \( r = r_{min} \) position. For analytic tractability of the problem, we assume that the parallel flow shear is relatively weak in the sense that \(-2k_z(K_{k_z} + \omega) \gg \omega k_y V_E^0 \). Under this assumption, one can neglect the last term in the expression for \( A_2 \) in Eq. (8). This allows us to write the eigenfunction in the form of Eq. (20) with the mode shift including \( \rho^\ast \) term

\[
\zeta_{ik} = -\frac{k_y^2 K V_E^0 \omega |\omega|^2}{4|k_y k_z| |K k_y + \omega|^2 s_d L_m} \frac{\rho^\ast |\omega|^2}{2\omega_i} \sqrt{\frac{qR}{2|k_y k_z| s_d L_m}}.
\]

The dispersion relation in this case becomes

\[
-k_y^2 + \frac{k_y - \omega}{K k_y + \omega} + \frac{k_z^2 + \omega}{\omega^2} + \frac{1}{4} \left( \frac{k_y k_z \omega}{K k_y + \omega} \right)^2 \frac{qR}{2|k_y k_z| s_d L_m} - \left( \frac{\rho^\ast}{2} \right)^2 \frac{1}{\omega} \left( \frac{2|k_y k_z| s_d L_m}{qR} \right)^{1/2} = 0.
\] (26)

Figures 4(a) and 4(b) show real (\( \omega_r \)) and imaginary (\( \omega_i \)) parts of the mode frequency as a function of \( k_y \). We use the dispersion relation Eq. (26) with the same parameters as in Fig. 2 with \( V_E^0 = 0.01 \). A comparison of Fig. 4(b) with Fig. 2(b) shows that the growth rate is significantly reduced due to \( V_E^0 \), especially in the high \( k_y \) region; complete stabilization occurs when \( k_y \approx 0.65 \). Figure 5 shows the lowest order eigenfunction for a growing double resonant mode with \( V_E^0 = 0.01 \). The same plasma parameters as in Fig. 2 have been used with \( \omega = -0.40 + 0.517 \). The solid vertical line indicates the mode shift off the reference surface due to \( V_E^0 \). Mode shift (\( \zeta_{ik} \)) and width (\( \Delta_k \)) are \( \zeta_{ik} = 1.085 \) and \( \Delta_k = 9.42 \), respectively.

IV. MOMENTUM FLUX IN THE VICINITY OF \( r = r_{min} \)

In this section, we calculate quasi-linear parallel and poloidal momentum fluxes due to \( E \times B \) and polarization drift in the vicinity of \( r = r_{min} \). Assuming that \( E \times B \) shearing rate is much smaller than the mode frequency, one can derive expressions for fluctuating parallel (\( \delta v_r \)), poloidal (\( \delta v_{\phi p} \)), and polarization (\( \delta v_{\phi p} \)) velocities as

\[
\delta v_r = \frac{1}{c_L} k_z \frac{k_y}{\omega} \left[ -v_r^0 k_y + k_y \left[ 1 - \frac{\omega \phi_p}{\omega} \right] \phi_{r_k} \right],
\]

\[
\delta v_{\phi p} = \frac{1}{c_L} \frac{\omega}{\omega^2} \phi_{r_k},
\]

respectively. Here, \( \omega \phi_p = -\tau \omega k_y \), \( k_z \) is the radial wavenumber, \( k_y = -\partial \ln \phi_{r_k}/\partial \tau \), and \( \omega \) is normalized to \( c_L L_m \), \( \omega = \omega/(c_L L_m) \). Then, it is straightforward to compute quasi-linear momentum fluxes.

A. Spectral average and q-curvature driven momentum flux

Before embarking on actual calculations of momentum fluxes, we first consider the \( \mathbf{k} \)-space average of some quantity, such as \( k_{ij} \), which is crucial to induce residual stress. This is an essential step to elucidate the origin of q-curvature driven intrinsic rotation by \( \langle k_{ij} \rangle \) symmetry breaking, as will be shown shortly.
To proceed, we consider the \( \tilde{k} \)-space summation of a quantity \( Y(k_x, k_y) \) weighted by turbulence intensity \( |\phi_k|^2 \)

\[
Y \equiv \sum_k Y(k_x, k_y)|\phi_k|^2 = \sum_{k_y} \int dk_x Y(k_x, k_y)|\phi_k|^2.
\]  

(30)

Using the definition of \( k_y \) given in Eq. (2), one can convert, for a fixed \( k_x \), the integral variable in Eq. (30) from \( k_y \) to \( x \) giving rise to

\[
Y = -\frac{L_{n0}}{q_0R} \int k_x \left( \langle Y(k_x, k_y) \rangle_x + \langle Y(k_x, k_y) \rangle_{x0} \right).
\]  

(31)

where

\[
\langle Y(k_x, k_y) \rangle_x = \frac{1}{\tilde{x}} \int dx \langle Y(k_x, k_y) \rangle |\phi_k|^2
\]  

(32)

and

\[
\langle Y(k_x, k_y) \rangle_{x0} = 2\tilde{x} \int dx |\phi_k|^2.
\]  

(33)

In Eqs. (31) and (33), we defined \( \langle Y \rangle \) by using absolute values of \( k_x \) and \( x \) in order to make the summation/integration over \( k_y \) \( \langle k_y \rangle \) easier. Note that \( \langle Y(k_x, k_y) \rangle_x \) represents the pure \( q \)-curvature effect—it survives when \( \tilde{x} = 0 \).

Now, we consider the spectral average of \( k_y \). One can immediately derive from Eq. (31) that

\[
\langle k_y \rangle_{k_x} = -\frac{L_{n0}}{q_0R} \int k_x \left[ \langle k_y \rangle_x + \langle k_y \rangle_{x0} \right].
\]  

(34)

The first term in the right hand side (RHS) of Eq. (34) is the net parallel wave momentum gain (i.e., intrinsic rotation) due to turbulence. For a symmetric eigenfunction with respect to \( x = 0 \), this term becomes zero because \( k_y \propto x \).

Thus, some forms of symmetry breaking, such as \( E \times B \) shear or finite \( \rho_s \) are necessary to generate intrinsic rotation out of this. The magnitude of \( E \times B \) shear and ensuing mode shift determine the amount of intrinsic rotation generated by this term.

The second term is new in this paper. It represents the generation of net wave momentum due to generic magnetic configuration, i.e., \( q \)-curvature. Note that this term survives even when turbulence is symmetric about \( x = 0 \). In other words, intrinsic rotation can be generated without invoking symmetry breaking when \( q \)-curvature is finite. The amount of net momentum generation is determined mainly by the width of modes (and amplitudes) in this case; broader modes yields larger intrinsic rotation.

The \( q \)-curvature driven parallel wave momentum generates intrinsic rotation in RS ITB. Thus, \( q \)-curvature can play as another source for intrinsic rotation, in addition to \( E \times B \) shear driven symmetry breaking, the turbulence intensity gradient and profile shearing effect as pressure curvature. However, it must be mentioned that pressure curvature brings inhomogeneity in turbulence intensity and hence profile shearing effects should always be accompanied by turbulence intensity gradient effect. On the other hand, \( q \)-

The curvature may also affect turbulence intensity gradient though very weakly. Since \( \nabla V_y \) contribution to total \( E \times B \) plays a crucial role in ITB formation, as shown in recent gyrofluid simulations, the existence of intrinsic torque due to \( q \)-profile curvature will facilitate the barrier formation in RS plasmas. We also note the scaling \( \langle k_y \rangle \propto \tilde{x} \). This implies that strong RS configuration will provide stronger intrinsic torque which may play a role in expediting the ITB formation.

Similarly, one can evaluate the spectral average of \( k_x \), which arises in the calculation of the poloidal Reynolds stress

\[
\langle k_x \rangle_{k_y} = -\frac{L_{n0}}{q_0R} \int \left[ \langle k_x \rangle \right]_x + \langle k_x \rangle_{x0}.
\]  

(35)

Again, finite \( q \)-curvature contributes to the generation of \( \langle k_y \rangle \), hence the poloidal Reynolds stress, without invoking radial symmetry breaking of eigenmode structures. In Subsections IV B and IV C, we explicitly calculate parallel and poloidal Reynolds stresses coming from this \( q \)-curvature effect.

B. Parallel Reynolds stress

Using Eqs. (27) to (29), one can readily calculate the quasilinear parallel Reynolds stress

\[
\Pi_p = \Pi_p^E + \Pi_p^pol
\]

\[
= \langle \delta V_{Ex}, \delta V_y \rangle + \langle \delta V_{pol}, \delta V_y \rangle
\]

\[
= \left( \frac{c_s \beta_s}{L_{in}} \right)^2 Re \sum_k \frac{k^2_y}{\omega} \left[ -\frac{k_y}{k_x} \left( 1 - \frac{\omega_{pol}}{\omega} \right) \right] |\phi_k|^2,
\]  

(36)

\[+ c_i^2 \left( \frac{n_i}{L_{in}} \right)^3 \left[ Re \sum_k \left\langle V_{pol}^{k'}k_y' k_x' - k_x' k_y' \left( 1 - \frac{\omega_{pol}}{\omega} \right) \right] \right] \times |\phi_k|^2 - \frac{\partial}{\partial T} \left( \frac{\partial \phi_k}{\partial T} \right) \right].
\]  

(37)

Here, \( \Pi_p^E \) [Eq. (36)] and \( \Pi_p^pol \) [Eq. (37)] are parallel Reynolds stresses driven by \( E \times B \) and polarization drift, respectively. It will be instructive to explain the step leading to the last term in Eq. (37). \( \Pi_p^{pol} \) can be written as

\[
\Pi_p^{pol} \sim \left( \frac{\partial \nabla_x \phi_y^s}{\partial \tilde{t}} \right) \sim -\left( \nabla_x \phi_y^s \frac{\partial \tilde{V}_y}{\partial \tilde{t}} \right) + \frac{\partial}{\partial \tilde{t}} \left( \nabla_x \phi_y^s \tilde{V}_y \right).
\]  

(38)

The first (second) term in the RHS of Eq. (38) corresponds to the first (second) term in Eq. (37). We use the capital “\( T \)” in the second term in Eq. (37) to denote that \( \left\langle \nabla_x \phi_y^s \tilde{V}_y \right\rangle \) varies slowly compared to mode frequency (i.e., in transport time scale). In steady states, this term becomes zero.

Equations (36) and (37) show that parallel momentum flux is decomposed of diffusive (i.e., being proportional to \( V_y' \)) and residual (i.e., being independent of \( V_y' \)) components. Let us first consider the diffusive component which
we denote by $\Pi_0^D$. Using Eqs. (32), (33), (36), and (37), one can write $\Pi_0^D$ as

$$\Pi_0^D = -\left(\chi_{\|,E} + \chi_{\|,pol}\right) \frac{dV_0}{dx},$$

where

$$\chi_{\|,E} = -\left(\frac{c_2 \rho_s}{T_m}\right)^2 \Re \sum \left(\frac{|k_j|L_m}{q_0R}\right) k_j^2 \frac{\partial}{\partial \omega} \left((1)_i + (1)_{j}\right),$$

$$\chi_{\|,pol} = c_2^3 \left(\frac{\rho_s}{T_m}\right)^3 \Re \sum \left(\frac{|k_j|L_m}{q_0R}\right) k_j \left[\langle \text{Re} k_{i,j}\rangle + \langle \text{Re} k_{i,j}'\rangle \right].$$

are momentum diffusivity due to $E \times B$ and polarization drift, respectively.

Using the lowest order solution of the eigenfunction, Eq. (20), one can readily calculate $(1)_i$ and $(1)_{j}$, resulting in

$$(1)_i = \hat{s}_i \Delta_k \sqrt{\pi} |\phi_{0k}|^2, \quad (1)_{j} = 2 \hat{s}_d \Delta_k^2 |\phi_{0k}|^2.$$  

Let us now calculate $\langle \text{Re} k_{i,j}\rangle$ and $\langle \text{Re} k_{i,j}'\rangle$ using the lowest order eigenfunction. Since $\langle \text{Re} k_i \rangle = \langle \text{Re} k_i' \rangle$, we calculate $\langle \text{Re} k_i \rangle$. A straightforward calculation yields

$$\langle \text{Re} k_{i,j}\rangle = S_1 \left([x]_i + S_2 \langle z_i \rangle \right),$$

$$\langle \text{Re} k_{i,j}'\rangle = S_1 \left([x]_{j} + S_2 \langle z_{j} \rangle \right),$$

with

$$[x]_i = \hat{s}_i \Delta_k \xi_i \sqrt{\pi} |\phi_{0k}|^2,$$

$$[x]_{j} = 4 \hat{s}_d \Delta_k \xi_{j} \sqrt{\pi} |\phi_{0k}|^2,$$

$$S_1 = -\Re \sqrt{A_k},$$

$$S_2 = \left(\frac{\Re A_1}{2A_2} - \Im \sqrt{A_k} - \frac{\Re A_1}{2A_2}\right).$$

An interesting observation here is that finite $\hat{s}_d$ enhances the momentum diffusivity, scaling as $\Delta_k^2$ in the lowest order. Thus, there is a competition between momentum generation due to residual stress, as will be described shortly, and the transport loss due to the enhancement of momentum diffusivity in the vicinity of $r = r_{\text{min}}$.

Now, we consider the non-diffusive parallel Reynolds stress, denoted by $\Pi_{||}^{\text{res}}$. From Eqs. (36) and (37), one can write $\Pi_{||}^{\text{res}}$ as

$$\Pi_{||}^{\text{res}} = \Pi_{||}^{\text{res}}_E + \Pi_{||}^{\text{res, pol}}$$

$$= \left(\frac{c_2 \rho_s}{T_m}\right)^2 \Re \sum \left(\frac{|k_j|L_m}{q_0R}\right) k_j^2 \frac{\partial}{\partial \omega} \left[1 - \frac{\omega_{\text{pe}}}{\omega}\right]$$

$$\times \left\{\langle k_{i,j}\rangle + \langle k_{i,j}'\rangle \right\}$$

$$+ c_2^3 \left(\frac{\rho_s}{T_m}\right)^3 \Re \sum \left(\frac{|k_j|L_m}{q_0R}\right) k_j \left[1 - \frac{\omega_{\text{pe}}}{\omega}\right]$$

$$\times \left\{\langle k_{i,j}'\rangle + \langle k_{i,j}\rangle \right\}.  \quad (49)$$

Using the definition of $k_i$ and the lowest order eigenfunction, the spectral averages appearing in Eq. (49) can be calculated in a similar way to the diffusive component, giving rise to

$$\langle k_{i,j}\rangle = \frac{k_i}{k_j} (1)_{j} - \frac{L_m}{q_0R} \hat{s}_i (x)_i + \hat{s}_d (x^2)_j, \quad (51)$$

$$\langle k_{i,j}'\rangle = \frac{k_i}{k_j} (1)_{j} - \frac{L_m}{q_0R} \hat{s}_d (x)_j + \hat{s}_d (x^2)_j, \quad (52)$$

with

$$\langle x^2 \rangle_j = \frac{A_k^2 \sqrt{\pi}}{2} - \Delta_k \xi_i \sqrt{\pi} |\phi_{0k}|^2,$$

$$\langle x^2 \rangle_j = 2 \hat{s}_d \Delta_k^2 A_k^2 + 3 \Delta_k^2 \xi_i \sqrt{\pi} |\phi_{0k}|^2.$$  

Equations (51) – (52) indicate two interesting points. First, $\Pi_{||}^{\text{res}}$ can be generated without symmetry breaking (i.e., the radial asymmetry in eigenfunction), as manifested by the term $(k_i/k_j)(1)_j = (k_i/k_j)\hat{s}_d \Delta_k \xi_i \sqrt{\pi} |\phi_{0k}|^2$ in Eq. (51). However, this term is small because $\hat{s}_d \approx 0$ in the vicinity of $r = r_{\text{min}}$. Second, more importantly, finite $q$-curvature generates parallel wave momentum, as manifested by the term $(k_i/k_j)(1)_j$ in Eq. (52).

To illustrate the significance of $q$-curvature driven residual stress in the absence of $E \times B$ shear, we present Fig. 6 where (a) $\langle k_{i,j}\rangle$ and (b) parallel Reynolds stress $\Pi_{||}^{\text{res}}$ are plotted as a function of $L_d/R$. We take $V_x = 0$, while keeping the $\rho_s$ term. Thus, $\rho_s$ is the only source for the symmetry breaking of eigenfunctions in this case. Solid lines correspond to $(k_i/k_j)$ and $\Pi_{||}^{\text{res}}$ without finite $\rho_s$ effect, and dotted lines are those with the $\rho_s$ term. As expected, $\Pi_{||}^{\text{res}}$ decreases as $L_d/R$ increases. One can also observe from Fig. 6 that $\Pi_{||}^{\text{res}}$ due to finite $\rho_s$ induced symmetry breaking is almost negligible in this particular case. Most contributions to $\Pi_{||}^{\text{res}}$ come from the mode width through a quadratic dependence of $k_i$.
to $x$, i.e., $k_i \propto x^2$. This $q$-curvature driven residual stress can provide the initial intrinsic rotation in RS plasmas, hence the seed $E \times B$ shear due to parallel flow shear, which may facilitate the ITB formation. After ITB formation, the intrinsic rotation will be dominated by the turbulence intensity gradient near the ITB head and the symmetry braking driven by strong $E \times B$ shear since $\gamma \approx V_E^2$ in mature ITBs.

Similarly, one can compute the spectral average of $\langle k_i^*k_i \rangle$ in a straightforward manner to calculate $\Pi_{res}^{pol}$. The physical significance of $\Pi_{res}^{pol}$ is that it survives, though smaller than $\Pi_{||,res}$ to the order $\rho_s/L_m$, even without symmetry breaking because $k_{||} \propto x$ and $k_x \propto x$. Here, it suffices to give the expression of $k_i^*k_i$

$$k_i^*k_i = A + Bx + Cx^2 + Dx^3,$$

where the coefficients $A$, $B$, $C$, and $D$ are complex, in general, and are given by

$$A = k_c \left[ \frac{i\xi_k}{\Delta k} + S_1S_2 \right],$$

$$B = -k_c \left( \frac{i}{\Delta k} - S_1 \right) - \frac{k_cL_m}{\rho_s}\frac{A}{q_0R} k_c,$$

$$C = k_cL_m \left[ \left( \frac{i}{\Delta k} - S_1 \right) - \frac{i\xi_k}{\Delta k} + \delta S_1S_2 \right],$$

$$D = \frac{k_cL_m}{\rho_s}\frac{(i}{\Delta k} - S_1),$$

with coefficients $S_1$ and $S_2$ given in Eqs. (47) and (48).

### C. Poloidal Reynolds stress

Using Eq. (28), we can calculate the quasilinear poloidal Reynolds stress

$$\Pi_P = \Pi_P^E + \Pi_P^{pol}$$

$$= \langle \delta v_E \delta v_p \rangle + \langle \delta v_{pol} \delta v_p \rangle$$

$$= \text{Re} \sum_{k_i} \left( \frac{\rho_s}{L_m} \right)^2 k_i \left[ \frac{\left| k_i \right| L_m}{q_0R} \right] \left[ \text{Re}(k_i)\delta + \text{Re}(k_i)\delta_{\parallel} \right],$$

$$- \xi_k^2 \left( \frac{\rho_s}{L_m} \right)^3 \frac{\partial}{\partial T} \left[ \frac{1}{2} \left( \frac{\partial \phi}{\partial x} \right)^2 \right].$$

Here, $\Pi_P^E$ and $\Pi_P^{pol}$ are poloidal Reynolds stress driven by $E \times B$ and polarization drift, respectively. We first note that $\Pi_P^{pol}$, Eq. (54), varies slowly and becomes zero at steady states. So, we discuss $\Pi_P$ only in this subsection. From Eq. (53), it is obvious that $\Pi_P$ survives only when $\langle \text{Re} k_i \rangle \neq 0$. Thus, standing eigenmodes with pure imaginary $k_i$ cannot generate $\Pi_P$. Expressions for $\langle \text{Re} k_i \rangle$ and $\langle \text{Re} k_i \rangle_{\parallel}$ corresponding to the lowest order eigenfunction are given in Eqs. (43) and (44), respectively, with relevant spectral averages and coefficients given in Eqs. (45)-(48).

To study the role of $q$-curvature in $\Pi_P$, we pay our attention to $r = r_{min}$ where $\delta = 0$. Then, $\langle \text{Re} k_i \rangle_{\parallel} = 0$ and only $\langle \text{Re} k_i \rangle_{\parallel}$ survives. When the equilibrium parallel flow shear is low in the sense $-2k_c(Kk_y + \omega) \gg c_kV_E^2$ and $V_E = 0$, one can find that

$$S_1 = \frac{\gamma}{|\omega|^2} \sqrt{\frac{2\left| k_i \right| L_m}{q_0R}} \frac{\delta_{ik}}{\delta_{ik}}.$$  

This yields, in the lowest order,

$$\Pi_P = 4 \sqrt{2\pi} \frac{3}{2} \left( \frac{c_k\rho_s}{L_m} \right)^2 \text{Re} \sum_{k_i} \left[ \left| k_i \right| L_m \right]^{2/3}$$

$$\times \frac{\gamma}{|\omega|^2} \Delta k \xi_k \phi_{\parallel} \phi_{\parallel}.$$  

One can make some interesting observations in Eq. (55). First, $\Pi_P$ is induced only when $k_c$ is finite. So, there will be no $q$-curvature driven poloidal momentum flux when $k_l = 0$, i.e., when $r = r_{min}$ is a rational surface. In this sense, the double resonant modes or the non-resonant modes (i.e., modes that do not have rational surfaces for a given $q$ profile) may effectively drive poloidal momentum flux. This effect, however, should be compensated more or less by the smallness of turbulence amplitude driven by these modes because of the Landau damping, which has not been considered in this paper. Second, $\Pi_P$ requires the finite shift of an eigenmode. Since we assumed that $V_E = 0$, the only source for this mode shift is finite $\rho_s^*$, which is weak prior to ITB formation. However, this mean poloidal flow generation will increase as an ITB forms, due to the increase of $V_E^2$ and $\rho_s^*$ resulting in the increase of $\xi_k$. This may accelerate the ITB formation process by providing poloidal flow contribution to total $E \times B$ shear. Of course, this poloidal momentum flux is to be balanced by neoclassical damping.

### V. SUMMARY AND CONCLUSIONS

In this paper, we performed an analytic study, in the context of the quasilinear theory, of turbulent momentum transport in the vicinity of minimum $q$ position in reversed magnetic shear configuration. Due to short temperature and density scale lengths at ITB at $q_{min}$ in the reverse shear configuration the curvature effects become very weak. Also the toroidal mode coupling is weak in a small magnetic shear region around the qmin-surface. Moreover, a $-ve$ magnetic shear strongly stabilizes toroidal ITG, while the slab ITG growth remains unaffected by sign change of magnetic shear. Hence, sheared slab ITG turbulence with the adiabatic electron response was considered in the presence of equilibrium shear flow. In particular, we focused on the role of finite $q$-curvature, which is generic in RS plasmas, in inducing turbulent parallel and poloidal Reynolds stresses. A summary of the main results in this paper is as follows:

- Finite $q$-curvature $(\delta k)$ changes the eigenmode structure of the ITG mode in the vicinity of $r = r_{min}$ in RS configuration. Both the width $(\Delta k)$ and the shift $(\zeta_k)$ of an eigenfunction are influenced by $\delta k$. 
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Finite $q$-curvature can generically generate net parallel momentum without relying on asymmetry in eigenfunction. The origin of this parallel momentum generation lies in the relation $k \| \propto \delta \xi \delta r$. The amount of net momentum generated by the $q$-curvature effect is proportional to the width, rather than the shift off the rational surface, of the mode.

- $\delta \xi$ enhances the parallel momentum diffusivity, resulting in deterioration of momentum confinement. This increase of outward momentum flux due to $\delta \xi$ is compensated by the $\delta \xi$-induced intrinsic rotation.
- Modes with finite $k \|$ at $r = r_{\text{min}}$ can generate strong residual stress from finite $\delta \xi$. Intrinsic rotation generated by this novel effect should be taken into account in strong RS plasmas, in addition to externally injected momentum by NBI.
- A mean poloidal flow can be generated at $r = r_{\text{min}}$ by unstable modes with finite $k \|$ and $\xi$. This poloidal flow can contribute to the total $E \times B$ flow shear at $r_{\text{min}}$, which may have an influence on ITB dynamics in RS plasmas.

The most important finding in this paper is that finite $q$-curvature plays an important role in momentum transport (both diffusive and non-diffusive) in the vicinity of $r = r_{\text{min}}$, where $\delta \approx 0$. We pointed out that the residual stress and poloidal momentum flux driven by $q$-profile curvature may provide seed rotational shear (both in toroidal and poloidal) in ITB plasmas, possibly facilitating the ITB formation in RS configuration. However, it is unclear how the $q$-curvature driven momentum generation actually impact on RS ITB dynamics because our study is based on a quasi-linear analysis. In this regard, fully nonlinear gyrokinetic or gyro-fluid simulations on this effect will be an interesting future subject.

It was shown that eigenmodes with finite $k \|$ at $r_{\text{min}}$ can effectively drive residual Reynolds stress. These modes correspond to double resonant modes which are excited when $q_{\text{min}} \neq ml/n$ or non-resonant modes. In particular, we note that the presence of non-resonant modes have been attributed to hinder or hamper the ITB formation, even though the physics of the role of nonresonant modes in ITB formation has not been fully elucidated and still remains an issue. This is another interesting issue to study in the future.

In this study, we did not consider Landau damping, which attenuates the mode amplitude with finite $k \|$ at $r = r_{\text{min}}$. So, consideration of Landau damping will result in the reduction of $q$-profile curvature effect. However, main conclusions drawn in this paper will not be affected much even in the presence of Landau damping, though some quantitative changes are expected.

It is likely that finite $q$-curvature effects will be significant in strong RS configuration. However, we point out that our analysis and main conclusions will still be applicable near the profile corner in weak or flat $q$-profiles where $q$-profile curvature is not negligible. In the flat $q$-region, there will be the competition between the reduction of turbulence amplitude due to the Landau damping and the increase of the mode width, which possibly makes our analysis still appreciable.
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**APPENDIX: A PERTURBATIVE CALCULATION OF EIGENFUNCTION AT** $r = r_{\text{min}}$

In this Appendix, we present the first order correction of eigenvalues and eigenfunctions in Eq. (6) by keeping the quartic term in $U(x, \Omega)$, Eq. (2). For simplicity, we assume $\delta = V_x = 0$. Then, using the same procedure in Sec. II, we obtain

$$\frac{d^2 \Phi_k}{d \xi^2} + \left( E^* - \xi^2 + \frac{A_4}{(-A_2)^{1/2}} \xi^4 \right) \Phi_k = 0. \quad (A1)$$

One can solve Eq. (A1) by treating the quartic term in $U(x, \Omega)$ perturbatively, similar to the time-independent perturbation theory in quantum mechanics

$$\phi = \sum_{n=0}^{\infty} \phi_n, \quad E = \sum_{n=0}^{\infty} E_n.$$  

The lowest order solution of Eq. (A1) is given by

$$\Phi_0 = \phi_l(\xi) \exp \left( -\frac{\xi^2}{2} \right), \quad \phi_l = (2l! \sqrt{\pi})^{-1/2}, \quad (A2)$$

with

$$E_{0l} = 2l + 1, \quad l = 0, 1, 2, \ldots. \quad (A3)$$

Then, the first order equation becomes

$$\left( \frac{d^2}{d \xi^2} + E_{0l} - \xi^2 \right) \Phi_1 + \left( E_{0l} + \frac{A_4}{(-A_2)^{1/2}} \xi^4 \right) \Phi_0 = 0. \quad (A4)$$

Taking $\Phi_1 = \sum_{m}^{\infty} a_m \Phi_0^m$, multiplying Eq. (A4) by $\Phi_0^m$ and integrating over all $\xi$ and using the property of self-adjointness of the operator and orthogonality of the set $\{ \Phi_0^m \}$, gives

$$a_m^l (E_{0l} - E_{0l}^m) 2^n n! + E_{0l} \delta_{l,l} 2^n n! + \frac{A_4}{(-A_2)^{1/2}} \left[ 2^{n-4} n! \delta_{l,l+4} + 2^{n-2} (2n-1)! \delta_{l,l+2} + 3.2^{n-2} (2n^2 + 2n + 1)! \delta_{l,l+0} + 2^n (2n+3) (2n+2)! \delta_{l,l-2} + 2^n (2n+3) (2n+1)! \delta_{l,l-4} \right] = 0. \quad (A5)$$

Setting $n = l$ in Eq. (A5) gives the solvability condition of Eq. (A4) which are nothing but the perturbed eigenvalues...
Setting \( n \neq l \) determines \( a_n' \),

\[
a_n' = -\frac{1}{E_0 - E_0''} \frac{A_5}{(A_3)^{3/2}} \left[ 2n^2 - 4n + 2l + 1 \right].
\] (A6)

The corrected eigenvalue up to the first order for \( l = 0 \) radial quantum number is

\[
E_0' = E_0 - E_1',
\] (A8)

which gives the following dispersion relation:

\[
-k^2 + \frac{1}{K + \Omega} + \frac{k^2}{k_2^2 \Omega^2} \left( \frac{\rho_i'}{2} \right)^2 = \frac{1}{k_i \Omega} \left( \frac{2k_i k_s \delta l_m}{q_0 R} \right)^{1/2} - \frac{3}{4} \left( \frac{k_i k_s \delta l_m}{k_2 q_0 R} \right)^{1/2}.
\] (A9)

The eigenfunction corrected up to the first order for \( l = 0 \) radial quantum number is

\[
\phi_0' = \phi_0 + a_2 \phi_2 + a_4 \phi_4.
\] (A10)

Substituting the value of coefficients \( a_n' \) from Eq. (A7) in the above Eq. (A10) gives

\[
\phi_0' = \phi_0 \exp \left( -\frac{\zeta^2}{2} \right) + \frac{A_5}{(A_3)^{3/2}} \left[ \phi_2 \frac{3}{16} (4\xi^2 - 2) + \phi_4 2^{-7} (16\xi^2 - 48\xi^2 + 12) \right] \exp \left( -\frac{\zeta^2}{2} \right),
\] (A11)

where \( \phi_2 = (2n^2) \frac{1}{n!} \xi^{n-1} \). Thus, the total eigenfunction \( \phi \) for the \( l = 0 \) radial quantum number, including the \( \rho_i' \) effect, becomes

\[
\phi_0' = \phi_0 \exp \left( -\frac{\zeta^2}{2} + \frac{1}{2} (A_3)^{-1/4} \rho_i' \xi \right) + \frac{A_5}{(A_3)^{3/2}} \times \left[ \phi_2 \frac{3}{16} (4\xi^2 - 2) + \phi_4 2^{-7} (16\xi^2 - 48\xi^2 + 12) \right] \exp \left( -\frac{\zeta^2}{2} + \frac{1}{2} (A_3)^{-1/4} \rho_i' \xi \right).
\] (A12)