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Part I. Introduction and Motivation of the Work
Glasses can be made of virtually all the elements of the periodic table, provided that a melt is cooled fast enough from the liquid state. In addition, unlike crystalline materials that have fixed compositions, glasses do not have to obey any given stoichiometry, namely, its constituents can be present in variable proportions. For all these reasons, the number of possible glass compositions is virtually infinite, even for a given family of materials (e.g., modified aluminosilicate glasses). Although such a large compositional space offers limitless opportunities to develop novel glasses with improved functionalities, it also comes with some challenges, since the large number of possible compositions render traditional “trial and error” Edisonian approaches poorly efficient. Such conventional methods often require hundreds of thousands of experiments or large amounts of simulations, which often ends up in only a narrow composition range being explored. Overcoming the limit of empirical approaches of glass design requires the development of accurate and transferable predictive models linking glasses’ composition and structure to their macroscopic property. This is the primary goal of this thesis.

Although several properties of glasses can be relevant for various applications, we focus in the following on understanding the effect of composition and structure on:

1) Chemical reactivity in aqueous solutions, which characterizes the durability of glasses when exposed to water or humid conditions,

2) Hardness, which characterizes the resistance of glasses to permanent deformations, and,
3) Relaxation, which arises from the intrinsic non-equilibrium nature of glasses.

Studying composition–mechanical properties relationships is important for various applications, including smartphone screens. It is complicated by the fact that even simple properties like the stiffness often exhibit some non-linearity with respect to composition. In addition, existing models usually lack a physical basis or are limited to a narrow range of compositions. Understanding glass reactivity in aqueous conditions is critical for various applications, including bioactive glasses and nuclear waste immobilization glasses. The development of such models is traditionally complicated by a lack of knowledge regarding the mechanism of glass’ reactivity and dissolution. Finally, understanding, predicting, and controlling glass relaxation is important for the manufacturing of large display glasses for LCD or OLED screens, as any small variation in the dimension of the glass can result in undesirable pixel misalignments.

To achieve these goals, our approach relies on two main ingredients:

1) Atomistic molecular dynamics (MD) simulations, which can be used to access the atomic-scale details of glasses, which is usually “invisible” to most experimental techniques.

2) Topological constraint theory (TCT), which reduces complex atomic networks into simpler mechanical trusses, which permits to describe the important role of the atomic topology on glasses’ macroscopic properties while filtering out less relevant structural details.
As a key novelty, the present thesis applies for the first time the reactive potential ReaxFF to glasses. Unlike conventional classical force-field used for molecular dynamics, ReaxFF can handle charge transfers among atoms and adjust the energy of interaction among atoms based on their local environments, which makes it possible to study reactivity as well as the role of coordination defects in glasses. In turn, ReaxFF is significantly less computationally demanding than quantum-based \textit{ab initio} approaches. As such, reactive potential like ReaxFF open new possibilities in the modeling of glasses and come with great promises for the future.
Part II. Background: Molecular Dynamics and Topological Constraint Theory

Molecular dynamics (MD) in general and two specific types (classical MD & reactive MD) are introduced in detail first in this Part. All the simulation methods that are later used are introduced. Above all, molecular dynamics (MD) in general is explained first.

(i) Introduction to MD in general (specific types includes such as classical MD and reactive MD).

(ii) Classical MD, used in mechanical-composition relation.

(iii) Reactive MD, used in reactivity-composition relation.

Topological constraint theory (TCT) is introduced thereafter.

2.1 Introduction of Molecular Dynamics (MD)

Molecular dynamics (MD) numerically integrates Newton’s equations of motions for a system of particles. Starting with an initial configuration, the system is equilibrated before various time-averaged properties can be measured. Here is a summary of the four steps that MD follows to iterate through time.

(i) Start with a particle configuration, with known positions and velocities.

(ii) Calculate the forces on all particles with empirical potential.

(iii) Calculate the acceleration of all particles with Newton’s second law.

(iv) Integrate Newton’s equations of motions to obtain new positions and velocities, then return to step (i).

Following diagram in Figure 1 illustrates the iteration process that allows molecular dynamics to move particles through time.
2.1.1 Classical MD—Jakse potential

Classical MD is an efficient and widely used way to explore non-reactive systems. With a fixed atom charge, classical MD maintains focus on atomic structure therefore save valuable computational time.

Potential and parameterization

Jakse potential is the most popular potential used for CAS glass system. The interatomic potential is in the following form:

\[
U_{ij}(r_{ij}) = \frac{q_i q_j}{4\pi\epsilon r_{ij}} + A_{ij} \exp\left(\frac{\sigma_{ij} - r_{ij}}{\rho_{ij}}\right) - \frac{C_{ij}}{r_{ij}^6} + \frac{D_{ij}}{r_{ij}^8}
\]

Equation 1

where \( i \) and \( j \) are atom numbers, \( r_{ij} \) is the distance between atom \( i \) and atom \( j \). \( A_{ij}, \sigma_{ij}, \rho_{ij} \) and \( D_{ij} \) are the parameters of the potential. Recently Jakse re-parameterize the potential based on the ab initio calculation\(^1\). The new sets of parameters are tabulated in the following table. In order to better understand the role of inter-atomic potential on glass property and study the relative quality between different potentials, Matsui’s potential is also studied consistently with Jakse potential. The following two tables (
Table I and Table II) are the parameterizations of both Jakse and Matsui potentials both take the form of
\[ U_{ij}(r_{ij}) = \frac{q_{ij}}{4\pi\epsilon r_{ij}} + A_{ij}\exp\left(\frac{r_{ij} - r_{ij}}{\rho_{ij}}\right) - \frac{c_{ij}}{r_{ij}^6} + D_{ij}/r_{ij}^8 \] Equation 1.

### Table I: Two-body parameters for Matsui’s potential.

<table>
<thead>
<tr>
<th>Pair</th>
<th>A_{ij}(kcal/mol)</th>
<th>\rho_{ij}(\text{Å})</th>
<th>\sigma_{ij}(\text{Å})</th>
<th>C_{ij}(kcal/mol)</th>
<th>D_{ij}(kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O–O</td>
<td>0.275993</td>
<td>0.27</td>
<td>3.643</td>
<td>1962.231</td>
<td>0.0</td>
</tr>
<tr>
<td>O–Si</td>
<td>0.160996</td>
<td>0.16</td>
<td>2.5419</td>
<td>1067.63</td>
<td>0.0</td>
</tr>
<tr>
<td>O–Al</td>
<td>0.171995</td>
<td>0.17</td>
<td>2.6067</td>
<td>797.366</td>
<td>0.0</td>
</tr>
<tr>
<td>O–Ca</td>
<td>0.177995</td>
<td>0.17</td>
<td>2.9935</td>
<td>974.51</td>
<td>0.0</td>
</tr>
<tr>
<td>Si–Si</td>
<td>0.045998</td>
<td>0.04</td>
<td>1.4408</td>
<td>580.887</td>
<td>0.0</td>
</tr>
<tr>
<td>Si–Al</td>
<td>0.056998</td>
<td>0.05</td>
<td>1.5056</td>
<td>433.839</td>
<td>0.0</td>
</tr>
<tr>
<td>Si–Ca</td>
<td>0.062998</td>
<td>0.06</td>
<td>1.8924</td>
<td>530.221</td>
<td>0.0</td>
</tr>
<tr>
<td>Al–Al</td>
<td>0.067998</td>
<td>0.06</td>
<td>1.5704</td>
<td>324.01526</td>
<td>0.0</td>
</tr>
<tr>
<td>Al–Ca</td>
<td>0.073998</td>
<td>0.07</td>
<td>1.9572</td>
<td>395.9991</td>
<td>0.0</td>
</tr>
<tr>
<td>Ca–Ca</td>
<td>0.079998</td>
<td>0.08</td>
<td>2.344</td>
<td>483.975</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Table II: Two body parameters for Jakse potential.

<table>
<thead>
<tr>
<th>Pair</th>
<th>A_{ij}(kcal/mol)</th>
<th>\rho_{ij}(\text{Å})</th>
<th>\sigma_{ij}(\text{Å})</th>
<th>C_{ij}(kcal/mol)</th>
<th>D_{ij}(kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O–O</td>
<td>0.276344</td>
<td>0.26</td>
<td>3.64</td>
<td>1959.372</td>
<td>0.0</td>
</tr>
<tr>
<td>O–Si</td>
<td>0.16120</td>
<td>0.15</td>
<td>2.54</td>
<td>1066.0667</td>
<td>0.0</td>
</tr>
<tr>
<td>O–Al</td>
<td>0.172715</td>
<td>0.16</td>
<td>2.60</td>
<td>796.2097</td>
<td>0.0</td>
</tr>
<tr>
<td>O–Ca</td>
<td>0.17732</td>
<td>0.17</td>
<td>2.99</td>
<td>973.0907</td>
<td>0.0</td>
</tr>
<tr>
<td>Si–Si</td>
<td>0.027634</td>
<td>0.04</td>
<td>1.44</td>
<td>580.030</td>
<td>0.0</td>
</tr>
<tr>
<td>Si–Al</td>
<td>0.057571</td>
<td>0.05</td>
<td>1.50</td>
<td>433.2063</td>
<td>0.0</td>
</tr>
<tr>
<td>Si–Ca</td>
<td>0.062177</td>
<td>0.06</td>
<td>1.89</td>
<td>529.445489</td>
<td>0.0</td>
</tr>
<tr>
<td>Al–Al</td>
<td>0.066783</td>
<td>0.06</td>
<td>1.57</td>
<td>323.548</td>
<td>0.0</td>
</tr>
<tr>
<td>Al–Ca</td>
<td>0.073691</td>
<td>0.07</td>
<td>1.95</td>
<td>395.425476</td>
<td>0.0</td>
</tr>
<tr>
<td>Ca–Ca</td>
<td>0.080600</td>
<td>0.08</td>
<td>2.34</td>
<td>483.27068</td>
<td>0.0</td>
</tr>
</tbody>
</table>
2.1.2 Reactive potential—ReaxFF

Unlike classical MD where charges are fixed for atoms, ReaxFF dynamically attribute charges among atoms, hence able to model chemical reaction. In addition, it is an extremely efficient method which is about 1 million times faster than \textit{ab initio} quantum molecular dynamics calculations.

\textit{Introduction to ReaxFF}

ReaxFF\textsuperscript{2} is a reactive force field, based on a dynamic bond order, which is determined on the fly with respect to the instantaneous bond distance. The concept of bond distance to bond order relationship was first introduced by Tersoff\textsuperscript{3} and, later, implemented within carbon environment by Brennan\textsuperscript{4}. ReaxFF is based on this concept and formulates the potentials as functions of bond orders, while the bonds are allowed to dynamically form and dissociate. As such, in contrast to conventional classical inter-atomic potentials, the framework of ReaxFF allows chemical reactions to be properly described. In addition, the parameters of ReaxFF are fitted and optimized against an extensive database of quantum mechanics calculations and experimental data. All together, these features enable the simulations of large atomic systems, in complex chemical environments, with a computational cost comparable to that typically required by classical force fields.

The span of successful applications of ReaxFF includes a broad range of carbon-based systems\textsuperscript{5–7}, silicon and silicon oxide (crystal structures) systems\textsuperscript{2,8}, titania\textsuperscript{9,10}, aluminum and aluminum oxide systems\textsuperscript{11}, etc. ReaxFF has also been shown to accurately
describe the hydration of systems such as calcium–silicate–hydrates\textsuperscript{12–14}, and the mechanical properties of various materials\textsuperscript{15–18}. In addition to crystalline solids, ReaxFF has been used to study the glassy silica–water interface\textsuperscript{19} and organosilicate glasses\textsuperscript{20}. In fact, the application of ReaxFF to silicate glasses is especially attractive, as their structure, which, in contrast to crystals, is not a priori known, remains poorly understood. However, non-crystalline structures are usually not taken into account during the development of potentials. As such, it remains unclear whether ReaxFF, primarily parameterized versus crystalline networks, can produce realistic glasses. Simulation of glasses is also particularly challenging, as simulated glasses are typically produced by quenching a system from its liquid state, thereby mimicking the experimental procedure used to form glasses. Indeed, such a methodology requires the used potential to offer a realistic description of the solid as well as the liquid and supercooled liquid states. As such, there is a need to assess in details the ability of reactive potentials like ReaxFF to predict realistic structures for glassy materials.

The validation of ReaxFF potential is done by, first introducing the potential and its parameterization; second analyzing potential performance on fundamental systems such as silica and silicates with modifiers. The validity of further application of ReaxFF on the study of reactivity on fly ashes and cement is based on these preliminary assessments.

\textit{ReaxFF and its parameterization}

ReaxFF partitions the total energy of an atomic system $E_{\text{system}}$ into several energy components\textsuperscript{21}:
\[ E_{\text{system}} = E_{\text{bond}} + E_{\text{over}} + E_{\text{under}} + E_{\text{lp}} + E_{\text{val}} + E_{\text{pen}} + E_{\text{torsion}} + E_{\text{conj}} + E_{\text{vdWaals}} + E_{\text{Coulomb}} \]  

Equation 2

where the components include, following the order above, bond energy, over-coordination energy, under-coordination energy, lone electron pairs energy, valence angle energy, penalty energy, torsion energy, conjugation energy, van der Waals energy and Coulomb potential energy. The prominent feature separating ReaxFF from conventional classical force fields is that the covalent interactions (e.g., bond energy, valence angle energy, torsion energy, etc.) are determined from a dynamic bond order, which is updated continuously from the instantaneous interatomic distances during a simulation\(^2\).

In particular ReaxFF is able to formulate single, double and triple bonds (\(BO^\sigma, BO^\pi, BO^{\pi\pi}\)), each has separated dependence on the distance and different dissociation energies. The bond energy \(E_{\text{bond}}\) can be described by the following form:

\[ E_{\text{bond}} = -D_{\text{e}}BO^\sigma \exp\left[p_{\text{be},1}\left(1 - (BO^\sigma)^{p_{\text{be},2}}\right)\right] - D_{\text{e}}^{\pi}BO^\pi - D_{\text{e}}^{\pi\pi}BO^{\pi\pi} \]  

Equation 3

where \(D\) and \(p\) are bond energy parameters and can be found in Ref. 2. This allows ReaxFF to capture the dynamics of bond forming and breaking processes, which is required to simulate chemical reactions. The form of the function used for the bond order in ReaxFF also ensures that the covalent interactions disappear smoothly upon bond dissociation, after which only the non-bonded and Coulomb interactions play a role.

In addition, an implemented charge equilibration (QEq) method\(^{22,23}\) allows the atom charges to be assigned dynamically. As such, the charge of an individual atom depends on its environment (e.g., its coordination number). This is a very attractive feature for glassy materials, as the coordination number of the atoms (like B or Al) can show some variability\(^{24,25}\). On the contrary, conventional classical force fields maintain constantly
the full or partial charges for each element. The QEeq method also provides the convenient feature of having finite atom sizes, which shields Coulomb interactions at short distances and resolves the difficulties encountered by excluding the Coulomb interaction for dynamically bonded atoms. Similar short distance shielding is applied to van der Waals term as well\textsuperscript{21}.

ReaxFF also includes energy terms to account for various bond natures. The over-coordination is compensated by penalty energy ($E_{\text{over}}$) while $E_{\text{over}}$ accounts for $\pi$ electron between the bonded under-coordinated atoms. Furthermore, an additional energy penalty term $E_{\text{pen}}$ is superimposed to ensure the stability of the system when two double bonds are sharing an atom in a valence angle. The heat of formation for non-conjugated closed shell molecules is reproduced through $E_{\text{conj}}$ term. To determine all the parametric values used in ReaxFF, the parameters set is optimized against a large database containing data from quantum chemical calculations of both molecular and crystal systems, as well as from experiments. More details of these energy terms can be found in Ref. \textsuperscript{2}.

2.2 Introduction of Topological Constraint Theory (TCT)

A glass’s response to mechanical stress is controlled by the topological of the disordered atomic network. Topological constraint theory can capture such features of atomic topology, while filtering out the details that do not significantly affect the macroscopic properties.
Figure 2: (a) The three rigidity states of a mechanical truss. (b) Schematic of the methodology used to compute the number of active BS and BB constraints through molecular dynamics simulations.

TCT, introduced by Philips\textsuperscript{26}, originally focused on the prediction of glass-forming domains of composition. Phillips predicted that the glass forming ability is optimal when the number of constraints acting between the atoms equals the number of atomic degrees of freedom. For network glasses, the constraints comprise: (1) the radial 2-body bond stretching (BS) interactions, maintaining the bond length fixed around their average values, and (2) the angular 3-body bond-bending (BB) interactions, which constrain the bond-angles. Starting from atoms having three translational degrees of freedom, each independent constraint removes one internal degree of freedom of the atomic network. As stated by Maxwell criterion of stability for mechanical trusses, atomic networks are flexible (under-constraint), stress-rigid (over-constraint), or isostatic (statically determinate), when the number of constraints per atom $n_c$ is lower, higher or equal to three respectively. Here, the optimal glass forming ability is obtained for isostatic compositions.
This methodology will be applied to determine the rigidity of both crystalline and glassy materials. While there exists a vast range of compositions, and different atomic orderings for the same chemical composition, only a limited number of simulations are required to determine how many constraints are created by each atomic species (i.e. Si, O, Al, Na, Ca, K). Once such constraint data is available through molecular dynamics, number of constraints per atom $n_c$ can be analytically calculated for any given glassy or crystalline composition.
Part III. Validation of the Interatomic Potentials

This Part is dedicated for validating the MD potentials that are used for further investigation of glass properties. ReaxFF in particular, is given extra attention due to its relative new existence.

Reactive potentials, like ReaxFF, are becoming increasingly popular and are expected to bridge the gap between \textit{ab initio} and classical molecular dynamics simulations. Yet, their applicability to glassy materials remains poorly understood. Here, by simulating a silica glass and a sodium silicate glass with both ReaxFF and conventional classical potentials, we critically assess the ability of reactive potentials to offer accuracy equivalent or superior to that of classical potentials in describing the structure and properties of glassy silicates.

3.1 Silica Glass

Here, we focus on glassy silica, which serves as a structural basis for various multi-component silicate glasses of both industrial and geological interests\textsuperscript{27}. By following a consistent procedure to form the glass, the outcome of the ReaxFF potential is compared to that of a conventional classical force field. ReaxFF is shown to offer realistic description of silica glass.

3.1.1 Glass Preparation

All simulations in this study are performed using the LAMMPS package\textsuperscript{28}. The ReaxFF potential is implemented through the user-reaxc package. The outcome of ReaxFF are compared to that of classical molecular dynamics (MD), relying on the well-established
BKS potential\textsuperscript{29}, the potential which is probably the most commonly used for silica. Various potentials have been proposed before; each having their own advantages. Nonetheless, the BKS potential remains the most commonly applied potential, thanks to its simple formulation. Although we keep in mind that some superior force fields are available, such as polarizable interatomic force fields\textsuperscript{30}, they usually have more complex forms and, therefore, come with higher computational cost. On the other hand, despite its simplicity, the BKS potential has been shown to produce a realistic bulk structure for silica\textsuperscript{31,32}. Here, we use a modified version of the original BKS potential, with a short-range cutoff 5.5 Å and long range Coulomb interaction cutoff 10.0 Å\textsuperscript{33}.

Three methods are tested in this study. (1) A glass is formed via quenching a liquid from 4000K to 300K fully using ReaxFF (ReaxFF method). (2) A glass is formed via quenching a liquid from 4000K to 300K fully using the BKS potential (classical method). (3) A glass is first formed via quenching a liquid from 4000K to 300K using the BKS potential, then equilibrated at 300K with ReaxFF (hybrid method). Here, the hybrid method is tested as a potential option to avoid the higher computational cost of ReaxFF with respect to usual classical MD during the cooling phase.

More specifically, SiO\textsubscript{2} units (4536 atoms) are first randomly distributed inside a cubic box, by ensuring no unfavorable overlap between the atoms. Then, we assure the loss of the memory of the initial configuration by melting the system at 4000K for 100ps. The silica glasses are then prepared by linearly reducing the temperature of the system, from 4000K to 300K. The formed glass is subsequently equilibrated at 300K for an
additional 1ns, although no additional relaxation is observed at this point. The NPT ensemble, ensuring a zero pressure, is applied throughout the process. In the case of the hybrid method, a glass is first produced with the BKS potential by cooling the liquid from 4000K to 300K, before being subsequently relaxed with the ReaxFF potential at 300K for 1ns. This length of time was found to be sufficient to ensure the equilibration of both the energy and the volume of the system. Due to the high bonding energy of SiO$_2$, we do not observe any changes in the connectivity of the network, that is, no bond is broken or created during the relaxation process at 300K. Note that a consistent cooling rate of 1 K/ps is used for all the three methods. Previous studies have shown that such a cooling rate is sufficient to obtain a realistic glass structure$^{33-35}$, even though it is considerably higher than those used in experiments. Note that cooling rates as high as 5-to-10 K/ps are commonly used in MD simulations, due to the computational cost of the technique. The effect of the cooling rate has recently been carefully evaluated$^{36}$ and, although the density and thermal expansion appear to be affected, most of the structural features of the glass remain unchanged.
3.1.2 Results

Medium-range order

![Figure 3: Computed neutron structure factors of the simulated glasses, as prepared with the ReaxFF, hybrid and classical methods (lines). The results are compared each with the same data from diffraction experiments.](image)

To assess the simulated structures of silica glass, we first compute the neutron structure factor $S_N(Q)$ by calculating the Fourier-transform of the partial pair distribution functions (PDF) $g_{ij}(r)$. The spurious ripples at low $Q$ caused by the finite cutoff used during the Fourier-transform are suppressed by applying a Lorch-type window function. The obtained neutron structure factors are shown in Figure 3, and compared with results from diffraction experiments.

As shown in Figure 3, we observe a very good overall agreement in the high $Q$ range for all the three methods, which suggests a well-reproduced short-range structure. In low $Q$ range, however, some discrepancies are observed around 1.5 Å$^{-1}$ at the first
sharp diffraction peak (FSDP), which suggests that these three methods predict slightly different medium-range orders. Specifically, the BKS potential presents a shift of the FSDP to larger $Q$ values with respect to what is obtained experimentally, whereas the ReaxFF method predicts a slightly smaller value. We also note that the structure obtained with the hybrid method is similar to that of ReaxFF at large $Q$, whereas in the low $Q$ region, the FSDP remains reminiscent of that of predicted by the BKS potential.

Table I. Computed densities of the simulated glasses, as prepared with the three methods. The results are compared with the experimental density.

<table>
<thead>
<tr>
<th>Density (g/cm$^3$)</th>
<th>Classical</th>
<th>Hybrid</th>
<th>ReaxFF</th>
<th>Experiment$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.22</td>
<td>2.34</td>
<td>2.18</td>
<td>2.20</td>
</tr>
</tbody>
</table>

$^a$Experimental density is from Ref. 40.

In fact, these discrepancies are manifested in the density of the formed glasses, which are tabulated in Table I. Computed densities of the simulated glasses, as prepared with the three methods. The results are compared with the experimental density. A strong correlation between the position of the FSDP ($Q_{FSDP}$) and the density has been noted in previous studies, i.e., larger $Q_{FSDP}$ implies a smaller distance of structural repetition and, hence, higher density, and vice versa$^{11}$. Such a trend is in accordance with what is observed in the present study. Here, the density predicted by the ReaxFF method is slightly lower than the experimental value, while the classical method gives a slightly higher prediction. The levels of deviation of these two methods are on the same level, at about 0.02 g/cm$^3$. We note that the hybrid method, on the other hand, produces a larger deviation of 0.14 g/cm$^3$. Although the level of agreement is similar for the ReaxFF and BKS potentials, it is worthwhile to point out that the BKS potential used in the study has
been specifically parameterized to reproduce the density of glassy silica and, for instance, would not predict a correct density for quartz with the same cutoff. On the contrary, ReaxFF is expected to be transferable to a large number of compounds, in various chemical environments. Hence the fact that the ReaxFF method yields the same level of agreement as compared to BKS is encouraging.

**Short-range order**

![Figure 4: Computed total correlation functions of the simulated silica glasses, as obtained by the three methods (circles). The results are compared with the same experimental data (solid lines), obtained by neutron diffraction\(^3\). For each method, the calculated \(R_\chi\) factors are shown.](image)

Although it contains the same level of information as the structure factor, the total correlation function (TCF) emphasizes the short-range order. As such, both of them should be compared to experiments to assess the quality of a potential. The TCFs, as calculated for the glasses obtained by the three considered methods, are shown in Figure 4. It is worth noting that the diffraction instruments used in experiments have a finite scattering wave vector (\(Q_{\text{max}}\)). Hence, for meaningful comparisons, we broaden the calculated TCFs using the method described by Wright\(^4\).
To assess the level of agreement between the computed and experimental TCFs, we adopt Wright’s method and calculate the $R_x$ factor between 1Å and 8Å, which is given by the following equation:

$$R_x = \left[ \frac{\sum_{i=1}^{n}(g(r)-g_{ref}(r))^2}{\sum_{i=1}^{n}(g_{ref}(r))^2} \right]$$

Equation 4

where $g_{ref}(r)$ is the experimental TCF and $n$ is the total number of points for the TCF. Considering that a $R_x$ factor of less than 10% is typically considered to represent a good agreement, we note that all the three methods provide a realistic overall structure, with $R_x$ factors around 6% to 7%. However, when averaged on all pairs of atoms, TCFs and structure factors usually reveal to be largely unaffected by the details of the potentials.25 A more detailed analysis of the environment of each atom is therefore required.

**Table II: Computed average Si–O bond lengths for three methods, compared with available experimental values.**

<table>
<thead>
<tr>
<th></th>
<th>Classical</th>
<th>Hybrid</th>
<th>ReaxFF</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Si–O Bond Length (Å)</td>
<td>1.616</td>
<td>1.613</td>
<td>1.615</td>
<td>1.608$^a$/1.610$^b$</td>
</tr>
</tbody>
</table>

$^a$ Experimental Si–O bond length is from Ref. 37.

$^b$ Experimental Si–O bond length is from Ref. 43.

In order to gain more insight into the short-range structure, partial pair distribution functions (PDFs) are calculated for Si–O, O–O and Si–Si pairs. The first peak of the partial PDFs, as shown in Figure 3–5, corresponds to the first coordination shell of each element, and allows us to calculate the average inter-atomic bond distances. We note that, for both the Si–O and O–O PDFs (Figure 5 and Figure 6) no significant differences
are observed among the three methods. All the three methods also have an average bond length that is in excellent level of agreement with experiments (see Table II).

![Figure 5: Computed Si–O pair distribution functions, as obtained by the three methods. Available experimental values of the average Si–O bond length are represented by solid vertical lines. Note that, here, the spread of the experimental values is too small to be visible.](image1)

![Figure 6: Computed O–O pair distribution functions, as obtained by the three methods. The experimental value of the average O–O bond length is represented by a solid vertical line.](image2)
The coordination number of each species is calculated by directly enumerating the number of neighbors of each atom, with a distance cutoff defined by the first minima after the main peak of the PDFs. The results are shown in Table II. Overall, we find a good agreement with experimental observations, as all methods predict a realistic tetrahedral environment for Si atoms, with a coordination number of around 4.10.

Table III: Computed coordination numbers of Si atoms, compared with the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Classical</th>
<th>Hybrid</th>
<th>ReaxFF</th>
<th>Experiment\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>Coordination Number</td>
<td>4.00</td>
<td>3.99</td>
<td>3.99</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Experimental coordination number is from Ref. 40.

On the contrary, a noticeable difference among the three methods is observed for the Si–Si PDF. As shown in Figure 7, the three methods predict significantly different shapes and average values for the first peak of the PDF. First, in agreement with previous studies\textsuperscript{32}, the BKS potential (classical method) predict a largely symmetric distribution, centered on 3.11 Å. In contrast, both the ReaxFF and the hybrid methods show an asymmetric distribution, centered at lower distances. We note, however, that the hybrid method features a more pronounced shoulder around 3.13 Å, reminiscent of the distribution obtained by the classical method. Since the three methods predict a similar Si–O bond length, the present difference observed in the average Si–Si distance...
obviously arises from differences in the Si–O–Si (inter-tetrahedral) bond angle. It is therefore useful to take a closer look at the Si–O–Si angular distribution.

Figure 7: Computed Si–Si pair distribution functions, as obtained with the three methods. The vertical lines indicate available experimental data of the average Si–Si bond distance, calculated from the experimental Si–O–Si average angles\textsuperscript{44–46} and Si–O distances\textsuperscript{37}.

**Bond angle distributions**

As expected, the Si–O–Si bond angle distributions (BADs), as shown in Figure 6, also show different shapes and averages values. In agreement with previous studies\textsuperscript{32}, the BKS classical potential predicts a symmetrical distribution, centered on 152°. In contrast, the ReaxFF potential predicts an asymmetrical distribution, with an average value shifted to lower angle. The hybrid method, once again, retains some features from both the classical and ReaxFF methods, which manifests by an asymmetric distribution featuring a pronounced shoulder reminiscent from the peak predicted by the classical method. Overall, based on the average value of the angle, we observe a reasonable agreement with the available experimental data for ReaxFF. We also note that the
distribution produced by the classical method has a full width at half maximum (FWHM) similar to that obtained from standard X-ray diffraction (XRD) (see Table IV), but significantly larger than that obtained by nuclear magnetic resonance (NMR) spectroscopy and high energy XRD (HXRD). However, since the broad FWHM obtained from standard XRD is likely to be largely affected by the instrument (e.g., X-ray source) being used, the Si–O–Si BAD predicted by the BKS potential appears unrealistically wide. On the other hand, the ReaxFF potential predicts a more realistic narrower distribution, which can potentially offer a better description of the SiO₂ network geometry. We also note that experiments suggest the existence of an asymmetrical distribution⁴⁷, in order to compensate the Si–Si distance constraint⁴⁸. However, it is important to recognize that experimental data with higher resolution would be helpful for any further evaluation.

The Si–O–Si BAD obtained from ab initio simulation⁴⁹ is also included for comparison in Figure. 8. We note that the obtained average value of the BAD (141°) shows a better agreement with the one predicted by ReaxFF, rather than with the one predicted by BKS. However, the distribution obtained by ab initio simulations shows a lower degree of asymmetry as compared to that predicted by ReaxFF. It should be kept in mind that ab initio simulation come their own limitations, which make it challenging to use their outcome as absolute references. In the present case, the very limited size of the system (72 atoms) and the extremely high cooling rate (on the order of 100 K/ps) used in the ab initio simulation could greatly affect the shape of the Si–O–Si BAD. In fact, a recent study focusing on the the role of the cooling rate⁶ indeed showed that the Si–O–Si BAD
is the structural feature that is the most sensitive to the used cooling rate. As such, no solid conclusions can be drawn here by comparing the outcome of ReaxFF and BKS with that of *ab initio* simulations.

**Table IV: Computed mean bond angle and full width at half-maximum (FWHM) of the Si–O–Si bond angle distributions obtained with the three methods compared with experimental values from NMR, HXRD and XRD are listed for comparison.**

<table>
<thead>
<tr>
<th></th>
<th>Classical</th>
<th>Hybrid</th>
<th>ReaxFF</th>
<th>NMR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>HXRD&lt;sup&gt;b&lt;/sup&gt;</th>
<th>XRD&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bond</td>
<td>152°</td>
<td>145°</td>
<td>140°</td>
<td>142°</td>
<td>147°</td>
<td>144°</td>
</tr>
<tr>
<td>Angle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FWHM</td>
<td>35°</td>
<td>15°</td>
<td>14°</td>
<td>26°</td>
<td>17°</td>
<td>38°</td>
</tr>
</tbody>
</table>

<sup>a</sup> NMR experiment values are from Ref. 45.
<sup>b</sup> HXRD experiment values are from Ref. 44.
<sup>c</sup> XRD experiment values are from Ref. 46.

The O–Si–O (intra-tetrahedral) BAD is also computed and shown in Figure. 9. As expected, all the three methods produce a similar average peak value, at about 109°, characteristic of the tetrahedral environment of the Si atoms.
Figure 8. Computed Si–O–Si bond angle distributions obtained for the three methods and ab initio\(^4^9\). In each case, the average value of the distribution is indicated and compared to experimental values obtained from NMR\(^4^5\), HXRD\(^4^4\) and XRD\(^4^6\), represented by solid vertical lines.

Figure 9. Computed O–Si–O B bond angle distributions obtained for the three methods, compared with the experimental value of the average angle, represented by a solid vertical line\(^3^7\).
Elasticity

Next, the mechanical properties of the obtained glasses are examined by calculating the Young’s and shear moduli. Arguably, if the structure of a glass as captured, e.g., by the PDF is rather easy to reproduce, even for poorly parameterized potentials, the elastic properties, which depend on the curvature of the potential, are more challenging to predict. Indeed, the elastic moduli computed for the glasses obtained by the three methods (shown in TABLE V) exhibit substantial variations. First, we note that the BKS potential over-predicts by more than 20% the shear modulus and by more than 30% the Young’s modulus. These values are in agreement with previous studies and constitute a known limitation of the potential\textsuperscript{50}. We note that the ReaxFF potential offers an excellent agreement with experiments\textsuperscript{51}. On the contrary, the hybrid method leads to values fairly consistent with those predicted by the BKS values and, thereby, is in poor agreement with experiments. Nevertheless, the ability of ReaxFF to predict elastic properties in excellent agreement with experiments is all the more remarkable since ReaxFF has not been parameterized with respect to glassy silica.

TABLE V. Computed shear and Young’s moduli of the glasses obtained by the three methods, compared with experimental data. Error bars are given in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>Classical</th>
<th>Hybrid</th>
<th>ReaxFF</th>
<th>Experiment\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus(GPa)</td>
<td>40.1 (1.5)</td>
<td>42.0 (0.4)</td>
<td>32.2 (0.8)</td>
<td>31.3</td>
</tr>
<tr>
<td>Young’s modulus (GPa)</td>
<td>101.5 (2.9)</td>
<td>104.6 (1.1)</td>
<td>80.4 (1.9)</td>
<td>72.9</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Experimental moduli are from Ref. \textsuperscript{51}.
Self-diffusion

Figure 10: Computed self-diffusion constants of the O atoms in the supercooled liquid state, using the BKS (blue circles) and ReaxFF (red circles) potentials. The values are compared with available experimental data (solid black line)\textsuperscript{52}. For comparison, the simulated and experimental values are extrapolated (dashed lines) to higher and lower temperature, by assuming an Arrhenius-like behavior. The inset contains the same data, zoomed on the high temperature range.

Finally, we evaluate ReaxFF’s ability to simulate the dynamics of the supercooled glass-forming liquid, that is, at temperature larger than the glass transition temperature ($T_g$). We calculated the mean-square displacement (MSD) versus time of the O atoms and checked that a diffusive regime is obtained, which manifests by a slope of one in log-log scale. The self-diffusion constants $D$ of the O atoms in the silica glass-forming liquid were then evaluated by fitting the MSDs with the Einstein equation in the diffusive regime. Note that, since the simulations are performed with equilibrated liquids above $T_g$, the distinction between the full ReaxFF and hybrid methods is no longer relevant, and the results reflect solely the properties of the respective force fields.
Figure 8 shows the self-diffusion constants with respect to the inverse of the temperature $T$, for the ReaxFF and classical (BKS in this case) methods. An Arrhenius type behavior, which manifest by a linear evolution in logarithm scale, can be clearly identified for both methods. This allows us to compare our results with the experimental data obtained at lower temperature by directly extrapolating the calculated values. It is however important to point out that the simulated diffusion constants, especially those simulated with the BKS potential, eventually begin to show a non-linear behavior at higher temperatures. We therefore exclude these non-linear portions from the extrapolation.

As shown in Figure 10, a substantial difference in the magnitude of the diffusion constants is observed between the ReaxFF and BKS potentials. We observe that the diffusion constants predicted by the BKS potential are systematically about one order of magnitude higher than the extrapolated experimental data (see the insert of Figure 8). In contrast, ReaxFF offers a significantly better agreement in term of the magnitude. At the same time, the activation energy, as calculated from the slope of the lines shown in Figure 8, is well reproduced by both ReaxFF and BKS. The ReaxFF potential predicts an activation energy of 5.17 eV, as compared to 4.52 eV for BKS, with the experimental result being 4.72 eV.

### 3.1.3 Discussion

As mentioned before, most classical inter-atomic potentials typically succeed in predicting a reasonable structure for glasses. Indeed, any rough parameterization would
lead to the correct bond distances and coordination numbers. However, ReaxFF appears to offer significant enhancements for properties that are more sensitive to the details of the potential, like the elastic moduli or the diffusion constants. Clearly, further studies would be needed to better understand if these improvements arise from the specific features of ReaxFF (dependence of the potential on the local environment, ability to break and form bonds, and use of non-constant charges), or if a better parameterized conventional classical potential would offer the same level of performance. However, it can reasonably be assumed that the ability to break and form bonds plays a critical role to produce a realistic mechanism for the diffusion. As the atomic diffusion in silicate supercooled liquids is believed to occur through a hoping mechanism\textsuperscript{53,54}, involving the creation of over- or under-coordinated intermediate species, the dependence of the potential to the local environment of the atoms is also likely to explain the better prediction of the self-diffusion constants magnitude in silica by ReaxFF. This is also encouraging in that an improved description of the dynamics would ensure a more realistic cooling process and, as a result, a more reasonable structure in the final glassy state.

Although similar hybrid methods have been adopted before (e.g., in DFT simulation of glasses\textsuperscript{55,56}), we found that, in the case of silica, it produces a structure with mixed features arising both from the classical and ReaxFF potentials, rendering it less desirable. We therefore do not recommend using the hybrid method for silica. Indeed, the hybrid method appears to preserve, to some degree, the medium-range order obtained with the classical method (as evidenced by the position of the FSDP and Si–Si PDF/Si–O–Si BAD shoulder), while adopting the short-range order predicted by the
ReaxFF potential. This is not surprising since, although local relaxation events (like some variations of the average angle) are possible after switching from the BKS to ReaxFF potential, larger range relaxation is not likely to occur. In fact, changing the medium range order of the glass, e.g., by changing the ring statistics, would require breaking and reforming bonds, which would be very unfavorable at room temperature and is, indeed, not observed in the present simulations.

At the same time, it is worth noting that, for glasses featuring a less rigid network (e.g., alkali or alkaline earth silicates), the hybrid method may perform better, as the glass structure will allow a higher degree of relaxation. This will be tested in future studies. Indeed, as using the ReaxFF potential through the entire cooling process involves a higher computational cost, directly relaxing with ReaxFF some glassy structures produced by cheaper classical MD would be an attractive option.

As such, it is clear that the hybrid method offers a glass structure, for which the short- and medium-range orders are characteristic of the predictions by the ReaxFF and BKS potentials, respectively. Overall, this method appears to lead to an acceptable structure, which manifests by a good agreement of the TCF with neutron diffraction data. However, based on the present results, such an approach can be problematic for the properties that do not only depend on the short-range order. As a matter of fact, as indeed observed here, the Young’s and shear moduli predicted by the hybrid method show a poor agreement with experiments. Once again, this is not surprising as, although the elastic moduli strongly depend on the stiffness of the individual bonds and
angles, it is also sensitive to the medium-range topology of the glassy network. Clearly, merely restoring the structure and interactions at the short-range, without a proper medium-range order, is not sufficient to predict realistic material properties.

This study also highlights the fact that, to assess the quality of an inter-atomic potential, it is required to look beyond the usual structure characterizations (PDF and structure factor) and to perform an in-depth characterization of the environment of each element, as well as to compute more advanced properties like the elasticity.

### 3.2 Sodium Silicate Glass

Here, an archetypal modified silicate glass, sodium silicate glass, is simulated using the ReaxFF potential. The predicted structure is critically evaluated and compared to that obtained by a classical potential and experimental data. Our results indicate that ReaxFF offers an improved description of the atomic structure, both at the short- and medium-range.

#### 3.2.1 Glass Preparation

To evaluate the ability of ReaxFF to simulate modified silicate glasses, we consider a sodium silicate glass with a composition of \((\text{Na}_2\text{O})_{30}(\text{SiO}_2)_{70}\). The simulations are performed with the LAMMPS package\(^{28}\). The outcome of ReaxFF is compared to that obtained from conventional classical MD, relying on the well-established Teter potential\(^{57}\). Note that, despite the simplicity of its formulation, the Teter potential has been shown to reproduce realistic structural, elastic, dynamical, vibrational properties for sodium silicate glasses\(^{33\text{--}39}\).
The silicate system, made of 3000 atoms, is first formed by randomly distributing atoms inside a cubic box, while ensuring no unrealistic overlapping. The system is then melted at 4000 K for 100 ps in order to ensure the loss of the memory of the initial configuration. The silicate glass is then formed by linearly reducing the temperature from 4000 K to 300 K with a cooling rate of 1 K/ps. Even though this cooling rate is noticeably higher than typically used experimental ones, it is, based on previous studies\textsuperscript{33–35}, low enough to produce realistic glasses. The effect of the cooling rate has recently been thoroughly evaluated\textsuperscript{36} and, although the density and thermal expansion appear to be slightly affected, most of the structural features of the glass remain unchanged. After cooling, the system is further equilibrated at 300 K for another 1 ns.

The NPT ensemble, which ensures a zero pressure of the system, is applied for the entire process. Note that, for computational efficiency, the Teter potential is used through the glass formation. The structure of the obtained glass, as obtained with classical MD, is then fully characterized. In addition, the formed glass is further relaxed with the ReaxFF potential for 1 ns in the NPT ensemble at zero pressure, before structural characterization. Note that this duration of relaxation is found to be sufficient to ensure the convergence of both volume and energy. Table VIII shows the obtained final densities, which are both in good agreement with the experimental data\textsuperscript{51}.

\begin{table}[h]
\centering
\begin{tabular}{lccc}
\hline
 & Classical & ReaxFF & Experiment\textsuperscript{a} \\
\hline
Density & & & \\
(g/cm\textsuperscript{3}) & 2.406 & 2.371 & 2.470 \\
\hline
\end{tabular}
\caption{Densities of the simulated glasses prepared with the classical and ReaxFF potentials, compared with experimental data.}
\end{table}
3.2.2 Results

Neutron structure factor

Figure 11: Calculated neutron structure factors of the simulated sodium silicate glasses, as predicted by the ReaxFF and classical potentials (solid lines). Each result is compared with experimental data (circles)\textsuperscript{61}.

In order to assess the structure of the simulated sodium silicate glass, the neutron structure factor $S_N(Q)$ is obtained by calculating the Fourier transform to the partial pair distribution functions (PDF) $g_{ij}(r)$. The obtained neutron structure factors are shown in Figure 11, where a Lorch-type window function\textsuperscript{38} is applied to suppress the ripples at low $Q$ caused by the finite cutoff during the Fourier-transform. We note that the classical MD and ReaxFF offer significantly different predictions for the first sharp diffraction peak.
(FSDP), around 3 Å⁻¹. As seen in Figure 11, the position of the FSDP predicted by classical MD appears shifted to higher wave vector with respect to neutron diffraction data⁶¹. In contrast, the peak position predicted by ReaxFF is in excellent agreement with experimental data⁶¹. Furthermore, ReaxFF predicts a left-skewed peak symmetry, which also matches the experimental data.

**Radial distribution function**

![Figure 12](Image)

**Figure 12** Calculated total correlation function for the sodium silicate glass, as predicted by the ReaxFF and classical potential (circles). The computed results are compared with neutron diffraction data (solid lines). $R_\chi$ factors are shown for each method (see text for details).

The total correlation function (TCF), although containing the same amount of information as the structure factor, emphasizes the short-range order. The TCFs calculated by both methods are shown in Figure 12. Note that, since the diffraction instruments used in experiments have a finite scattering wave vector ($Q_{max}$), the calculated TCFs are broadened following method described by Wright for meaningful comparisons⁴².
The level of agreement between that computed and experimental TCFs can be quantified by the $R_x$ factor proposed by Wright, which is given by:

$$R_x = \frac{\sum_{i=1}^{n}(g(r)-\bar{g}_{\text{ref}}(r))^2}{\sum_{i=1}^{n}(\bar{g}_{\text{ref}}(r))^2}$$

Equation 5

where $n$ is the number of points for the TCF and $\bar{g}_{\text{ref}}(r)$ is the experimental TCF. The $R_x$ factors obtained herein, calculated between 1 Å and 8 Å, are shown in Figure 12. Since a $R_x$ factor lower than 10% is typically considered to represent a good agreement with experiment, we note that both methods provide a realistic overall atomic structure, both $R_x$ factors being around 5%. However, since the TCFs and structure factors are averaged on all pairs of atoms and are usually weakly affected by the details of the potential, a more detailed study the local environment of each element is needed to evaluate the relative performance of the potentials.

The glasses are further analyzed by computing the partial pair distribution functions (PDFs) for the Si–O, O–O, and Si–Si pairs, which characterize the short-range order of the silicate network. As shown in Figure 13, the Si–O bond length predicted by the ReaxFF potential (1.620 Å) is higher than the one predicted by the Teter potential (1.609 Å) and is in good agreement with the experimental value (1.631 ± 0.06 Å). ReaxFF also predicts an O–O bond length (2.641 Å) that is in good agreement with the experimental value (2.660 ± 0.11 Å). Finally, the Si–Si bond length predicted by ReaxFF (3.012 Å) shows the same level of agreement as that predicted by the Teter potential (3.172 Å), the obtained values being lower and higher than the experimental one (3.093 ± 0.04 Å), respectively. Since ReaxFF describes accurately the Si–O bond, this discrepancy regarding the Si–Si bond is likely to arise from the inter-tetrahedral angle.
(Si–O–Si), which is presented in detail in the next section. The bond lengths of prescribed species are shown in Table IX.

Table IX Si–O, O–O, and Si–Si bond lengths in sodium silicate predicted by ReaxFF and classical MD, and compared with available experimental values. The standard deviations for the experimental values are in parenthesis.

<table>
<thead>
<tr>
<th>NS Bond Length</th>
<th>ReaxFF</th>
<th>Classical (Teter)</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si–O (Å)</td>
<td>1.620</td>
<td>1.609</td>
<td>1.631$^a$ (0.06$^a$)</td>
</tr>
<tr>
<td>O–O (Å)</td>
<td>2.641</td>
<td>2.622</td>
<td>2.660$^a$ (0.11$^a$)</td>
</tr>
<tr>
<td>Si–Si (Å)</td>
<td>3.012</td>
<td>3.172</td>
<td>3.093$^b$ (0.04$^b$)</td>
</tr>
</tbody>
</table>

$^a$ The experimental Si–O and O–O bond lengths are taken from Ref. 62.

$^b$ The experimental Si–Si bond length is obtained from the Si–O–Si bond angle in Ref. 63 and Si–O bond length in Ref. 62 using trigonometric relationship.
Figure 13 Si–O pair distribution functions predicted by both methods. The experimental Si–O bond length\textsuperscript{62} is shown by the vertical solid line, with error bounds\textsuperscript{62} shown by double arrows.

Figure 14 O–O pair distribution functions predicted by both methods. The experimental values of the average O–O bond length\textsuperscript{62} is represented by the vertical solid line.
Figure 15 Si–Si pair distribution functions predicted by both methods. The experimental Si–Si bond length\textsuperscript{62}, calculated from the Si–O–Si bond angle\textsuperscript{63} and Si–O bond length\textsuperscript{62}, is represented by the vertical solid line.
Bond angle distribution functions

![Graph showing O–Si–O bond angle distributions](image_url)

Figure 16 Computed O–Si–O bond angle distributions obtained by both methods. Theoretical O–Si–O bond angle distributions value in tetrahedral environment is represented by vertical solid line.
Figure 17 Computed Si–O–Si bond angle distributions obtained by both methods (in solid lines). The experimental average Si–O–Si bond angle\textsuperscript{63} is represented by vertical solid line. In the case of ReaxFF, the bond angle distribution of sodium silicate is compared with that obtained for pure silica\textsuperscript{64}, using the same ReaxFF potential (dashed line). The mean bond angles of sodium silicate (both methods) are shown in text with arrow pointed to the curve.

We now focus on the angular environment of each element. The O–Si–O (intra-tetrahedral) and Si–O–Si (inter-tetrahedral) bond angle distributions (BADs), as predicted by the ReaxFF and classical potentials, are calculated and compared. As shown in Figure 16, both classical MD and ReaxFF predict a O–Si–O BAD centered around 109°, in agreement with the tetrahedral environment of the Si atoms.

As previously discussed, the discrepancy between the Si–Si PDFs predicted by the ReaxFF and Teter potentials directly results from different inter-tetrahedral BADs. As shown in Figure 17, classical MD predicts an average angle value of 152° and a full width at half maximum (FWHM) of 33°. In contrast, ReaxFF offers an average angle of
139° with a smaller FWHM of 15° (see Table X). For comparison, the experimental values for average bond angle and FWHM are included in Table X. Overall, we observe that ReaxFF offers an improved level of agreement with the experimental data, both for the average Si–O–Si angle and its FWHM. On a different note, we note that, as opposed to the Teter potential, ReaxFF predicts an asymmetric Si–O–Si BAD, which is likely to arise from steric Si–Si repulsions. Such asymmetry is supported by experiments.

Table X Calculated average bond angle and full width at half maximum (FWHM) of the main peak from both methods, for inter-tetrahedral BAD in sodium silicate glass.

<table>
<thead>
<tr>
<th></th>
<th>ReaxFF</th>
<th>Classical</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average bond angle (°)</td>
<td>139</td>
<td>152</td>
<td>143\textsuperscript{a}</td>
</tr>
<tr>
<td>FWHM (°)</td>
<td>15</td>
<td>33</td>
<td>21\textsuperscript{a}</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The experimental values are obtained from a \textsuperscript{17}O NMR study of a potassium silicate glass for comparison, see Ref. 63.

BO/NBO and Q\textsubscript{n} distribution

Theoretical, the addition of sodium atoms affects the silicate network in the way that, each sodium atom creates one NBO. This mechanism is confirmed by XPS experiment\textsuperscript{65}. Here (see ), we provide the percentage of BO and NBO compared with theoretically calculated percentage, for the glass with 30% Na\textsubscript{2}O. In addition, to observe the effect from changing sodium content, a sodium silicate glass with 20% Na\textsubscript{2}O formed by same method, is used herein.
Furthermore, a comparison of the $Q_n$ of the glasses with 30% and 20% Na$_2$O content, with Teter potential and NMR experimental results\textsuperscript{66} has been made (see Table XI).

**Table XI Calculated percentages of BO and NBO compared to theoretical values (in parenthesis), for sodium silicate glasses with 30% and 20% Na$_2$O content.**

<table>
<thead>
<tr>
<th></th>
<th>30% Na$_2$O</th>
<th>20% Na$_2$O</th>
</tr>
</thead>
<tbody>
<tr>
<td>BO (%)</td>
<td>77.8 (77.8)</td>
<td>64.7 (64.7)</td>
</tr>
<tr>
<td>NBO (%)</td>
<td>22.2 (22.2)</td>
<td>35.3 (35.3)</td>
</tr>
</tbody>
</table>

**Table XII Calculated $Q_n$ distribution for sodium silicate glasses with 30% and 20% Na$_2$O content, compared to NMR results included in parenthesis.**

<table>
<thead>
<tr>
<th>mol% Na$_2$O</th>
<th>$Q_4$ (%)</th>
<th>$Q_3$ (%)</th>
<th>$Q_2$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid 20</td>
<td>56 (50\textsuperscript{a})</td>
<td>38 (48\textsuperscript{a})</td>
<td>5 (3\textsuperscript{a})</td>
</tr>
<tr>
<td>30</td>
<td>36 (17\textsuperscript{a})</td>
<td>45 (71\textsuperscript{a})</td>
<td>18 (6\textsuperscript{a})</td>
</tr>
<tr>
<td>Teter 20</td>
<td>57 (50\textsuperscript{a})</td>
<td>36 (48\textsuperscript{a})</td>
<td>7 (3\textsuperscript{a})</td>
</tr>
<tr>
<td>30</td>
<td>34 (17\textsuperscript{a})</td>
<td>49 (71\textsuperscript{a})</td>
<td>16 (6\textsuperscript{a})</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The experimental $Q_n$ is taken from NMR results in Ref. \textsuperscript{66}.

**3.2.3 Discussion**

The transferability to several systems is usually a limitation of empirical potentials, that is, their parameterization should virtually be adjusted for each composition. For instance, while the widely used BKS potential\textsuperscript{29} offers a good representation of the structure of silica, it is out-performed by the Teter potential for sodium silicate compositions\textsuperscript{53}. On the other hand, the Teter potential would fail to predict, e.g., a correct density for glassy silica. This is especially problematic for glasses, which, as
opposed to crystals, do not have to fulfill stoichiometry rules, so that an infinite number of compositions are possible. This renders compositional studies of special interest, which requires the transferability of the potentials that are used.

In contrast, the fact of accounting for the environment for each atom renders ReaxFF transferable to various compositions. This is demonstrated by the ability of ReaxFF to model sodium silicate and glassy silica with a constant set of parameters. First, we note that ReaxFF succeeds to predict the destabilization, i.e., the elongation of Si–O bonds induced by the addition of sodium, a feature supported both by Si $K_p$ spectrum study$^{51-54}$ and neutron scattering$^{62}$. Indeed, ReaxFF predicts an average Si–O bond length of 1.608 and 1.620 Å in silica and NS, respectively$^{64}$. This results in the elongation of the O–O bonds, the average length being 2.626 and 2.641 Å in silica and NS, respectively$^{64}$, in good agreement with experimental data$^{62}$. As mentioned before, the Teter potential, on the other hand, fails to capture such a behavior. Second, ReaxFF successfully predicts the shortening of Si–Si bonds upon addition of Na$_2$O in the glass, which results from a decrease of the Si–O–Si angle$^{37}$. Indeed, the average Si–Si bond length obtained by ReaxFF is 3.077 and 3.012 Å in silica and NS, respectively$^{64}$. Third, as seen in Figure 7, ReaxFF predicts a narrowing of the Si–O–Si bond angle distribution, the FWHM obtained being 23° and 15° for silica and NS, respectively$^{64}$ (a value of 26° was observed in pure silica through nuclear magnetic resonance$^{67}$). Such narrowing has been suggested to occur in potassium silicate$^{68}$, in which the Si–O–Si bond angle has been found to relax toward its equilibrium position upon the addition of alkali atoms. We note that this is in agreement with the fact that the Si–O–Si inter-
tetrahedral angle corresponds to a broken topological constraint in silica, whereas this angular constraint is restored in sodium silicate glasses$^{69-72}$. Last but certainly not least, density predicted by the Teter potential is slightly closer to the experiment value than that predicted by ReaxFF. However, ReaxFF potentials involving Na were parameterized by relying on non-disordered systems such as NaH, Na$_3$AlH$_6$, and NaAlH$_4$ phases$^{73}$. As such, under these circumstances, we believe the deviation of properties such as density from experiment (4%) does, in fact, highlight the good transferability of ReaxFF to various phases – crystalline or disordered. All together, these results demonstrate that, thanks to its bond order dependent force field, ReaxFF offers a realistic description of the effect of the addition of alkali atoms in the base silica network, thereby rendering ReaxFF highly transferable.

In addition, as opposed to pure silica, we find that the combined classical and ReaxFF approach works well for depolymerized NS structure. At the atomic scale, switching between different force fields alters the energy landscape, which may induce the appearance of internal stress in the glass structure. Unlike silica, in which long-range rearranging is virtually impossible$^{64}$, depolymerized alkali silicate glasses, thanks to their internal degrees of freedom, can relax such stress much more easily and adapt the structure with respect to the new energy minima. As such, glassy silica, once relaxed with ReaxFF, keeps the medium range order predicted by the classical potential$^{64}$. In contrast, sodium silicate is able to feature a relaxation of its medium range order, as demonstrated by the shift of the FSDP on the neutron structure factor (see Figure XI). The improved ability for such structural relaxation is also demonstrated by the values of
the thermal expansion and Poisson’s ratio, which are higher for sodium silicate than for silica\textsuperscript{74,75}, which, again, suggests an improved ability to relax the stress induced by a load or by a change of temperature. Consequently, we observe that, in the case of sodium silicate, relaxing the glassy configuration obtained from an efficient empirical potential with a more computationally simulation method, e.g., ReaxFF or \textit{ab initio}, represents a viable option. This flexible network, as a matter of fact, suits the ReaxFF potential well, as it causes ReaxFF to better utilize its ability of accounting for the surrounding environment of atoms, which directly results in an excellent BO/NBO proportionality and good trend of $Q_n$ distribution. Such a combined method may also be adopted for other glass compositions with relatively flexible networks, thereby allowing high throughput ReaxFF simulations of these glasses.

Overall, the improvements in the simulated NS structure produced by ReaxFF demonstrate the benefit of adopting advanced force fields in simulations of multi-component glass. The level of agreement with experiments is encouraging, especially considering that ReaxFF can potentially include a large number of elements owing to its ability to capture various types of atomic interactions.

\subsection*{3.3 Conclusion}

We thoroughly evaluated the structure of silica and sodium silicate glasses predicted by the ReaxFF reactive potential. Our results show that ReaxFF, owing to its elaborated bond order form, is able to offer a realistic description of the de-polymerization of the silicate network by alkali network-modifiers. We observe that ReaxFF can accurately capture the destabilization of the Si–O bonds caused by the addition of alkali modifiers,
a feature that simple classical potentials fail to reproduce. We also find that ReaxFF provides an improved description of the inter-tetrahedral angle and of the medium-range order with respect to those obtained by classical MD. Combined with the ability of reactive potentials to simulate chemical reactions, these advantageous features render ReaxFF a valuable force field for the simulations of complex multi-component glasses.
Part IV. Surface Reactivity and Hydrophilicity

A study of surface interaction with water follows the validation of the ReaxFF potential on silica and sodium silicate glasses. Here, the surface topology and its effect on surface-water interaction of silica glass is accessed.

The surface reactivity and hydrophilicity of silicate materials are key properties for various industrial applications. However, the structural origin of their affinity for water remains unclear. Here, based on reactive molecular dynamics simulations of a series of glassy silica surfaces annealed at various temperatures and subsequently exposed to water, we show that silica exhibits a hydrophilic-to-hydrophobic transition driven by its silanol surface density. By applying topological constraint theory, we show that the surface reactivity and hydrophilic/hydrophobic character of silica are controlled by the atomic topology of its surface. This suggests that novel silicate materials with tailored reactivity and hydrophilicity could be developed through the topological nanoengineering of their surface.

Despite its fundamental and practical relevance, the relationship between the composition, structure, aqueous reactivity, and affinity for water of silicate materials remains poorly understood, which limits our ability to finely tailor their hydrophilicity. This partially arises from the complex nature of disordered silicates’ atomic structure, which renders it challenging to discriminate the structural features that control reactivity to the first order from those that only show a second order effect. This can be conveniently achieved by topological constraint theory (TCT, or rigidity theory), which
reduces complex atomic networks into simpler structural trusses, thereby capturing the important atomic topology while filtering out less relevant structural details that only weakly impact certain macroscopic properties. In this framework, atomic networks are described as nodes (the atoms) that are connected to each other through mechanical constraints (the chemical bonds). Such constraints comprise the radial two-body bond-stretching (BS) and angular three-body bond-bending (BB) bonds, which maintain the bond distances and bond angles fixed around their average values, respectively. As per Maxwell’s criterion, the mechanical stability of a network depends on the balance between the number of constraints and degrees of freedom. Namely, atomic networks can be flexible, stressed–rigid, or isostatic if the number of constraints per atom \( n_c \) is lower, larger, or equal to 3 (i.e., the number of degrees of freedom per atom in three-dimensional networks). Interestingly, recent studies have suggested that the dissolution rate of silicate glasses and crystals is controlled to the first order by their atomic topology, that is, it exponentially decreases with \( n_c \).

4.1 Methodology

**Preparation of bulk glassy silica**

A bulk silica glass was generated based on the common melt-quench method, as detailed in the following. First, 3000 atoms were randomly placed in a cubic simulation box while ensuring the absence of any unrealistic overlap. The system was then relaxed at 4000 K for 100 ps to ensure the loss of the memory of the initial configuration. The melt was subsequently cooled from 4000 to 300 K with a cooling rate of 1 K/ps. Finally, the glass was further equilibrated at 300 K for 1 ns. The NPT ensemble, ensuring a zero
pressure, was applied throughout the process. Note that, although the cooling rate used herein is much higher than those achieved experimentally, the structure of silica has been shown to weakly depend on the cooling rate\textsuperscript{99–101}. As shown in Figure 18, the structure of glassy silica predicted by ReaxFF is in excellent agreement with neutron diffraction data\textsuperscript{96,102}.

![Figure 18: Total correlation function of bulk silica computed with ReaxFF. The results are compared with neutron diffraction data\textsuperscript{102}.](image)

**Preparation of the silica surfaces**

Starting from the bulk glassy silica sample previously generated, two surfaces were created by instantly elongating the simulation box along the z-axis by 15 Å on both sides, thereby resulting in the creation of void spaces above and below the simulated system. Such distance ensures that the two surfaces do not “see” each other. The system was subsequently equilibrated at 300 K for 1 ns in the NVT ensemble. Next, the system was independently annealed at 700, 1000, 1300, and 1600 K for 1 ns in the NVT ensemble—to preserve the void space in between the two surfaces. Note that these temperatures remain low as compared to the simulated glass transition temperature (around 3000 K\textsuperscript{97}). In all cases, this duration was found to be long enough to achieve the convergence of the pressure and energy of the system.
Preparation of the silica–water interfaces

For each annealed silica system, a silica–water interface was generated by inserting some water molecules into the void space with a density of 1 g/cm$^3$ (see Figure 19). The silica–water system was first subjected to an energy minimization and subsequently allowed to react at 300 K for 1 ns. During this process, the lateral dimensions ($x$ and $y$) were kept fixed while a zero stress was imposed on the $z$-direction.

![Image](image.jpg)

Figure 19: Illustration of the atomic configuration of a silica–water system. Si, O, and H are represented in yellow, red, and white, respectively.

4.2 Results

Structural defects at the silica surface

Starting from the basic structure of bulk silica—wherein tetrahedral Si units are connected to each other through their four corners, i.e., through BO atoms—silica’s surface exhibits various structural defects, including 3-fold coordinated Si atoms (Si$^{III}$), terminating NBO, and edge-sharing (ES) Si units (i.e., two-membered Si ring)$^{103-105}$. We
observe an equal concentration of NBO and Si\textsuperscript{III} defects, as the breakage of a Si–O bond results in the simultaneous formation of both of these defects (i.e., one on the upper surface and one on the lower surface). As shown in Figure 20a, the surface density of NBO decreases monotonically with increasing annealing temperature. This suggests that thermal annealing partially allows the atoms to locally reorganize and relax some of the structural defects by mutual recombination of NBO and Si\textsuperscript{III} defects, in agreement with previous results\textsuperscript{106–108}. This reorganization partially induces the formation of ES units, which concentration is found to increase with increasing annealing temperature (see Figure 20b).

![Figure 20: Surface density of (a) non-bridging oxygen (NBO) atoms and (b) edge-sharing (ES) units as a function of the annealing temperature. The lines are guides for the eye.](image)

The surface energy of the silica samples was estimated from the difference of potential energy of the bulk and cut system, divided by the created surface area. In all cases, the potential energy was determined after energy minimization—to remove any thermal contribution to the computed energies. The obtained surface energy values are found to be within the range of available experimental values\textsuperscript{109–111}. As shown in Figure 21, we observe that the surface energy decreases with increasing annealing temperature. This confirms that, when subjected to thermal annealing with increasing temperatures, the
silica surface becomes more stable and achieves a more energetically-favorable structure. In other words, an increase in the annealing temperature results in a decrease in the fictive temperature of the glass surface.

**Figure 21:** Surface energy of silica as a function of the annealing temperature. The line is a guide for the eye.

**Formation of silanol groups upon hydration**

After contact with water, we observe that some H atoms diffuse within the silica glass and form a partially hydrated layer with a depth of around 4 Å (see Figure 22a), which induces a structural reorganization of the silica surface, in agreement with previous simulations\textsuperscript{112–115}. Si–OH silanol groups are found to quickly form (within the first picoseconds after contact with water). In the case of the as-cut silica, i.e., with no thermal annealing, the silanol surface density is found to plateau at around 5.8 nm\textsuperscript{2}. This agrees well with the range of values (from 4 to 6 nm\textsuperscript{2}) observed experimentally\textsuperscript{116–118} and in previous simulations\textsuperscript{114,119}. As shown in Figure 22b, we observe that the surface density of silanol groups decreases with increasing annealing temperature. This observation is in agreement with the outcomes of experiments performed on annealed silica samples\textsuperscript{117,118,120,121}. This demonstrates that silica’s surface reactivity decreases upon annealing, due to the relaxation of high-energy surface defects.
Figure 22: (a) Density profile of 4-fold Si (pristine Si), 3-fold Si (defected Si), and H atoms as function of the distance from the silica–water interface (in the absence of annealing). (b) Silanol surface density as a function of the annealing temperature. The line is a guide for the eye.

From hydrophilic to hydrophobic

To assess the affinity of the hydroxylated silica surfaces with water, the undissociated water molecules were manually separated from the surface by inserting a void space between the silica surface and the water. Note that the silanol groups formed during hydration were still attached to the surface. The difference of potential energy, before and after separation of the water from the silica surface, was used to calculate the silica–water interface energy (or binding energy), which offers a direct estimation of the level of hydrophilicity of the silica surfaces. As shown in Figure 23, we note that the interface energy decreases with increasing annealing temperature. This shows that, although it is largely hydrophilic without any thermal treatment, silica becomes significantly more hydrophobic as its surface becomes more stable and exhibit fewer structural defects.
4.3 Discussion

We now investigate the relations between structural defects, silanol density, and hydrophilicity. First, as shown in Figure 24a, we observe a positive linear correlation between the silica–water interface energy and the silanol surface density. This strongly supports the idea that the hydrophilicity of silicates is primarily controlled by the number of silanol groups per unit of surface. This can be understood from the fact that silanol groups can interact with polar water molecules through the formation of hydrogen bonds (H-bonds), whereas BO (siloxane groups) are intrinsically hydrophobic\textsuperscript{106,108,121}. Namely, if the silanol groups are, on average, close enough to each other, each water molecule will create two H-bonds with the silica surface (hydrophilic surface), whereas, if the silanol groups are far from each other, only one H-bond per water molecule will be created (hydrophobic surface)\textsuperscript{122}. By extrapolation, we find that silica would become fully hydrophobic (i.e., negative silica–water interface energy) for a silanol surface density of around 0.5 nm\textsuperscript{-2}. This is in agreement with previous simulation data\textsuperscript{108} suggesting a hydrophilic-to-hydrophobic transition occurring between 0 and 3.7 OH nm\textsuperscript{-2}.

![Figure 23: Silica–water interface (binding) energy as a function of the annealing temperature.](image-url)
Finally, we investigate how the silanol surface density and, consequently, silica’s hydrophilicity is controlled by the atomic topology of the surface. In the absence of any defects, Si and O atoms create 2 and 1 BS constraints, respectively (note that each BS constraint is shared by two atoms so that the number of BS constraints created by a given atom is equal to half of its coordination number). In addition, Si atoms create 5 BB constraints, which corresponds to the 5 independent angles that need to be fixed to define the Si tetrahedra. In contrast, O atoms do not create any BB constraints due to the large angular flexibility of the Si–O–Si bond angles. This leads to an isostatic structure, i.e., $n_c = 3$ (see enumeration in Error! Reference source not found.). In turn, the presence of structural defects (e.g., Si$^{III}$ or NBO) tend to decrease the rigidity of the surface as compared to that of the pristine bulk.

To understand the linkages between surface topology and reactivity, we computed a “surface number of topological constraint per atom” $n^*_c$, that is, the average number of topological constraints per atom of the surface before exposure to water. Note that the surface is here defined as a slab ranging from $z = 0$ to 4 Å, where $z$ is the distance from the silica–water interface (see Figure 24a). Rather than only considering the rigidity of the “skeleton network,” that is, wherein terminating atoms are ignored, we explicitly accounted for all the atoms of the network herein (i.e., by including terminating O atoms in the constraints enumeration). Indeed, it was shown that, although the two enumeration schemes predict the same isostatic threshold ($n_c = 3$), the explicit incorporation of 1-fold coordinated atoms into the constraints enumeration offers a more
accurate description of the glass rigidity in the flexible \( n_c < 3 \) and stressed–rigid domains \( n_c > 3 \)\textsuperscript{126,127}. 
Figure 24 (a) Silica–water interface energy as a function of the surface density of silanol groups. The line is a linear fit. (b) Number of silanol groups per surface Si atom as a function of the surface number of constraints per atom $n_c^*$. The line is a theoretical prediction (no fitting parameters, see text).

Figure 24b shows the number of silanol group per Si atom (limited to the Si atoms belonging to the surface) as a function of the surface number of constraints per atom $n_c^*$. We observe that the number of silanol groups per Si atom decreases fairly linearly with $n_c^*$ and eventually becomes zero when $n_c^* = 3$. This can be understood as follows. The $n_c^* = 3$ threshold corresponds to the value obtained for pristine silica, that is, when the atomic network is fully polymerized and only comprise hydrophobic siloxane groups. In this situation, silica does not exhibit any “open” chemisorption site for water molecules to dissociate into hydroxyl groups. Starting from this ideal network, the breakage of a Si–O bond can be expressed as the following reaction $2Q^4 \rightarrow Si^{III} + Q^3$, where a $Q^n$ unit is defined as a 4-fold coordinated Si atom connected to $n$ other Si units (i.e., comprising $4 - n$ terminating O atoms) and $Si^{III}$ being a 3-fold coordinated Si (E’ center) connected to 3 other Si units (i.e., with 3 BO atoms). As summarized in Error! Reference source not found., this reaction induces the loss of 3 constraints (1 BS and 2 BB). In turn, the resulting $Si^{III}$ and $Q^3$ defects offer two potential additional chemisorption sites for silanol groups. After normalization by the number of atoms in the surface, one gets the
following expression for the number of potential silanol groups per Si atom in the surface OH/Si:

\[ \text{OH/Si} = 2(3 - n_c^*) \]  

Equation 6

As shown in Figure 24b, the computed number of silanol groups (after hydration) agrees very well with the prediction based on the surface number of constraints per atom offered by Equation 6 (i.e., relying on the atomic topology of the surface before hydration). This suggests that the short-term reactivity of silica (as measured by the surface density of silanol groups) can be fully predicted from the atomic topology of the unreacted surface (with no fitting parameter). In turn, since the silanol surface density offers a good estimation of silica’s affinity for water (see Figure 22a), our results suggest that the atomic topology of the surface controls the hydrophilicity of silica. Namely, flexible (low \( n_c^* \) values) and more rigid (\( n_c^* \) values close to 3) surfaces are associated with hydrophilic and hydrophobic behaviors, respectively. Based on our results, we identify that the hydrophilic-to-hydrophobic transition occurs at \( n_c^* = 2.9 \).

Table XIII: Summary of the constraints enumeration for \( Q^4 \) (i.e., 4-fold coordinated Si atoms comprising no terminal oxygen atom), \( \text{Si}^{\text{III}} \) (i.e., 3-fold coordinated Si atoms comprising 3 BO atoms), and \( Q^3 \) units (i.e., 4-fold coordinated Si atoms comprising one terminal oxygen atom). For each type of unit, the table summarizes the coordination number (CN) of Si, the numbers of bond-stretching (BS) and bond-bending (BB) constraints per unit, the total number of constraints (BS+BB), and the number of silanol groups per Si unit. The last row indicates the variation in these quantities when a Si–O bond is broken, which results in the transformation of two \( Q^4 \) units into a \( \text{Si}^{\text{III}} \) and a \( Q^3 \) unit (see text).

<table>
<thead>
<tr>
<th>Unit</th>
<th>CN</th>
<th>BS</th>
<th>BB</th>
<th>BS+BB</th>
<th># Silanol</th>
</tr>
</thead>
</table>
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4.4 Conclusions

Our study shows that glassy silica exhibits a hydrophilic-to-hydrophobic transition upon thermal annealing of its surface. The exposure to increasing annealing temperature results in the relaxation of some of the terminating O and undercoordinated Si structural defects, leading to a more stable and less reactive surface. The surface density of silanol groups formed upon hydration is found to be controlled by the number of topological constraints per atom of the surface before hydration. In turn, the silanol surface density dictates the hydrophilic or hydrophobic character of silica. Altogether, these results open the door toward the nano-engineering of the surface of silicate materials with tailored reactivity and hydrophilicity.
Part V. Glass Hardness

Other than surface reactivity and hydrophilicity, the mechanical property such as hardness is of high importance for designing next generation high-performing glasses. Here, the hardness of sodium silicate and the deformation mechanisms that dominate it is investigated.

Elastic properties (Young’s modulus $E$, bulk modulus $K$, shear modulus $G$, and Poisson’s ratio $\nu$) are of primary interest for applications such as accelerated devices, including hard discs and surgery equipment, lightweight construction and composite materials. As such, it is of primary importance to understand and predict the relation between hardness and composition. As the number of potential glass compositions is virtually infinite, conventional brute-force experimental or simulation-based approach will not enable the development of an accurate and transferrable hardness assessment. Here, based on MD simulations of sodium aluminosilicate glasses coupled with TCT, we predict the hardness value of the glasses compared with experiments. In addition, we analyzed the fundamental driving factors that governs the hardness depends on the composition. We demonstrate that our prediction offers a good agreement to experimental data, and explained the contributions from permanent densification and shear flow using TCT.

5.1 Methodology

To observe the property trend as sodium content increase, we prepared 8 sodium silicate glass samples from 5% to 40% of soda content with 5% of increment, namely, $(\text{Na}_2\text{O})_5(\text{SiO}_2)_{95}$, $(\text{Na}_2\text{O})_{10}(\text{SiO}_2)_{90}$, $(\text{Na}_2\text{O})_{15}(\text{SiO}_2)_{85}$, $(\text{Na}_2\text{O})_{20}(\text{SiO}_2)_{80}$, $(\text{Na}_2\text{O})_{25}(\text{SiO}_2)_{75}$,
(Na\textsubscript{2}O)\textsubscript{30}(SiO\textsubscript{2})\textsubscript{70}, (Na\textsubscript{2}O)\textsubscript{35}(SiO\textsubscript{2})\textsubscript{65}, (Na\textsubscript{2}O)\textsubscript{40}(SiO\textsubscript{2})\textsubscript{60}. The silicate systems, made of 3000 atoms, are first formed by randomly distributing atoms inside a cubic box, while ensuring no unrealistic overlapping. The system is then melted at 4000 K for 100 ps in order to ensure the loss of the memory of the initial configuration. The silicate glass is then formed by linearly reducing the temperature from 4000 K to 300 K with a cooling rate of 1 K/ps. Even though this cooling rate is noticeably higher than typically used experimental ones, it is, based on previous studies\textsuperscript{33–35}, low enough to produce realistic glasses. The effect of the cooling rate has recently been thoroughly evaluated\textsuperscript{36} and, although the density and thermal expansion appear to be slightly affected, most of the structural features of the glass remain unchanged. After cooling, the system is further equilibrated at 300 K for another 1 ns. The NPT ensemble, which ensures a zero pressure of the system, is applied for the entire process. Note that, for computational efficiency, the Teter potential is used through the glass formation. The structure of the obtained glass, as obtained with classical MD, is then fully characterized. In addition, the formed glass is further relaxed with the ReaxFF potential for 1 ns in the NPT ensemble at zero pressure, before structural characterization. Note that this duration of relaxation is found to be sufficient to ensure the convergence of both volume and energy. Table I shows the obtained final densities, which are both in good agreement with the experimental data\textsuperscript{51}.

All sodium silicate glass samples are subsequently deformed following the above three deformation paths in a strain-control fashion. To eliminate the rate effect, all simulations are performed using strain-controlled fixed-cell energy minimization technique. The
stress-strain response is plotted accordingly for each individual deformation path. The failure analysis identifies the conservative strain, $(\varepsilon_{zz}^*, \varepsilon_{yz}^*)_{ext}$, and stress $(\sigma_{zz}^*, \sigma_{yz}^*)_{int}$ at which the material fails upon loading at a particular deformation path. Since the deformation is confined in the other axial directions and is subjected to the Poisson effect, a planar stress evolves in the material while undergoing constrained biaxial deformation. The planar stress is direction-independent, $\sigma_{xx}^* = \sigma_{yy}^* = \sigma_{pl}^*$, due to isotropy within the intra-layer of the two crystals. Therefore, the stress tensor at failure point, $\sigma_{int}^*$, can be viewed as:

$$
\sigma_{int}^* = \begin{bmatrix}
\sigma_{pl}^* & 0 & 0 \\
0 & \sigma_{pl}^* & \sigma_{yz}^* \\
0 & \sigma_{yz}^* & \sigma_{zz}^*
\end{bmatrix}
$$

Equation 7

The failure stress tensor can be stated in terms of principle failure stress components $(\sigma_1^* = \sigma_2^* = \sigma_{ill}^*)$ by finding the eigenvalues of failure stress tensor. Therefore, the principle stresses can be written as:
\[ \sigma_I^* = \sigma_{pl} \]

Equation 8

\[ \sigma_{II}^* = \frac{1}{2} \left( -\sqrt{(\sigma_{pl}^* - \sigma_{zz}^*)^2 + 4\sigma_{pl}^* + \sigma_{pl}^* - \sigma_{zz}^*} \right) \]

Equation 9

\[ \sigma_{III}^* = \frac{1}{2} \left( \sqrt{(\sigma_{pl}^* - \sigma_{zz}^*)^2 + 4\sigma_{pl}^* + \sigma_{pl}^* - \sigma_{zz}^*} \right) \]

Equation 10

Figure 25: A set of Mohr failure circles on independent deformation paths can define the failure mechanism and the plastic limit of the material.

Using the Mohr representation, the principle components of the stress can be identified as the intersection of Mohr circles with \( \sigma \)-axis. The maximum and minimum of principle stresses for \( k^{th} \) deformation path are \( \Sigma_I^k \) and \( \Sigma_{II}^k \), respectively. These two principle stresses and enclosing Mohr circles define the limit stress state at which atomic structures of the sodium silicate glass samples undergo an irreversible deformation. In Figure 25, a set of Mohr failure circles on independent deformation paths can define the failure mechanism and the plastic limit of the material. Figure 25 denotes that both crystals follow a Mohr-Coulomb-like failure criterion at the atomic scale. Application of
the Mohr-Coulomb criterion in the mechanics of disordered granular materials is prevalent due to proper description of inter-granular friction.

In particular, in the case of silicate materials, the failure envelope is linear in the stress domains relevant to the nano-indentation experiment. Therefore, silicate materials at the nano-scale can be described as a cohesive-frictional material identified via cohesion \((C)\) constant and friction angle \((\phi)\). Cohesion is the strength of the crystal at zero confinement pressure. Following the work of Ganneau et al. \(^{128}\), the hardness \((H)\) of a cohesive-frictional material can be stated as:

\[
\frac{H}{C} = \frac{\delta(\phi, \theta)}{\tan \phi} = \frac{1}{\tan \phi} \sum_{m=1}^{N} (a_k(\theta)\tan \phi)^k
\]

Equation 11

where \(\theta\) is the indenter apex angle and \(a_k\) coefficients are fitting parameters for given indenter geometry. If the friction angle is on the order of 5 degrees or less, \(\tan(\phi)\) becomes negligible and as a result the hardness can be approximated with \(5.8C\). Therefore, the hardness calculated in this Part is calculated from the following:

\[
H_v = 5.8C
\]

Equation 12

5.2 Results

Here, the hardness calculated for all the glass samples are plotted and compared with experimental values from indentation experiments. We observe a good agreement with the experimental values in terms of the trend, slope and the magnitude. However, it is observed that for compositions with soda content lower than 20\%, the hardness \(H_v\) is slightly over-estimated. As such, sodium silicate material with soda contents lower than 20\% does not appear to follow the Mohr-Coulomb criterion.
In order to find out the origin of this discrepancy of predicted hardness, one needs to look into the Mohr circles and their failure envelope. The Mohr circles from the various modes of deformation are plotted. The failure envelope can then be constructed based on these circles. From these circles, the cohesive strength $C$ can be directly calculated from the Mohr’s circles. The hardness can then be calculated. As an example, the Mohr’s circle of the sodium silicate glass with 30% and 10% soda are plotted herein. It is observed that the friction angle experiences a change from negative to positive as soda content of 20%.

Figure 26: Hardness $H_v$ (GPa) versus soda content in the glass samples, experimental values from indentation are plotted as well.
Figure 27: Mohr circles simulated with MD for sample with 30% soda content.

Figure 28: Mohr circles simulated with MD for sample with 10% soda content.
Figure 29: Friction angle versus soda content of the glass samples.

As the next step, the contributions from shear flow and densification are evaluated for all the glass samples under the deformations. It is observed that densification dominates when the soda content is lower while shear flow dominates the higher soda content glasses. It is observed that the densification increases upon the removal of Na atoms, while the plastic shear flow becomes predominant at higher Na content.
Figure 30: Percentage of permanently densified volume (%) versus soda content of the glass samples.

Figure 31: MSD of Na atoms (nm²) versus soda content of the glass samples. Topological constraint theory provides excellent explanation of the transition of dominance between densification and shear flow. Since 20% \( \text{Na}_2\text{O} \) represents the isostatic condition where the glass network is neither stressed nor over-flexible, lower Na content glasses represent stress-rigid states whereas higher Na content glasses
represent flexible states. This transition from stress-rigid to flexible is illustrated in the following figure. When a glass network is stress-rigid, the propensity for shear flow is limited by the lack of network modifier sodium; hence densification dominates the numerical value of hardness.

![Figure 32: Transition from stress-rigid (densification dominates) to flexible (shear flow dominates).](image)

Therefore, the anomalous behavior of the hardness can be understood in terms of the rigidity of the network. When a glass network is stressed-rigid, the residual constraint in the network makes the relaxation via shear flow difficult. On the contrary, the network tends to deform via shear flow when there is sufficient amount of network modifier to facilitate the network relaxation upon deformation.
Part VI. Mixed Modifier Effect on Hardness

To further access the hardness of complex glasses, the mixed modifier effect plays an importance role in influencing the deformation mechanism at atomic scale. This interesting composition-hardness relation brings out the atomic origin of the mixed modifier effect.

The origin and manifestations of the mixed modifier effect in silicate glasses remains poorly understood. Here, based on molecular dynamics simulations of mixed alkaline earth aluminosilicate glasses, we observe a negative deviation from linearity in hardness due to a maximum in shear flow deformations in mixed compositions. We demonstrate that the higher propensity for shear flow originates from the existence of local structural instabilities in mixed compositions due to a mismatch between the mixed modifiers and the rest of the silicate network. Overall, we suggest that the mixed modifier effect manifests itself as a competition between thermodynamic driving force for structural relaxation and kinetics thereof.

6.1 Methodology

Simulation of the glasses

To establish our conclusions, we simulated with MD a series of 17 mixed alkaline earth sodium aluminosilicate glasses \((\text{CaO})_x(\text{MgO})_{16-x}(\text{Na}_2\text{O})_{12}(\text{Al}_2\text{O}_3)_{12}(\text{SiO}_2)_{60}\) mimicking the compositions considered in the work of Yue et al.\(^{129}\) (see the list of compositions in Table XIV). For all the simulations, we relied on the well-established Pedone potential\(^{130}\), as it has been shown to predict realistic mechanical properties for
aluminosilicate glasses\textsuperscript{35,130,131}. The cutoff distance is 8.0 Å while the method for Coulombic interaction is via the Damped Shifted Force model.

### Table XIV: Compositions (in mol %) of the 17 mixed alkaline earth sodium aluminosilicate glasses simulated in this study.

<table>
<thead>
<tr>
<th>Ca/(Ca+Mg)</th>
<th>CaO</th>
<th>MgO</th>
<th>Al\textsubscript{2}O\textsubscript{3}</th>
<th>SiO\textsubscript{2}</th>
<th>Na\textsubscript{2}O</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>16</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.0625</td>
<td>1</td>
<td>15</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.125</td>
<td>2</td>
<td>14</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.1875</td>
<td>3</td>
<td>13</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.25</td>
<td>4</td>
<td>12</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.3125</td>
<td>5</td>
<td>11</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.375</td>
<td>6</td>
<td>10</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.4375</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.5</td>
<td>8</td>
<td>8</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.5625</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.625</td>
<td>10</td>
<td>6</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.6875</td>
<td>11</td>
<td>5</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.75</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.8125</td>
<td>13</td>
<td>3</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.875</td>
<td>14</td>
<td>2</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>0.9375</td>
<td>15</td>
<td>1</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>0</td>
<td>12</td>
<td>60</td>
<td>12</td>
</tr>
</tbody>
</table>

All glasses comprise 2990 atoms and were generated through the conventional melt-quench method\textsuperscript{132} as follows. First, the atoms were randomly placed in a cubic box, while ensuring the absence of any unrealistic overlap. The system was then melted at 4000 K for 100 ps to ensure the loss of the memory of the initial positions. The liquids were subsequently quenched from 4000 K to 300 K with a cooling rate of 1 K/ps. Note that, although the cooling rates typically used in MD simulations are significantly higher than those typically achieved experimentally, the structure of the formed glasses typically shows a good agreement with experiments\textsuperscript{133,35,59,60,134}. The obtained glasses
were finally further relaxed for 1 ns at 300 K. The whole process was performed within the *NPT* ensemble under zero pressure.

**Hardness computation**

The hardness of each glass was computed via the method introduced by Qomi *et al.* \(^{135,136}\) and summarized in the following. First, all glasses were relaxed to zero temperature and pressure through an enthalpy minimization. Fifteen independent strain-controlled deformations (pure uniaxial tension/compression, pure shear, and combinations thereof) were then applied to the samples, by gradually varying the strain by increments of \(10^{-4}\). For each deformation, the yield point was identified from the 0.2% offset method [Ref]. The obtained shear and tensile stresses at the yield point were used to draw a Mohr’s circle. The envelope of all the Mohr’s circles allowed us to determine the failure limit of each sample, which was found to be well predicted by the Mohr-Coulomb failure criterion:

\[
\tau = \sigma \tan(\phi) + C \tag{Equation 13}
\]

where \(\tau\) is the failure shear stress for a given tensile stress \(\sigma\), \(\phi\) the friction angle, and \(C\) the cohesive strength. The hardness was then calculated as \(H = 5.8 \, C\) based finite-element results.\(^{137}\) More details about this method can be found in Ref. \(^{135}\) and its Supplemental Material.

**Permanent densifications’ contribution to hardness**

The hardness of oxide glasses can typically be limited by the appearance of permanent densification and/or shear flow under the indenter tip. First, the propensity for permanent densification upon loading was assessed by subjecting the glasses to
hydrostatic compressive pressures of 10 GPa, 15 GPa, and 20 GPa. The load was applied in the *NPT* ensemble for 1 ns, which was found to be sufficient for the volume and energy of the glasses to plateau. The densified glasses were subsequently relaxed to zero pressure for another 1 ns. The extent of load-induced permanent densification was then calculated as:

\[
\frac{\Delta V}{V_i} = \frac{V_i - V_f}{V_i}
\]

*Equation 14*

where \(V_i\) and \(V_f\) are the molar volume of the glass before and after the loading cycle, respectively.

**Shear flow deformations’ contribution to hardness**

Second, the propensity for shear flow deformations under load was determined by applying the following methodology. Each glass sample was subjected to a shear deformation by gradually increasing the shear strain by steps of 0.2%. At each step, the energy of the system was minimized and the mean square displacement (MSD) of the atoms recorded. The final shear strain was chosen as 38%, which was found sufficient for every glass to reach their yield point. We checked that small variations in this value did not affect our conclusions. Ultimately, the system was relaxed to zero pressure. The shear flow deformations were estimated from the average final irreversible MSD of each atomic species, that is, after loading and unloading. Note that this MSD would be zero if the deformation was fully elastic, that is, if the initial position of each atom was recovered after unloading.
Glasses’ fictive temperature

The fictive temperature $T_f$ of each glass was evaluated by cooling liquids from 4000 K to 300 K with a constant cooling rate of 1 K/ps. Every step of 100 K, 16 independent atomic configurations were selected and subsequently subjected to an energy minimization to obtain their inherent configuration—to remove the contributions of thermal vibrations in their enthalpy. The enthalpies of the inherent configurations (ground-state enthalpy $H_0$) were recorded and averaged for each temperature ($T$). The fictive temperature of each sample was then determined as the temperature at which the $H_0(T)$ curves exhibit a change of slope, which was determined by linearly fitting the low- and high-temperature parts of the $H_0(T)$ curves (see Ref. 138 or details).

Computation of the stress per atom

To assess the stability of the atomic structure, the local stress experienced by the atoms was assessed based on the virial definition of stress and the Voronoi volume of each atom. The local pressure applied to each species was calculated from the trace of the stress tensor. By convention, a positive stress represents here a state of tension, whereas a negative one represents a state of compression. The reference state of stress of Ca and Mg cations was determined from the non-mixed configurations, that is, in the absence of Mg and Ca cations in the network, respectively. In the following, we define the “instability stress” as the departure of the local pressure experienced by Ca and Mg atoms with respect to their reference states of stress.
6.2 Results

Mixed modifier effect on hardness

Figure 33 shows the computed hardness of the mixed Ca–Mg glasses. We first observe that our methodology yields hardness values that are in good agreement with experiments\textsuperscript{140}, both in terms of magnitude and trend. In particular, our simulations reproduce the broad minimum of hardness that is experimentally observed for mixed compositions (i.e., within CaO/(CaO+MgO) = 0.4-to-0.7, as indicated by a grey area in Figure 33). The deviation from linearity of the hardness is a direct consequence of the mixed modifier effect\textsuperscript{140}.

![Graph showing hardness vs CaO/(CaO+MgO) ratio]

Figure 33: Computed hardness of the simulated glasses. The computed data are compared to experimental values\textsuperscript{140}. The grey area denotes the range of compositions wherein hardness exhibits a negative deviation from linearity.

Propensity for permanent densification and shear flow

We now investigate whether the observed minimum of hardness for mixed compositions arises from an enhanced propensity for permanent densification or shear flow under load\textsuperscript{140–143}. We first assess the extent of permanent densification of the glass samples after a hydrostatic loading/unloading cycle (see the Methods section). As shown in
Figure 34, we observe that, as expected, the extent of permanent densification increases with the applied load. However, although an appreciable amount of permanent densification is observed, we note that it remains fairly constant across all compositions. Hence, the minimum of hardness observed herein does not arise from an enhanced propensity for permanent densification. This conclusion is in agreement with previous experimental observations\textsuperscript{140-142}.

We now focus on assessing the propensity for shear flow deformations by subjecting the samples to a shear deformation followed by a relaxation to zero stress and tracking the irreversible MSD of each atom (see Methods section). Overall, we observe that only Ca and Mg cations exhibit an appreciable displacement (i.e., larger than one interatomic distance). The irreversible MSD of the Ca and Mg cations is shown in Figure 34(a). We observe a maximum in shear for mixed compositions feature maximum shear flow, wherein hardness shows a minimum (i.e., for CaO/(CaO+MgO) = 0.4-to-0.7). As shown in Figure 34(b), hardness linearly decreases as function of the computed shear flow. This shows that, for the glasses considered herein, the propensity for shear flow deformations controls the value of the hardness and, therefore, that the observed minimum in hardness arises from a maximum in the propensity for shear flow. This is in line with previous experimental results\textsuperscript{140-142}.
Figure 34: Fraction of permanently densified volume (see Equation 14) after hydrostatic loading under 10, 15, and 20 GPa followed by unloading to zero pressure.
Origin of the mixed modifier effect on hardness

We now investigate the structural origin of the enhanced propensity for shear flow exhibited by mixed Ca-Mg aluminosilicate glasses. The observed reorganization of the Ca and Mg atoms under shear suggest the existence of local instabilities, which are released under stress—just like a granular material subjected to vibrations can reorganize itself to minimize its potential energy. To quantify the stability of the atomic network, we computed the “instability stress” locally applied to each Ca and Mg atom (see the Methods section). As shown in Figure 36 (a), we observe that the average stress applied to Ca and Mg cations exhibit a clear dependence on composition. Namely, the average stress experienced by Mg cations decreases upon the addition of Ca, whereas that experienced by Ca atoms increases upon the addition of Mg, that is, Mg and Ca cations enter a state of local compression and tension in mixed compositions, respectively. Such trends have also been observed in mixed alkali silicate glasses.

These trends can be understood as follows. First, we note that, starting from the pure Mg aluminosilicate glass, the addition of Ca atoms results in a decrease in the fictive temperature (see Figure 36 (b), as observed experimentally—note that the high cooling rate used in MD simulations result in higher fictive temperatures than those observed experimentally. The observed decrease in the fictive temperature allows the formation of a denser, more optimally packed silicate network upon the addition of Ca.
Consequently, the local spacing available to Mg cations tend to decrease upon the addition of Ca cations, thereby imposing a state of compression for Mg cations. In contrast, starting from the pure Ca aluminosilicate glass, the addition of Ca cations results in an increase in the fictive temperature, which renders the silicate backbone of the glass less efficiently packed. This induces an increase in the local spacing available to Ca cations, which thereby enter a state of tension. Overall, the local stress experienced by Ca and Mg cations results from a mismatch between these cations and the rest of the silicate network in mixed compositions.

Figure 36: (a) Average “instability stress” per Ca and Mg cation. A positive (negative) stress denotes a local tension (compression). The lines serve as guides for the eye. (b) Computed fictive temperature (left axis), compared with experimental data (right axis) from Yue et al.\textsuperscript{140}.

The overall structural instability of the network then results from the balance of two competing behaviors. (1) the absolute stress per Ca or Mg cation increases upon the addition of Mg and Ca, respectively and (2) in contrast, the number of Ca and Mg decreases upon the addition of Mg and Ca, respectively. Altogether, this balance results in the existence of a maximum of in the total absolute stress applied to all Ca and Mg.
cations, as shown in Figure 37(a). The overall thermodynamic driving force for shear flow can then be estimated from the difference of the total stress experienced by Ca and Mg cations. As shown in Figure 37(b), this driving force exhibits a broad maximum around CaO/(CaO+MgO) = 0.6, that is, for compositions wherein the propensity for shear flow is maximum. As shown in Figure 37(b), this driving force disappears after the glass is sheared, which further supports the fact that the enhanced propensity for shear flow originates from the local stress initially experienced by Ca and Mg atoms in mixed compositions.

**Figure 37:** Total stress applied to Ca and Mg cations, prior to any shear flow. The difference between the total stress experienced by Ca and Mg cations corresponds to the thermodynamic driving force for shear flow reorganizations. (b) Driving force for shear flow, before and after shear. The grey area indicates the compositional range wherein hardness exhibits negative deviation from linearity. The lines serve as guides for the eye.

6.3 Discussion

We now discuss the impact of the mixed modifier effect on shear flow deformations under load. The link between local stress and propensity for shear flow can be understood as follows. The variation in the degree of packing of the silicate network upon the addition of Ca or Mg cations tends to deform the local energy landscape
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accessible to Ca and Mg cations and render them less stable. However, the high viscosity of the glass prevents these cations from migrating to release their local stress. In turn, the application of a stress deforms the energy landscape, which allows the atoms to jump over some energy barriers (that would otherwise be too high to be overcome) to relax toward lower energy states. This facilitates the jump of the cations toward other pockets within the silicate network that better fit their sizes to release their local stress. As the shear stress is removed, the atoms remain in their local pockets—so that this transformation is irreversible. Hence, the application of stress allows the system to artificially “over-age” toward more stable configurations.

Shear flow reorganizations upon loading then require two conditions to occur in a significant fashion: (1) a thermodynamic driving force for structural relaxation must exist and (2) if thermodynamically favorable, such relaxation should occur over the time during which the load is applied. Based on this, it becomes clear that shear flow results from the balance between (1) thermodynamic driving force and (2) kinetics. Note that the mixed modifier effect affects (1) and (2) in a competitive fashion. On one hand, as shown herein, the mixed modifier effect results in the appearance of some local stress, which acts as a driving force for relaxation. However, on the other hand, it is well known that the mixed modifier effect results in a decrease in the mobility of the network modifiers within silicate glass—which has been attributed to the fact that, due to their different sizes, the mixed modifiers mutually block each other’s pathways. Overall, we conclude that the mixed modifier effect can results in an increase or a decrease in the amount of shear flow deformations, based on the competition between
thermodynamic driving force and kinetics. This competition can explain the apparently contradictory experimental observations regarding the role of the mixed modifier effect on hardness$^{150}$.

6.4 Conclusion

Overall, we observe that mixed alkaline earth aluminosilicate glasses exhibit a negative deviation from linearity in their hardness due to a higher propensity for shear flow in mixed compositions. In turn, the maximum in the propensity for shear flow is found to originate from the formation of local structural instabilities in mixed compositions, which arise from a mismatch between the modifier cations and the rest of the silicate network. More generally, we suggest that the presence of mixed modifiers has a competitive effect on the thermodynamic driving force and kinetics of atomic rearrangements under load and, therefore, can result in a positive or negative deviation from linearity in hardness.
Part VII. Mixed Modifier Effect on Relaxation

Finally, the mixed modifier effect is studied further for its influence on glasses’ relaxation under low temperature. A deep similarity can be observed between mixed alkali and mixed alkaline earth effects, in terms of atomic “dissatisfaction” between competing modifiers, that is eventually reflected by composition-property relation observed in experiments.

Although it is indeed commonly believed that, as frozen supercooled liquids, glasses should continue to flow over the years (e.g., in the case of the stained-glass windows of medieval cathedrals), the dramatic increase of their viscosity below the glass transition temperature suggests, on the contrary, that their relaxation time is on the order of $10^{32}$ years at room temperature. However, a recent study conducted by Mauro et al. reported the intriguing dynamics of the relaxation of a commercial Corning® Gorilla Glass® at room temperature, over 1.5 years. Here, we report a novel atomistic simulation method allowing us to directly access the long-term (years) dynamics of glass relaxation at room temperature. Based on the simulation of a series of mixed alkali silicate glasses, we demonstrate that room-temperature relaxation is a direct consequence of the mixed alkali effect. Although both volume and energy feature a stretched exponential relaxation, our results reveal a bifurcation of the stretching exponents, with $\beta = 3/5$ and $3/7$ for energy and volume relaxation, respectively. Relaxation is found to occur through the diffusion of local stressed structural instabilities inside the atomic network, which anneal each other when a compressed atomic unit meets one that is under tension. The driving force for such diffusion-trap relaxation mechanism is found to be at a maximum
when the concentrations of each alkali atom equals each other, which arises from a balance between the concentration of each alkali atom and the magnitude of the local stress that they undergo.

### 7.1 Methodology

Here, to investigate the MAE in glass relaxation, we simulated using molecular dynamics (MD) a series of \((K_2O)_x(Na_2O)_{16-x}(SiO_2)_{84}\) (mol %) mixed alkali silicate glasses, made of 2991 atoms, with varying \(x\). All MD simulations were performed using the well-established Teter potential \(^{151-153}\) with an integration timestep of 1 fs. Coulomb interactions were evaluated by the Ewald summation method with a cutoff of 12 Å. The short-range interaction cutoff was chosen as 8.0 Å. Liquids were first generated by placing the atoms randomly in the simulation box. The liquids were then equilibrated at 5000 K in the \(NPT\) ensemble for 1 ns, at zero pressure, to assure the loss of the memory of the initial configuration. Glasses were formed by linear cooling of the liquids from 5000 to 0 K with a cooling rate of 1 K/ps in the \(NPT\) ensemble at zero pressure.

To simulate the long-term relaxation of these glasses, we relied on a new accelerated simulation technique that we recently developed to understand the origin of room-temperature relaxation in Corning® Gorilla® Glass \(^{154,155}\). In that method, the simulated glass is subjected to small, cyclic perturbations of volumetric stress. This method mimics the relaxation observed in granular materials subjected to vibrations \(^{156}\), wherein small vibrations tend to densify the material (artificial aging), whereas large vibrations randomize the grain arrangements (rejuvenation). Similar ideas, relying on the energy landscape approach \(^{157}\), have been applied to non-crystalline solids, based on the fact
that small stresses deform the energy landscape locally explored by the atoms. This can result in the removal of some energy barriers that exist at zero stress, thus allowing the system to jump over the barriers to relax to lower energy states. More details about this method can be found in Ref. 155.

As expected, the stress perturbations allow all glasses to relax towards lower energy states 155. As shown in Figure 38, all glasses also show a gradual compaction in volume upon relaxation. Remarkably, the volume relaxation observed herein follows a stretched exponential decay function that is similar to that observed experimentally 154. Further, we observe that the mixed \((\text{K}_2\text{O})_6(\text{Na}_2\text{O})_6(\text{SiO}_2)_8\) glass (denoted Na+K thereafter) features a larger densification than the binary sodium and potassium silicate glasses (denoted Na and K thereafter). This is a clear demonstration that the thermometer effect is indeed a manifestation of the MAE.
Figure 38: Relative variation of the volume of the sodium (Na), potassium (K), and mixed alkali (Na+K) silicate glasses with respect to the number of stress perturbation cycles applied. Lines serve as guide for the eye.

7.2 Results

We now investigate the origin of the MAE in the context of relaxation. The stretched exponential nature of glass relaxation can be predicted by the Phillips' diffusion-trap model, wherein “excitations” in the glass diffuse toward randomly distributed “traps” \(^{158}\). However, this model remains largely axiomatic. Here, we propose that the excitations introduced within the diffusion-trap model correspond to locally unstable atomic units.

To assess this hypothesis, we first computed the coordination number (CN) of all atomic species. As shown in Figure 39a, the CN of Na decreases upon the addition of K, whereas that of K increases upon the addition of Na, which can be attributed to a mismatch between the alkali atoms of the rest of the silicate network as one moves away from the binary composition. This miscoordinated state results in the formation of local stresses inside the atomic network, which was assessed by computing the local stress applied to each atom \(^{159}\). As shown in Figure 39b, the average stress
experienced by Na atoms increases upon the addition of K, whereas that experienced by K atoms decreases upon the addition of Na. This can be understood as follows. Over-coordinated K atoms present an excess of O atoms in their first coordination shell. Due to mutual repulsion, O atoms tend to separate from each other, which, in turn, tends to stretch the K–O bonds. On the other hand, under-coordinated Na atoms show a deficit of O atoms, which, in turn, are more attracted by the central cation. This results in a compression of Na–O bonds.

The mechanism of glass relaxation can then be understood as follows. Miscoordinated species act as local instabilities (or “excitations” following Phillips terminology). These excitations diffuse via local deformations of the atomic network, until an atomic arrangement that is locally under compression meets one that is under tension. At this point, both excitations are annihiliated (or reach a “trap”), thereby relieving the initial internal stress stored in the network. The driving force for relaxation corresponds to the difference between the total cumulative stress experienced by Na and K atoms, which arises from the balance between two competitive behaviors. (1) The absolute stress per atom experienced by Na and K species increases upon the addition of K and Na, respectively. (2) In contrast, the numbers of Na and K atoms present in the network decreases upon their replacement by K and Na atoms, respectively. Altogether, as shown in Fig. 2c, the total cumulative stress experienced by Na and K atoms reaches a maximum when the number of Na equals that of K. This behavior provides an intuitive atomistic origin of the excessive volumic relaxation of glasses comprising mixed alkali atoms (i.e., thermometer effect).
Figure 39: (a) Shift of the coordination number of Na (K) atoms, using the binary sodium (potassium) silicate glass as a reference, with respect to the composition of the glass. (b) Average stress per Na and K atoms. A positive (negative) stress denotes a local compression (tension). (c) Total cumulative stress experienced by all Na and K atoms. Lines serve as guides for the eye.

7.3 Conclusions

In future work, we plan to extent our analysis to mixed alkaline earth silicate glasses to assess the generality of the present results. Besides relaxation, we also plan to investigate the effect of the local atomic instabilities evidenced herein on the mechanical properties of glasses.
Part VIII. Conclusions and Outlooks

8.1 Mechanical Property

The following have been accomplished during the course of the study:

- Validation of MD potentials.
- Elucidating composition to mechanical property relations.
- Origin of compositional influence on mechanical properties.

MD simulations are applied to enumerate the number of constraints in silicate glasses. While I rely on MD simulations to get relevant structural information for this analysis, it should be noted that my goal herein is to develop predictive models that will allow elucidation of composition-mechanical property relations, without the need of MD simulations, for a wide-range of glass compositions. Therefore future work includes:

(i) Confirm the origin of mixed modifier effect in various other silicate glass compositions.

(ii) Establish model for more complex silicate glass compositions, based on the physical origin of the mechanical property-composition relation.

(iii) Nano-indentation experiment for validating constructed model.

8.2 Reactivity and Hydrophilicity

During the study, following steps have been accomplished.

- Validation of reactive potential (ReaxFF potential) on silica (base material for silicate glasses), sodium silicate/sodium aluminosilicate glasses (more complex with network-modifiers).
• Validation study of hydration with ReaxFF. Study carried out with silica, where experimental data of surface hydroxyl group (OH\(^{-}\)) density is abundant.

• Access the surface topology to hydrophilicity relation

• Constructing model predicting surface hydrophilicity with TCT.

Strategies to implement topological constraint theory using molecular dynamics is:

i) Analyze atomic network using topological constraint theory,

ii) Relate available reactivity data to the TCT analysis,

iii) Examine and validate the performance of fly ashes or C\(_3\)S in relation to TCT metric,

iv) Exploit new knowledge gained in previous steps.

A clear relationship between the composition and the reactivity of is established. Therefore with the future outcomes, one should be able to:

(iv) Enhance the use of the model for more complex silicate glass compositions.

(v) Enhance the use of supplementary cementitious material (SCM) by better proportion high-volume fly ash (HVFA) binders.

(vi) Better understand the most reactive phase in ordinary Portland cement (OPC); establish the relationship between the electronic property and the long-term hydration behavior.

### 8.3 Relaxation

The study of relaxation of glasses at low temperature is of fundamental and practical interest. With the preliminary simulation results, I extend my study to understanding the origin of relaxation systematically, and examine the effect from the composition.
Interestingly, it is observed that a potassium sodium aluminosilicate glass relaxes the most when potassium content equals sodium content\textsuperscript{160}. In particular, relaxation has been shown to be fastest for isostatic systems, which are characterized by an atomic network rigid but free of internal stress. This brings forward an intriguing study that relates the rigidity of the network to the glass relaxation. Beyond glasses, being able to predict and tune the relaxation and aging of materials could improve the understanding of memory-encoded materials. Here, a series of potassium sodium aluminosilicate glass are explored and their atomic structures are categorized according to TCT metrics. Thereafter, a model that governs the relaxation phenomenon is put forward based on the TCT category.
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