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Reduced Cortical Activity Impairs Development and Plasticity after Neonatal Hypoxia Ischemia
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Survivors of preterm birth are at high risk of pervasive cognitive and learning impairments, suggesting disrupted early brain development. The limits of viability for preterm birth encompass the third trimester of pregnancy, a "precritical period" of activity-dependent development characterized by the onset of spontaneous and evoked patterned electrical activity that drives neuronal maturation and formation of cortical circuits. Reduced background activity on electroencephalogram (EEG) is a sensitive marker of brain injury in human preterm infants that predicts poor neurodevelopmental outcome. We studied a rodent model of very early hypoxic–ischemic brain injury to investigate effects of injury on both general background and specific patterns of cortical activity measured with EEG. EEG background activity is depressed transiently after moderate hypoxia–ischemia with associated loss of spindle bursts. Depressed activity, in turn, is associated with delayed expression of glutamate receptor subunits and transporters. Cortical pyramidal neurons show reduced dendrite development and spine formation. Complementing previous observations in this model of impaired visual cortical plasticity, we find reduced somatosensory whisker barrel plasticity. Finally, EEG recordings from human premature newborns with brain injury demonstrate similar depressed background activity and loss of bursts in the spindle frequency band. Together, these findings suggest that abnormal development after early brain injury may result in part from disruption of specific forms of brain activity necessary for activity-dependent circuit development.
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Significance Statement

Preterm birth and term birth asphyxia result in brain injury from inadequate oxygen delivery and constitute a major and growing worldwide health problem. Poor outcomes are noted in a majority of very premature (< 25 weeks gestation) newborns, resulting in death or life-long morbidity with motor, sensory, learning, behavioral, and language disabilities that limit academic achievement and well-being. Limited progress has been made to develop therapies that improve neurologic outcomes. The overall objective of this study is to understand the effect of early brain injury on activity-dependent brain development and cortical plasticity to develop new treatments that will optimize repair and recovery after brain injury.

Introduction

Survival after extreme preterm birth has improved significantly over the past two decades with the development of effective ther-
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outcome (Toet et al., 1999; Wikström et al., 2012), few preclinical studies have considered the effects of early brain injury on neuronal activity. Furthermore, the developmental mechanisms, structure, and functions of early patterned brain activity have not been fully appreciated by clinicians, in part because of standard EEG recording conditions that filter slow frequencies (Vanhatalo and Kaila, 2006). Accumulating evidence suggests that the developing CNS relies on spontaneous and evoked rhythmic activity for functional development of neuronal circuits before the onset of well studied critical periods of plasticity (Feller and Scanziani, 2005; Hangasu-Opatz, 2010). EEG during this “precritical” period is characteristically discontinuous with periods of silence, followed by bursts of stereotypical oscillatory activity, including slow activity transients (SATs), delta waves, and spindle bursts or delta brushes. Spontaneous oscillations are observed throughout the developing CNS with common features that provide strong, correlated activity to immature, poorly responsive circuits (Blankenship and Feller, 2010). Electrical activity drives gene expression (West and Greenberg, 2011) and morphological neuronal development (Spitzer, 2006). Spontaneous activity propagates through multiple levels (Ackman et al., 2012) and is instructive for circuit development (Cang et al., 2005; Xu et al., 2011), culminating in the maturation of visual responses (Colonnese et al., 2010) and refinement of sensorimotor connections (Khazipov et al., 2004).

To determine the effects of brain injury on early brain activity and subsequent cortical development and plasticity, we analyzed EEG recordings from a well characterized rodent model of cerebral hypoxia–ischemia (HI) and in a cohort of human preterm newborns with and without brain injuries identified with magnetic resonance imaging (MRI). We find that early brain injury transiently suppresses background activity by increasing interburst interval (IBI) and decreases specific forms of patterned activity, including bursts in the spindle frequency band (8–30 Hz). In rodents, these transient changes in activity are associated with multiple changes in activity-regulated protein expression, neuronal morphology, and cortical plasticity.

Materials and Methods

All animal research was approved by the University of California San Francisco (UCSF) Committee on Animal Research and performed in accordance with standards for humane animal treatment as outlined in the Policy on Humane Care and Use of Laboratory Animals. Long–Evans rats (Simonsen) with litters were allowed food and water throughout the gestation period. Pups were anesthetized with isoﬂurane, the scalp was sterilized with topical povidone–iodine, and a craniotomy was performed such that the midline and skull were sealed with a small amount of cyanoacrylate. The pups were then soldered to the EEG head mount (Pinnacle Technology), which was secured in the middle of the skull with cyanoacrylate. All the exposed wires were covered with dental acrylic. The pups are allowed to recover and returned to the dam.

EEG head–mount surgery. Twenty–four hours after HI, pups were anesthetized with isoflurane, the scalp was sterilized with topical povidone–iodine, and a midline incision was made to expose the skull. Holes were drilled at the following locations bilaterally: 1.5 mm posterior of bregma and 1.0 mm anterior of lambda at 2.5 mm lateral of the mid sagittal suture. The ground electrode was placed over the mid cerebellum. Silver ball electrodes were made from 0.003–inch gauge silver wire (A–M Systems) as described previously (Nakano et al., 1994). Electrodes were placed through the burr holes to secure between the dura and the skull and sealed with a small amount of cyanoacrylate. They were then soldered to the EEG head mount (Pinnacle Technology), which was secured in the middle of the skull with cyanoacrylate. All the exposed wires were covered with dental acrylic. The pups are allowed to recover and returned to the dam.

EEG recording. EEG was recorded using a PAL–8200 data acquisition system (Pinnacle Technology) through a head–mounted preamplifier with integrated 0.5 Hz high–pass filter. Freely moving animals were connected by a tether to the data acquisition card and amplifier and kept in a temperature–controlled recording chamber lined with bedding. Independent signals were recorded from the two hemispheres with a ground over the cerebellum, thus allowing them to be analyzed individually. The EEG signal was filtered (0.5–40 Hz), amplified, and recorded at a sampling rate of 400 Hz. EEG was recorded from each animal continuously for 1–2 h every alternative day up to P17. A limited number of recording channels precluded recording electromyogram signal to precisely define state. During this age range, immature rats cycle between brief periods of wakefulness (<20% of time), characterized by high nuchal tone and tonic movements, and quiet or active sleep (Greenberg, 2008). Wakeful periods accompanied by noticeable movement artifact on the EEG trace precluded analyses and were avoided. Animals with moderate injury were selected by histological criteria as described previously (Failor et al., 2010) and with measurement of stereologic infarct volume after perfusion after P17.

EEG data analysis. Raw EEG recordings were imported into MATLAB (MathWorks) for processing. To derive the amplitude integrated EEG (aEEG), recordings were bandpass filtered (2–15 Hz), rectified, smoothed, and plotted with time compression (~5 cm/h) to replicate the approach described for monitoring human newborns (Maynard et al., 1969; Toet et al., 1999; Wikström et al., 2012). The aEEG lower and upper margin amplitudes were identified by plotting a smoothed curve of the 10th and 90th percentiles of aEEG values, respectively, over time. A 10 min segment of movement artifact–free recording were selected from inspection of the aEEG for analyses. The presence or absence of cyclicity was noted (Kidokoro et al., 2012). When cyclicity was present, the segment determined avoidance periods of lowest aEEG margin. The median value of 10th (Fig. 1B, blue line) and 90th (Fig. 1B, red line) percentiles for the selected time period was recorded and used to derive the upper margin amplitude, respectively. To identify EEG activity bursts and IBIs, we plotted the EEG root mean squared (RMS) amplitude over a 1 s–duration sliding window. A burst was defined as an increase in the RMS amplitude above threshold for >100 ms and <20 s beyond which EEG activity was defined as continuous (Hayakawa et al., 2001; Tucker et al., 2009). The minimal IBI was defined as 1 s (Hayakawa et al., 2001). IBIs were recorded, along with burst duration and number. For animal EEG, RMS threshold for burst onset was derived empirically at each age in control animals to account for the developmental increase in peak-to-peak EEG amplitude. Thresholds increased from 2.5 μV at P4 to 12 μV at P14, which were used subsequently to analyze EEG from hypoxia and HI hemispheres. For the human data, each recording was processed using an automated approach that evaluates a continuous range for burst thresholds. The burst threshold was chosen individually at the 80% percentile of the threshold that detects the maximal number of bursts for each subject. Bursts in the spindle frequency were identified using a similar algorithm applied to bandpass–filtered (8–30 Hz) EEG recordings.

Western blotting. Cortical tissue was dissected from Long–Evans rats at P3 and P7 in controls or after HI with moderate injury at P2. HI animals were selected by MRI at P3 for moderate injury as described previously (Failor et al., 2010). Synaptosomal fractions were purified from tissue (Goebel-Goody et al., 2009), and immunoblots were performed as de-
scribed previously (Failor et al., 2010) using the following antibodies: anti-NR1 (1:1000; Millipore), anti-NR2A (1:1000; Millipore), anti-NR2B (1:1000; Millipore), AMPA glutamate receptor 1 (GlR1; 1:1000; Millipore), GluR2 (1:1000; Millipore), postsynaptic density 95 (PSD95; 1:1000; Thermo Fisher Scientific), glutamate-aspartate transporter (GLAST; 1:1000; Millipore), and Actin (1:20,000; Sigma-Aldrich). After being washed three times for 10 min in 0.01 M PBS with 0.1% Tween 20, membranes were incubated for 2 h at room temperature with fluorophore-conjugated secondary antibodies in blocking buffer, including IRDye 680RD donkey anti-mouse IgG (heavy and light chain; 1:15,000; Li-Cor) for glutamate NMDA receptor 1 (NR1), NR2B, GluR2, PSD95, and Actin and IRDye 800CW goat anti-rabbit IgG (heavy and light chain; 1:15,000; Li-Cor) for NR2A, GluR1, and GLAST. At the end of the secondary antibody incubation, the blots were washed three times for 10 min in 0.01 M PBS. They were then scanned in the Odyssey Infrared Fluorescent Scanner (Li-Cor). Band optical densities were measured using Odyssey Software (Li-Cor). For each sample, we calculated the normalized ratio of protein/Actin values, and these numbers were used to calculate the mean and SD.

**Immunohistochemistry.** Coronal sections (50 μm) were dry mounted and incubated overnight at 4°C in blocking solution (5% donkey serum, 5% fish skin gelatin, 0.1% Triton X-100, and 0.1% w/v BSA) with a combination of the following primary antibodies: rabbit anti-GluR1 (1:300; Millipore) or rabbit anti-Synapsin 1 (1:900; Abcam) and mouse anti-FoxP1 (1:900; Abcam). After three 5-min washes in 0.05% Tween 20 in PBS, sections were incubated for 2 h at room temperature in blocking solution with the following secondary antibodies: rabbit anti-rabbit Alexa Fluor 647 (1:300; Jackson ImmunoResearch) and anti-mouse Alexa Fluor 488 (1:300; Jackson ImmunoResearch). Sections were washed three times for 5 min each and coverslipped with ProLong Gold.

**Puncta density quantification.** Tissue sections stained for a layers III–V marker (Foxp1) and synaptic protein (GluR1 or Synapsin 1) were imaged using a Zeiss Axioscope with APO TR F30× objective. z-Stack images were taken at five sampling sites from each of the upper, middle, and lower zones targeting layers II, IV, and VI of the primary somatosensory (SI) cortex. The thickness of the z-stack was 3.15 μm, and the interval between slices was 0.35 μm. Using the spot-detection feature in the Imaris software (Bitplane), the number of synaptic protein puncta was quantified for each z-stack image. The quantification was conducted blind to injury condition (control, hypoxia, or HI).

**Viril green fluorescent protein labeling.** Adeno-associated virus (AAV) vectors containing the cassettes for AAV2/9.CMV.PLCre.RBG and AAV2/9.CAG.FLEX.EGFP.WPRE.bGH (Allen Institute 854) were obtained from the University of Pennsylvania Viral Vector Core. To obtain sparse labeling, AAV2/9.CMV.PLCre.RBG was diluted 1:10,000 (initial titer, 4.92 × 10^{13}) and combined with full-titer (1.53 × 10^{13}) AAV2/9.CAG.FLEX.EGFP.WPRE.bGH and fast green dye. Stereotactic injections were performed in P1 Long–Evans rats immobilized using a neonatal stereotactic frame (Stoelting). Pups were anesthetized with hypothermia. Forty-five nanoliters of the virus and dye mixture were injected through a pulled glass pipette, with tip diameter of 50 μm, three injection sites per hemisphere.

**Figure 1.** Neonatal rat EEG. A, Representative biparietal raw EEG traces from control rats at ages P4–P14 showing increase in peak-to-peak amplitude and the gradual development of continuous activity with development. B, A 60 min aEEG trace produced by bandpass filtering (2–15 Hz), rectifying, and time compressing the raw EEG. The median value of 10th (blue line) and 90th (red line) percentiles is recorded as the estimate of lower and upper margin amplitude, respectively. C, Summary of aEEG lower (white) and upper (black) margin amplitudes with increasing maturity under normal development (C, control) and after HI at P2 (H, hypoxia; HI, hypoxia–ischemia). Statistical significance determined for overall difference with linear regression for repeated measures, generalized estimating equation accounting for repeated measures by animal. Individual differences at each age determined by Kruskal–Wallis test with Bonferroni’s correction. *p < 0.05, **p < 0.01, n values: control, P4 n = 6, P8 n = 17, P11 n = 12, P14 n = 13; H and HI, P4 n = 6, P8 n = 9, P11 n = 7, P14 n = 5.
Dendrite morphological analysis. Virus-injected control and HI-exposed rats were killed with pentobarbital and perfused with an ice-cold solution of 4% paraformaldehyde (PFA). Brains were postfixed in 4% PFA for 24 h and vibratome sectioned at 300 μm thickness. Animals with moderate injury were selected by histological criteria as described previously (Failor et al., 2010) and with measurement of stereologic infarct volume. AAV-labeled green fluorescent protein (GFP) neurons were amplified through immunofluorescence. z-Stacks of layer V excitatory neurons were acquired on a Zeiss AxioImager with ApoTome (Carl Zeiss) using a 20× objective. Dendrites were reconstructed in 3D automatically and edited manually using the FilamentTracer module in the Imaris software (Bitplane) for analysis of dendritic length, Sholl analysis, and branch number. Segments of dendrites from layer V excitatory neurons were imaged for spines using the Zeiss AxioImager with ApoTome on a Zeiss microscope (Carl Zeiss) using a 63× objective. After acquiring a z-stack, the maximum image projection was used to reconstruct and quantify spine density.

Somatosensory whisker barrel plasticity. To induce whisker barrel plasticity, control and HI-exposed rats received bilateral C-row whisker follicle lesion while anesthetized for carotid ligation during (P1–P3) and after (P5, P7) the critical period for lesion-dependent whisker barrel plasticity (Jeanmonod et al., 1981). A small incision was made between C and D rows, and C1–C4 whisker follicles were removed with fine forceps. After recovery, rat pups underwent temperature-controlled hypoxia for an age-adjusted time period: (1) 5.6% oxygen: 3–3.5 h for P1, 2.5–3 h for P2, and 2–2.5 h for P3; and (2) 8% oxygen: 2 h for P5 and 1 h for P7. Animals were killed at P12 and perfused transcardially with cold saline, followed by 4% PFA. Cortical hemispheres were dissected free from the meninges, and cutting cuts were made at the margins of the hemispheres before flattening between two glass slides separated by plastic spacers. Flattened hemispheres were postfixed and cryoprotected in a sucrose/PFA solution. Tangential sections were cut on a freezing microtome and reacted with an optimized cytochrome oxidase staining protocol as described previously (Conway et al., 2000). Only sections containing complete barrel fields were imaged and analyzed. A minority of animals had gross disruption of the barrel fields or cyst formation indicative of severe injury. Digital images were acquired and analyzed in Fiji using the autothreshold function to measure C- and D-row areas (Schindelin et al., 2012).

Human EEG recordings. Preterm newborns (<33 weeks of GA at birth) admitted to the intensive care nurseries at the UCSC Benioff and University of British Columbia (UBC) Children’s Hospitals who consented for an ongoing prospective, observational neuroimaging study were included if they also have received an early EEG recording. At UBC, EEG was performed for clinical indications (e.g., encephalopathy or clinical seizure). At UCSC, EEG was collected prospectively as part of the research protocol. Neuroimaging results from this study have been reported previously by Myrna et al. (2012). aEEG is a trending tool used commonly in clinical neonatal intensive care units to identify brain-injured newborns (Toet et al., 1999; Wikström et al., 2012). To produce aEEG traces, raw EEG recordings were bandpass filtered (2–15 Hz), rectified, and time compressed as described previously (Maynard et al., 1969; Fig. 1B). In control animals, aEEG upper and lower margin amplitudes increase with development (Fig. 1C, Group C), consistent with published results using a clinical aEEG device (Tucker et al., 2009). In moderately injured animals, aEEG upper and lower margins are significantly lower in the ipsilateral HI hemisphere compared with the control or hypoxia hemispheres (upper margin, p < 0.001; lower margin, p = 0.001). Upper margins are lower than the control or hypoxia condition from P4 to P8 and lower than control at P11 (Fig. 1C). aEEG lower margins are decreased in HI hemispheres compared with control at P4 and P8. By P14, background activity has normalized in moderately injured animals (Fig. 1C).

Prolonged IBIs and reduced spindle bursts. To determine whether lower aEEG margins in injured animals resulted from increasing discontinuity of background activity, EEG recordings were analyzed to measure IBIs and to identify bursts of activity in the spindle frequency band (8–30 Hz) using an automated analysis (Fig. 2A). To identify bursts and IBIs, we developed an approach similar to that reported for quantification of high-frequency bursts in humans (Myers et al., 2012). An IBI is initiated when the EEG RMS power decreases below an age-dependent threshold for >1 s (Fig. 2A). In contrast, a burst was defined as an increase in RMS power over threshold for >100 ms but <20 s, a time period beyond which EEG activity was deemed continuous. The number and length of bursts and IBIs were determined. Analysis of IBIs across injury conditions [control (C), hypoxia (H) only, and (HI)] shows that the population of IBIs in the HI injured brain is significantly prolonged compared with the control and hypoxic brains at P4 and P8 (Fig. 2B, P4 and P8, both repeated measures, generalized estimating equation accounting for the number of animals studied. Only if a significant overall difference was identified using ANOVA, Kruskal–Wallis, or linear regression for repeated measures were pairwise comparisons determined with Bonferroni’s correction or Tukey’s post hoc test for rat aEEG margins, IBI, rat spindle burst count, dendrite number, Sholl analysis by radius, spine density, and puncta density. Clinical variables for human preterm newborns were compared with Kruskal-Wallis or Fisher’s exact tests. The associations of clinical variables (e.g., GA, brain injury, and medication exposure) with human spindle-like bursts were tested initially with univariate linear regression. Variables with p < 0.1 (brain injury and phe- notypic treatment) or known association (GA) were combined into a multivariable linear model. The nonparametric test for trends across ordered groups was used to determine effects of injury type and severity.

Results

Diminished background activity after HI in neonatal rodents

Given the critical role of patterned neuronal activity for normal cortical development in the precritical period (Feller and Scanziani, 2005), as well as the participation of subplate neurons in transient circuits that function to transmit activity to developing cortex (DuPont et al., 2006; Tolner et al., 2012) and their loss in following HI (McQuillen et al., 2003), we sought to characterize cortical activity by recording bilateral parietal EEG in rat pups after P2 HI or in controls. In the very immature brain (P4–P8), EEG activity in both groups was discontinuous with bursts of low-amplitude activity, followed by quiescent intervals (Fig. 1A, P4, P8). The peak-to-peak amplitude gradually increased and EEG activity became continuous around eye opening at P14 (Fig. 1A, P11, P14). aEEG is a trending tool used commonly in clinical neonatal intensive care units to identify brain-injured newborns (Toet et al., 1999; Wikström et al., 2012). To produce aEEG traces, raw EEG recordings were bandpass filtered (2–15 Hz), rectified, and time compressed as described previously (Maynard et al., 1969; Fig. 1B). In control animals, aEEG upper and lower margin amplitudes increase with development (Fig. 1C, Group C), consistent with published results using a clinical aEEG device (Tucker et al., 2009). In moderately injured animals, aEEG upper and lower margins are significantly lower in the ipsilateral HI hemisphere compared with the control or hypoxia hemispheres (upper margin, p < 0.001; lower margin, p = 0.001). Upper margins are lower than the control or hypoxia condition from P4 to P8 and lower than control at P11 (Fig. 1C). aEEG lower margins are decreased in HI hemispheres compared with control at P4 and P8. By P14, background activity has normalized in moderately injured animals. (Fig. 1C).
(p < 0.001). By P11, IBIs are prolonged in both hypoxia and HI hemispheres compared with control, although this difference is not significant (Fig. 2B, P11). After P11, EEG activity became continuous in all groups.

Activity bursts in immature occipital and parietal cortex are characterized by oscillations with nested waves at specific frequency bands from ultra-slow (0.01–0.2 Hz) to alpha-beta (8–30 Hz) and gamma (30–50 Hz; Hanganu-Opatz, 2010). In developing rodent cortex, a characteristic activity pattern is the cortical spindle burst, defined as "spindle-shaped" field oscillations at frequencies between 8 and 30 Hz (Khazipov et al., 2004). Cortical spindle bursts may occur as isolated events or may be coincident with high-amplitude, slow-frequency events termed SATs (Colonnese and Khazipov, 2010). Cortical spindle bursts are lost after specific removal of subplate neurons (Tolner et al., 2012), and subplate neurons are known to be among vulnerable cell populations after early HI (McQuillen et al., 2003). To determine whether P2 HI disrupts spindle bursts, we repeated the burst/IBI analysis on EEG recordings that were bandpass filtered in the spindle frequency range (8–30 Hz). The number of cortical spindles per minute was reduced significantly in the HI hemisphere compared with the hypoxia-only and control hemispheres (Fig. 2C) at P4 and P8. At P11, spindle burst frequency remained lower than the HI hemisphere compared with control. Spindle burst frequency trended higher in the HI hemisphere at P14 (Fig. 1A, P14). Spindle burst duration remained unchanged after HI (mean burst length: P4, 1.5 s (C), 1.4 s (H), 1.3 s (HI), p = 0.83; P8, 1.1 s (C), 0.9 s (H), 0.8 s (HI), p = 0.08; P11, 1.5 s (C), 1.1 s (H), 0.9 s (HI), p = 0.13).

Delayed activity-dependent protein expression
Glutamate receptor and PSD subunit expression are developmentally regulated (Sans et al., 2000) and regulated by neuronal activity (West and Greenberg, 2011). To determine whether reduced cortical activity after P2 HI was associated with reduced activity-dependent protein expression, we analyzed the synaptic fractions of control, hypoxia, and HI cortices by Western blot analysis at P3 and P7. At these young ages, glutamate receptor subunits are expressed at levels too low to be detected in whole lysates. In a previous study, we have shown that expression levels

Figure 2. IBI and spindle burst detection after HI at P2 in neonatal rat. A, Representative EEG trace from a control P8 rat illustrating IBI and burst detection on a bandpass-filtered (8–30 Hz) EEG trace. Red line represents the RMS amplitude, the yellow line represents the empirical threshold for P8, and the green line indicates the bursts and IBIs. B, Population distribution graphs of IBIs of neonatal rats at P4, P8, and P11 in control (C) animals (blue) and after HI at P2 (H, red; HI, green). C, Number of spindle bursts per minute in each animal for control (black), H (gray), and HI (white) hemispheres (dashed line is population mean) for each group from P4 to P14. Statistical significance determined with linear regression for repeated measures, generalized estimating equation accounting for repeated measures by animal. *p < 0.05. n values: control, P4 n = 6, P8 n = 17, P11 n = 12, P14 n = 13; H and HI, P4 n = 6, P8 n = 9, P11 n = 7, P14 n = 5.
of these proteins are not different from control at P14 after P2 HI (Failor et al., 2010). At P3, expression of NR1, NR2A, NR2B, GluR1, GluR2, and PSD95 were decreased significantly in HI-treated hemispheres (Fig. 3A, all p < 0.05). In addition, glutamate transporter 1 (GLT1) and GLAST expression was lower, although this did not reach significance for GLAST. NR1 levels were significantly lower in the hypoxia hemisphere compared with control. In contrast, the presynaptic protein Synapsin 1 was unchanged in hypoxia and HI hemispheres compared with control (Fig. 3A). NR1 is localized primarily to the synaptic membrane fraction but can also be detected in extrasynaptic membrane fractions. After HI, we did not detect any changes in the relative localization or amounts of NR1, NR2A, or NR2B in extrasynaptic compared with synaptic fractions (all p > 0.2; data not shown), which might be suggestive of a change in NMDA receptor localization or composition. By P7, expression levels for all proteins had increased in hypoxia and HI hemispheres and were no longer significantly different from control expression levels (Fig. 3B).

Given these findings, we investigated whether the depressed GluR1 expression is specific to certain cortical layers. We used the cortical layer marker FoxP1, a transcription factor expressed in layers III–V during postnatal ages (Hisaoka et al., 2010). By placing the sampling sites below the cell-sparse layer I, in the middle of the FoxP1-positive band and within FoxP1-negative lower cortex, we could target layers II, IV, and VI, respectively (Fig. 4A–C). After P2 HI, there is no significant reduction in GluR1 density in layer II of S1 cortex at P3 compared with control and hypoxia hemispheres (Fig. 4D). However, GluR1 density is significantly decreased in layer IV (Fig. 4D; p < 0.01 vs C, p < 0.01 vs H) and layer VI (Fig. 4E; P < 0.001 vs C, p < 0.001 vs. H) of the S1 cortex after HI. In contrast and in accord with our Western blot analysis, there are no significant differences in Synapsin 1 density between control, hypoxia, and HI hemispheres in the upper, middle, and lower layers (Fig. 4E).

**Impaired neuronal dendrite and spine development**

Neuronal activity is required for normal development of dendrites (Chen and Ghosh, 2005) and spines (Saneyoshi et al., 2010). To correlate changes in activity after neonatal HI with changes in dendritic morphology, we labeled cortical neurons sparsely and brightly with GFP to facilitate complete reconstruction of individual neuronal dendritic arbors at P14 (Fig. 5A–C). Individual spiny neurons in layer V neurons were imaged, reconstructed, and analyzed for number, length, branching, and complexity (Fig. 5A–C). After P2 HI, cortical pyramidal neurons in the HI hemisphere have simpler dendritic trees at P14 manifested by decreased dendrite number (Fig. 5D; p < 0.001) and lower total dendrite length (Fig. 5E; p = 0.03) compared with control and hypoxia-only brains. Similarly, node number (Fig. 5F; p < 0.001) is decreased in HI compared with control and hypoxia only. Finally, Sholl analysis (Fig. 5G) confirmed a simplified dendritic arborization in the HI hemispheres with a significantly decreased number of intersections 20–60 μm away from the soma (p < 0.001).

To further understand the changes in activity after neonatal HI, we imaged dendritic spines with high-resolution structured illumination microscopy. Segments of dendrite were reconstructed and spines were identified and counted in the layer V neurons. Primary and secondary dendrites from the HI-exposed hemisphere had a significantly decreased overall spine density.
(mean ± SD spine density: control, 0.47 ± 0.22; hypoxia, 0.37 ± 0.16; HI, 0.30 ± 0.09; p < 0.001). Spine density was significantly lower in both primary and secondary dendrites (Fig. 6D, E; p < 0.05). Spine density trended lower in the hypoxia condition especially in primary dendrites, although this did not reach significance (p = 0.07).

**Decreased whisker barrel plasticity after early HI**

Early HI brain injury impairs subsequent ocular dominance plasticity during the critical period (P28–P32; Failor et al., 2010). In light of the acute reduction in background activity (Fig. 1) and transient decrease in the expression of glutamate receptor subunits and transporters (Fig. 3) after P2 HI, we investigated the capacity for an earlier form of anatomical plasticity in the somatotopic whisker representation. During a brief critical period from P1 to P3 in rodents, peripheral lesion of whisker follicles (Van der Loos and Woolsey, 1973). To determine the effects of early HI on magnitude and timing of this critical period of plasticity, we removed the first four whisker follicles of the C row at P1, P2, P3, or P7 in control rat pups or pups exposed to HI on the same day. Whisker lesion before P3 results in fusion of the deprived whisker barrels, with expansion of neighboring, undeprived rows (Fig. 7A, whisker lesion). Similar changes are observed in hemispheres exposed to hypoxia alone (Fig. 7A, hypoxia lesion). However, in HI-exposed hemispheres, the C-row fuses but fails to contract (Fig. 7A, HI-lesion). The magnitude of whisker barrel plasticity can be quantified as a ratio of undeprived (D row) area to deprived (C row) area: D/C ratio. Mean ± SD D/C ratio in control animals is 1.2 ± 0.1 before P3 (Fig. 7B). After whisker lesion, the ratio increases to 1.8 ± 0.3 (p < 0.001). Hypoxia alone does not change the capacity for plasticity (1.7 ± 0.3, p < 0.001), but HI attenuates the increase in D/C ratio to no different than control (1.4 ± 0.2, p = 0.06). When examining the individual D- and C-row areas at P3, failure of plasticity is accounted for by a lack of C-row contraction (Fig. 7C).

**Reduced activity in human preterm newborns with brain injury**

Finally, to explore whether similar changes of cortical activity occur after early brain injury in human preterm infants, we analyzed EEG recordings obtained in a subset (n = 36) of a larger cohort of premature newborns studied with early MRI to identify brain injury (Miller et al., 2005). Clinical characteristics are summarized in Table 1. Infants were born at a median GA of 28.4 weeks (range, 24.7–32.3 weeks) and weight of 1075 g (range, 540–1840 g). MRI was performed at a median age of 30.7 weeks and EEG at a median age of 30 weeks. The groups did not differ with respect to age at MRI or EEG (all p > 0.1) nor intervals between birth and EEG or MRI studies (all p > 0.1).
Twenty neonates had no brain injury (n = 18), minimal white matter injury (WMI; n = 1), or grade I IVH (n = 1), graded as described previously (Miller et al., 2005). These subjects comprised the control group. The injured group included a spectrum of severity of brain injury from moderate to severe. Eight newborns had either moderate (n = 2) or severe (n = 6) WMI. Five of these subjects with WMI also had grade II IVH and two had grade I IVH. Eight newborns had grade III IVH or periventricular hemorrhagic infarct according to the grading system of Papile (Barkovich, 2000). Two of this group also had moderate periventricular WMI. Together, these infants (n = 16) comprised the brain-injured group. The two groups were not different with respect to birth weight, gender, or GA at birth (Table 1). As expected, the newborns with brain injury demonstrated overall higher illness severity as manifested by increased median days ventilated (9 vs 1 d, p < 0.01), infection (67 vs 45%, p < 0.01), and patent ductus arteriosus (73 vs 25%, p < 0.01). The incidence of necrotizing enterocolitis was low in both groups. Brain-
injured newborns were more likely to receive phenobarbital (33 vs 0%, p < 0.01). Other medications that might suppress cortical activity were infrequent (e.g., narcotics, n = 3; benzodiazepines, n = 1).

EEG recordings were reviewed by a clinical neurophysiologist (J.S.), blinded to injury category, for the presence of abnormal activity, developmental characteristics, and continuity. A single recording in a patient with periventricular hemorrhagic infarct and moderate WMI demonstrated severely depressed activity with burst suppression pattern after a seizure and was not analyzed further, leaving 15 subjects in the brain-injured group. Of the remaining 35 recordings, EEGs were developmentally normal in 29 (83%). A higher percentage of EEGs in subjects with brain injury with bursts of polyspikes or fast activity. No electrographic seizures were observed in any of the remaining 35 recordings.

To determine the effect of brain injury on EEG background activity and patterns, the aEEG was derived from raw EEG recordings using the same MATLAB algorithm used in the animal studies. Similar to our findings in the rodent model and consistent with reports in the literature (Wikström et al., 2012), we found a significantly decreased aEEG lower margin amplitude in injured newborns compared with control newborns (Fig. 8A; mean ± SD, 3.6 ± 0.2 vs 2.6 ± 0.3 µV; p = 0.003). We derived the complete population of IBIs for each EEG recording using a similar approach as in the animal model, with one modification: a continuous range of thresholds were applied to each case, and the threshold yielding the 80th percentile of maximum burst count was used. There was no difference in thresholds for control versus injured groups (p = 0.91; Table 1). Population analysis of IBIs demonstrates a shift toward longer IBIs in injured neonates compared with the uninjured control neonates (Fig. 8B; p = 0.02).

Next, we sought to quantify oscillatory bursts in the alpha–beta frequency band (8–30 Hz, spindle-like bursts). These bursts can occur in isolation or nested within slower delta waves, in which case they are referred to as delta brushes. Delta brushes are the dominant type of spontaneous cortical activity pattern that typically appear at ~27 weeks of gestation, peak at ~32 weeks, and disappear by term gestation (André et al., 2010). We found that these spindle-like bursts of alpha–beta oscillations were suppressed in the injured human brain compared with the control brain in our study cohort (median bursts per minute: injured vs control, 5.3 vs 8.1; p < 0.01, Student’s t test). When burst frequency was plotted as a function of GA, the developmental appearance and peak (30–32 weeks gestation) of this characteristic activity pattern can be appreciated in the control population (Fig. 8C). The burst rate was lower in the injured population at all ages and appeared to peak slightly later (Fig. 7C, 32–34 weeks). Conversely, median burst length is not different between the two populations (0.46 vs 0.46 s; p = 0.61). Spindle-like burst rate is significantly associated with both brain injury (coefficient, −2.9; p = 0.003, univariate linear regression) and treatment with phenobarbital (coefficient, −4.2; p = 0.002, univariate linear regression). When combined into a multivariable model correcting for GA at EEG, only brain injury remains significantly associated with lower burst rate (coefficient, −2.1; p = 0.04, multivariable regression). Considering all medications that might suppress cortical activity (i.e., phenobarbital, narcotics, and benzodiazepines) only strengthens this result (coefficient, −2.3; p = 0.03).

To explore the significance of both the type (WMI vs IVH) and severity of brain injury, we analyzed spindle-like burst count...

Figure 6. Spine density after neonatal HI. Segments of spiny dendrites labeled with EGFP reconstructed from high-resolution structured illumination microscopy z-stacks (top row) with corresponding Imaris traced reconstructions (bottom row). Each column represents segments from control (C; A), hypoxia-only (H; B), and HI (C) conditions. Decreased spine density was observed in both primary (D) and secondary (E) dendrite segments. Statistical significance determined by linear regression for repeated measures, generalized estimating equation accounting for repeated measures by animal. *p < 0.05. Four animals were analyzed per condition with n = 12 dendrite segments sampled in controls, n = 10 segments in the hypoxia condition, and n = 18 segments in the HI condition.
separately in subjects with either WMI or IVH (Fig. 8D). Spindle-like burst frequency is most depressed in subjects with significant IVH (grade III or periventricular hemorrhagic infarction), followed by significant WMI (moderate or severe; \( p < 0.01 \), test for trend across ordered groups). Severity of brain injury also influences suppression of spindle-like burst frequency (Fig. 8E), with severe injuries (severe WMI or periventricular hemorrhagic infarction) suppressing spindle-like burst frequency more than moderate injuries (mild/moderate WMI or IVH grade II/III) (\( p = 0.03 \), test for trend across ordered groups).

Discussion

Here we show that early HI brain injury disrupts cortical activity in a neonatal rodent model, with similar findings in human preterm newborns with brain injury. Background activity is transiently diminished, and specific forms of patterned activity are reduced. In the rodent model, diminished activity is associated with delayed expression of activity-regulated proteins in layers IV and VI. Neuronal morphological development is delayed. Finally,
whisker barrel plasticity is reduced, whereas barrel map formation is normal. Together, these results suggest a novel perspective on cortical circuit development after early brain injury that has relevance for adverse neurodevelopmental outcomes after extreme preterm birth in humans.

Previous studies in this model noted normal background activity and expression of activity-regulated proteins 2 weeks after injury (Failor et al., 2010). Consistent with these findings, aEEG baseline normalizes by P14. Although many aspects of visual system structure and function are preserved after neonatal HI (e.g., retinotopy, orientation selectivity), peak response to an optimal visual stimulus is markedly reduced, suggesting permanent cortical circuit abnormalities (Failor et al., 2010). Our results suggest a plausible mechanism for these findings. Spontaneous activity is necessary for normal maturation and development of cortical circuits, including upregulation of glutamatergic receptors and transporters and neuronal morphological development. Early spontaneous network oscillations amplify weak inputs to poorly responsive, developing circuits (Colonnese et al., 2010). From early ages, spontaneous and evoked gamma and spindle bursts activate and synchronize cortical columns (Yang et al., 2013). These data suggest a model whereby early brain injury impairs activity-dependent maturation of neuronal circuits during a sensitive period in which weak connections are consolidated and sharply tuned to relevant inputs. Although the basic circuits are intact after early brain injury, they are less responsive and less capable of multiple forms of plasticity. Neonatal HI is associated with premature death of subplate neurons (McQuillen et al., 2003), in addition to vulnerability and maturation arrest of oligodendrocyte progenitors (Back et al., 2002; Segovia et al., 2008). Subplate neurons play critical roles in early cortical development (for review, see Kanold and Luhmann, 2010). They receive the first thalamic-cortical input and in turn provide excitatory input to cortical layer IV in a transient circuit (Friauf and Shatz, 1991; Hanganu et al., 2002; Zhao et al., 2009). Subplate neurons are gap-junction coupled (DuPont et al., 2006) and receive both AMPA- and NMDA-mediated thalamic input, as well as local GABAergic and cholinergic input (Hanganu et al., 2002). Subplate neurons participate in the generation of spontaneous cortical oscillations in vitro (DuPont et al., 2006), and targeted removal of subplate neurons in vivo mostly abolishes spindle bursts (Tolner et al., 2012). Subplate neurons are thought to promote maturation of both thalamus layer IV glutamatergic (Kanold et al., 2003) and GABA signaling (Kanold and Shatz, 2006). Consistent with these findings, the current results suggest a reduction in glutamatergic synapse formation, as evidenced by reduced AMPA receptor puncta in layer IV. Unlike selective subplate removal with immunotoxin, neonatal HI may involve lower cortical layers depending on the severity of injury (McQuillen et al., 2003; Failor et al., 2010). After neonatal HI, we also see reduced glutamate receptor puncta in lower cortical layers, and this may represent a destructive effect of HI. However, early HI does not damage middle or upper cortical layers, suggesting that reduced glutamate receptor expression in layer IV may result from mechanisms similar to those described after immunotoxin subplate ablation. After subplate neuron immunodepletion, evoked thalamocortical responses are weak, effectively uncoupling developing cortex from critical early excitatory input (Kanold et al., 2003).

Subplate neuron immunodepletion prevents normal whisker barrel map formation (Tolner et al., 2012). After neonatal HI, we

![Figure 8. Cortical EEG activity in human preterm neonates. A. Summary of aEEG lower (white) and upper (black) margin amplitudes in control and brain-injured human preterm neonates. B. Population distribution graphs of IBI of preterm neonates without (control, solid line) or with (injured, dashed line) brain injury. C. Number of bursts (8 –30 Hz) per minute plotted against the GA showing that the brain-injured population (open circles) is clearly distinguishable from the control population (black circles). Statistical analysis was determined by Student’s t test for aEEG amplitudes and by univariate followed by multivariable linear regression for burst frequency. D. Bursts (8 –30 Hz) per minute in uninjured subjects or subjects with WMI or IVH. E. Bursts (8 –30 Hz) per minute in uninjured subjects or subjects with moderate (mild/moderate WMI or grade II/III IVH) or severe (severe WMI or periventricular hemorrhagic infarction) injury. Control (uninjured) n = 20 and brain injured n = 15 human preterm neonates.](image-url)
found normal barrel maps in all moderately injured animals. This is likely attributable to differences in the age and extent of subplate neuron ablation in the two models. Immunotoxin ablation was performed at P1, before whisker barrel maps have fully formed (Hensch, 2004). In contrast, HI is performed at P2 ± 0.5 d, after completion of map formation and near the end of the critical period for whisker barrel plasticity. Furthermore, immunotoxin ablation effectively removes all p75 neurotrophin receptor-expressing subplate neurons near the injection site, whereas after neonatal HI, subplate neurons are reduced between 20 and 70% depending on injury severity. Finally, initiation of sensory map formation is exquisitely sensitive to timing of birth through mechanisms involving serotonin signaling (Toda et al., 2013). Thus, small differences in GA alone between the models (P1 vs P2 ± 0.5 d) may explain the different effects on map formation.

Recent work has determined that subplate neurons also receive excitatory input from cortex, including layers V/VI (Viswanathan et al., 2012; Meng et al., 2014) and that subplate neurites are affected by peripheral sensory input in a similar manner to that of layer IV dendrites (Pinion et al., 2009). The present findings suggest that early HI leads to a reduction in cortical glutamatergic signaling based on EEG and glutamate receptor expression that involves at least layer IV, based on glutamate puncta and layer V excitatory pyramidal neurons based on spine counts. However, given the role of subplate neurons in maturation of inhibitory signaling (Kanold and Shatz, 2006), as well as the dynamic and bidirectional nature of this transient cortical circuit, further alterations in these developing cortical circuits are possible. This might include reduction in excitatory connections on inhibitory neurons and weakening of feedback inhibition. Both of which, along with strengthening of intracortical connections, might promote the observed recovery of background activity through homeostatic mechanisms. It is important to note that aEEG, particularly the lower aEEG margin, is most sensitive to background cortical activity. Thus, although background activity normalizes by P14, evoked responses remain reduced at least until the critical period (Failor et al., 2010). Additional studies with techniques such as cortical microstimulation (Viswanathan et al., 2012) are needed to fully understand changes in these microcircuits.

Neonatal HI impairs visual system ocular dominance plasticity during the critical period, which has onset 4 weeks after the initial injury at P2. In the present study, we note a reduced capacity but no change in timing of the critical period for early structural plasticity of the cortical whisker representation, which occurs at a much earlier age in the somatosensory cortex. In fact, differences in the timing and mechanisms of these cortical plasticity models are so extensive (Erzurumlu and Gaspar, 2012; Espinosa and Stryker, 2012) that comparisons must be made with caution. Loss of the astrocyte-specific glutamate transporters GLAST and GLT1 have been associated with reduced whisker barrel plasticity (Takasaki et al., 2008). Neonatal HI has been associated with lower expression of these transporters (Fukamachi et al., 2001), a finding we confirm. Furthermore, in GLT1 and GLAST knock-out mice, whisker lesion results in fusion of lesioned barrels but no contraction, and we find this identical phenotype after neonatal HI and whisker lesion. Finally, sensory deprivation by whisker trimming from birth results in decreased spine density and cortical neuronal dendritic complexity (Lee et al., 2009), a finding we also note after P2 HI. Simplified dendritic structure and decreased spine density were also noted in an ovine model of preterm brain injury (Dean et al., 2013) and linked to observations in human preterm infants of delayed microstructural development measured with diffusion tensor MRI (Vinall et al., 2013).

EEG in preterm newborns is associated with both brain injury and subsequent neurodevelopmental outcome (Wikström et al., 2012). Conventional EEG recording conditions include a low-cut filter that removes signals below 0.5 Hz. Recent work using full-band EEG has demonstrated that the characteristic “discontinuity” and stereotypical activity patterns (e.g., delta waves) result from filtering slow-wave activity (0.1–0.5 Hz) (Vanhatalo and Kaila, 2006). Termed SATs by Vanhatalo and colleagues, SATs contain nested bursts of higher-frequency activity, including delta waves (0.5–1 Hz) and brushes (8–30 Hz), the human correlate of rodent spindles (Colonnese and Khazipov, 2010). An abrupt transition from bursting responses to mature visually evoked responses occurs just before eye opening (P14) in the rodent and at late GA (gestational week 36) in humans (Colonnese et al., 2010). Evoked responses become more temporally precise, whereas background activity becomes continuous with emergence of clear vigilance states. Loss of bursting responses is also associated with a maturation of inhibition. Consistent with this idea, we have reported delayed onset and reduced Parvalbumin expression in moderately injured animals that strongly correlated with impaired ocular dominance plasticity (Failor et al., 2010).

Our work has a number of important limitations. First, the spectrum of brain injuries in the injured premature newborns is more severe than described in contemporary cohorts (Hamrick et al., 2004; Woodward et al., 2006). This is attributable in part to selection bias from inclusion of subjects for whom EEGs were obtained for clinical indication. Human preterm brain injury is pleomorphic (WMI and IVH), and our animal model captures only a portion of this pathophysiology. To account for these issues, we analyzed spindle-like burst frequency in subgroups defined by injury type and severity. Although the sample is underpowered to detect group differences, we did find trends for increasing suppression according to injury type (IVH > WMI). Second, EEG recording methods were chosen to duplicate those in current clinical use and thus include a low-cut filter that prevented us from directly visualizing and quantifying SATs and nested higher frequencies. A recent publication using an identical animal model and full-band intracortical recordings analyzed by time–frequency spectrogram has determined that early HI specifically diminishes the frequency of nested gamma spindle bursts but not isolated spindle bursts (Brockmann et al., 2013). Our method to quantify spindles and spindle-like bursts will detect both nested and isolated bursts. Nevertheless, both results are consistent with the finding that early brain injury reduces spindle bursts. Third, we did not assess glutamate receptor function beyond expression levels and pattern. A final limitation is that EEG recording conditions did not include sufficient information to precisely quantify sleep and wakefulness.

Many studies of early brain injury focus on cell death and potential repair through cell replacement. Our findings offer a broader view of the effects of injury with pervasive abnormalities of activity-dependent brain development after early brain injury that have a number of important clinical implications. First, these findings emphasize an expanded potential for using EEG as more than a clinical biomarker of brain injury. EEG can be seen as a real-time measurement of cortical circuit development, particularly in the transition from spontaneous to evoked activity. Second, our findings suggest that cortical activity may be a relevant target for therapeutic intervention. To realize this potential, fur-
the development of EEG recording and analysis will be necessary, including automated quantification of relevant parameters, such as delta waves (Mitchell et al., 2013), bursts/IBIs (Palmu et al., 2010), vigilance state, and SATs (Palmu et al., 2013). Increased monitoring of brain electrical activity may provide insight into beneficial effects of common clinical interventions such as caffeine, which is used to treat apnea of prematurity in humans (Schmidt et al., 2007). In human preterm newborns, caffeine treatment is associated with improved anatomical injury.
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