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Summary. Three-dimensional gene expression PointCloud data generated by the Berkeley Drosophila Transcription Network Project (BDTNP) provides quantitative information about the spatial and temporal expression of genes in early Drosophila embryos at cellular resolution. The BDTNP team visualizes and analyzes PointCloud data using the software application PointCloudXplore (PCX). To maximize the impact of novel, complex data sets, such as PointClouds, the data needs to be accessible to biologists and comprehensible to developers of analysis functions. We address this challenge by linking PCX and Matlab®⁶ via a dedicated interface, thereby providing biologists seamless access to advanced data analysis functions and giving bioinformatics researchers the opportunity to integrate their analysis directly into the visualization application. To demonstrate the usefulness of this approach, we computationally model parts of the expression pattern of the gene even skipped using a genetic algorithm implemented in Matlab and integrated into PCX via our Matlab interface.
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⁶MATLAB is a registered trademark of The MathWorks Inc., 3 Apple Hill Drive Natick, MA 01760-2098, USA. Online at: http://www.mathworks.com/
1 Introduction

The BDTNP has developed a novel type of spatial and temporal gene expression data called PointCloud. Single PointClouds are obtained via segmentation of two-photon microscopy images of Drosophila embryos and provide a quantitative representation of spatial gene expression levels of the Drosophila blastoderm at cellular resolution [19]. Multiple PointClouds representing a variety of genes at multiple developmental time intervals are registered into a single Atlas PointCloud describing the expression of many genes at multiple points in time [7].

PointCloudXplore (PCX) is the standard tool of the BDTNP for visualization and analysis of PointCloud data [28]. PCX supports various 2D and 3D physical embryo views and abstract data visualizations and provides a suite of analysis tools, e.g., methods for cell selection and clustering [20]. Matlab—a commercial, high-level programming language and analysis environment—is widely used throughout the BDTNP, e.g., for PointCloud creation and embryo registration, and provides with its rich feature-set an ideal platform for development of custom analysis functionality. Despite its versatility, we anticipate that increasing numbers of researchers will benefit from being able to quickly develop and integrate custom analysis capabilities with PCX.

To address this challenge we developed an interface between PCX and Matlab, enabling researchers to easily integrate their analysis with the visualization and providing biologists faster and more convenient access to advanced analysis functions (Section 3). Via the PCX-Matlab interface, one can call functions implemented in Matlab directly from PCX, while PCX automatically handles all necessary communication, including, start/close of Matlab, data transfer to and from Matlab, and initiation of function calls. No Matlab knowledge is required to access Matlab functions via PCX. The interface also hides PCX’s internal architecture from the Matlab developer, and very low effort is needed to make a Matlab function accessible to PCX. The interface supports fast prototyping and testing of new ideas and facilitates communication between bioinformatics researchers and experimental biologists.

We chose computational modeling of genetic regulatory networks as example to demonstrate the usefulness of the PCX-Matlab interface (Section 4). Expression regulatory models—e.g., by Janssens et al. [15] and Sanchez et al. [26]—often depend on extensive system-wide knowledge based on years of experimental work on mutants and transgenic constructs and specialized sets of equations and programs. With increasing number of components (i.e., genes), the number of potential interactions that need to be analyzed experimentally increases exponentially. Thus, computational methods are needed to identify probable candidate genes for experimental verification.

We describe a genetic algorithm for finding potential genetic regulatory interactions via optimization of a linear network model. We implemented this algorithm in Matlab and integrated it into PCX via our system interface. By integrating the modeling with the visualization, we can define the necessary
input to the analysis quicker and more accurately, and are able to effectively validate the input and output of the analysis. We discuss the modeling of the expression pattern of the gene *even skipped* (*eve*) to illustrate the advantages and disadvantages of the employed modeling approach.

2 Related Work

PCX uses the established concept of *linked multiple views* [2] for visualization of high-dimensional 3D gene expression data. In the WEAVE system, a combination of physical and information visualization views is used for exploration of cardiac simulation and measurement data [9]. Henze [12] developed a multiple-view-based system for exploration of time-varying computational fluid dynamics data. Advanced queries are supported by this system via selection of data subsets in each view (here termed portraits). The concept of using abstract views to define data queries was formalized by Doleisch et al. [6]. Interfaces to programming and analysis languages and systems are often used in the context of visualization to support scripting and to ease integration of the visualization with simulation [16] or data analysis, e.g., R and GGobi [18].

Someren et al. [27], De Jong [4], and D’haeseleer et al. [5] provide an overview of genetic network modeling. Janssens et al. [15] used simulated annealing to describe a predictive model of transcriptional control of the gene *even skipped* (*eve*) based on spatial gene expression, regulatory sequence data, and FlyEx 2D cellular resolution quantitative protein expression data of *Drosophila* embryos, which has also been used for modeling of *Drosophila* anterior-posterior gap gene system [14]. Fowlkes et al. [7] described first results on expression modeling based on the BDTNP quantitative 3D expression atlas using linear regression to identify for each target pattern six likeliest candidate regulators. In this work we describe the implementation of a genetic algorithm for finding genetic network models based on the BDTNP expression atlas. Genetic algorithms were surveyed by Whitley et al. [29] and Davis et al. [3]. The goal of this paper is not to develop a more sophisticated regulatory model but to provide a flexible environment to ease development of advanced analysis functions and to make them more accessible to the user.

3 The PointCloudXplore and Matlab Interface

The main goal of our research is to provide fast and easy access to new analysis functions for three-dimensional gene expression data, thus facilitating communication between biologists and bioinformatics researchers. To accomplish this goal, we added a Matlab interface (Figure 1) to PointCloudXplore (PCX), making PCX more easily extensible by bioinformatics researchers. From a biologist’s perspective, this interface is transparent with respect to which functionality is implemented via Matlab functions. No Matlab knowledge is necessary to use these functions. From a bioinformatics researcher’s
perspective, the interface hides the internal PCX architecture and requires minimal effort to make a Matlab function accessible to PCX.

The PCX-Matlab interface provides means to initiate Matlab function calls from PCX’s graphical user interface (GUI), while automatically handling all necessary inter-system communication. Data classes exported from PCX to Matlab include multiple user-defined lists of gene expressions and/or cell selections and their names, 2D/3D cell locations, cell neighbors, and additional user-definable function parameters (scalar double, Boolean, integer, or string). Information imported from Matlab to PCX includes multiple derived gene expression channels and/or cell selections including optional names.

In the following we describe the PCX-Matlab interface (Section 3.1), discuss the interface from a biologist’s and bioinformatics researcher’s view (Section 3.2), and review various example applications (Section 3.3).

3.1 Interface Design

The definition of a Matlab function for PCX consists of an M-file with the function implementation and a PCXM header file, describing the function for PCX (Figure 3). This header file must specify:

- a function category (TYPE) used to group functions in the menu,
- a name for the function (NAME) to appear in the menu,
- the location of the M-file, if different from the PCXM file (DIR), and
- the Matlab command to invoke the function (CALL).

The TYPE and NAME parameter may define an arbitrary string, allowing the user to group and name functions according to personal preferences.

Using strict name conventions for function call input and output parameters, PCX can automatically identify what data needs be transferred to and
Fig. 2. Design of the interface between PointCloudXplore and Matlab.

from Matlab — e.g., gene expressions, cell locations and neighbors, cell selections, and user-definable double, integer, Boolean, or string parameters— based on the function call itself. All data transfers are implemented via a series of function calls to the Matlab C++ API, allowing us to directly transfer vector/matrix data of varying type between the two systems.

For some applications it makes sense to pass input genes and names in multiple groups. For each list of genes or cell selections, one may optionally specify the expected size of each list (IN_GENES, IN_BRUSHES). Furthermore, one can define an optional URL for a HTML help page (HELP_URL). Thus, a PCXM header file provides PCX with information about: i) what data needs to be exchanged between Matlab and PCX, ii) what parameters need to be exposed to the user, iii) how the Matlab function is invoked, and iv) how the function and its parameters should be represented within the GUI.

The PCX-Matlab interface consists of three main components: a communication layer (blue), a function management layer (green), and the GUI (tan) (see Figure 2). The communication layer is based on Matlab’s C++ API (gray) and provides higher-level functions for inter-system communication.

The function management layer manages all Matlab functions available to PCX. The Manager class parses the PCXM files, stores and provides access to information about the Matlab functions, and initiates the execution of Matlab functions. For each Matlab function, the Manager creates a CommandData object containing all information about the corresponding function.

The GUI portion of PCX’ Matlab interface consists of: the Matlab Menu, a parameter Input Dialog, and the Help Window. The Matlab Menu is part of PCX’ main menu bar and lists all available Matlab functions (NAME) grouped by their logical category (TYPE). Furthermore, the Matlab Menu provides access to the Help Window and various management options, such as updating the function list. Using the Help Window, one can conveniently access the HTML help pages of all Matlab functions. When selecting a Matlab function in the Matlab Menu, PCX dynamically creates an Input Dialog at runtime listing all user-definable input parameters of the corresponding function.

The basic work flow of a use-case involving both PCX and Matlab is as follows (Figure 1): Upon start-up PCX parses all available PCXM files and initializes the Matlab Menu and Help Window. To initiate the execution of a Matlab function, one selects the desired function in the Matlab Menu. Subsequently, PCX creates an Input Dialog for the function and starts Matlab if it is not already running. After one has specified and confirmed the function
input in the Input Dialog, PCX transfers all the necessary data to Matlab and invokes the Matlab function. Finally, PCX imports any output expression channels or cell selections, once the Matlab function has terminated.

3.2 Perspective of the Biologist and Bioinformatics Researcher

When calling a Matlab function via PCX, the user interacts only directly with PCX. PCX automatically handles all communication with Matlab. In terms of access to the function it is irrelevant from a biologist’s perspective whether a function is implemented in Matlab or directly in PCX. However, unlike Matlab, the interface of PCX is much more user-friendly and does not require any command-line input. To simplify repeated analysis and test-runs, PCX supports saving and restoring gene input lists, and the integration of Matlab and PCX enables one to refine input parameters quickly between individual Matlab command executions by making it possible to quickly investigate input and output expression patterns. The interface between Matlab and PCX provides the user faster and more convenient access to advanced analysis functions.

From a bioinformatics researcher’s perspective, the effort needed to make an existing Matlab function (defined in an M file) accessible in PCX is very low and limited to creating a simple PCXM header file. No recompilation of source code or knowledge of PCX design or implementation details is required. Matlab functions can be updated at runtime of PCX, making development and debugging more convenient and less time-consuming. In addition, PCX provides a convenient GUI for the Matlab functions and parses PointCloud data, i.e., a developer does not need to know how to read PointCloud data. PCX’s advanced data display and selection mechanisms in combination with the simplicity of the Matlab interface simplify the development of usable scripts for processing PointCloud data. The PCX-Matlab interface provides an easy way to make new analysis functions quickly available to biologists. The interface supports fast prototyping and testing of new ideas and facilitates communication between bioinformatics researchers and experimental biologists.

Figure 3 shows a simple example function that computes the cell-by-cell difference between two expression patterns, illustrating the effort required for deploying a Matlab function in PCX. The function takes two genes and their names as input and returns a new expression channel and its name as output. The PCXM header file specifies the TYPE, NAME, and function call to be issued (CALL). In addition, the developer defined a HTML help page (HELP_URL) and specified that both input gene lists should contain only a single gene (IN_GENES). Difference patterns are useful to analyze, e.g., the temporal variation of an expression pattern (Figure 3, right side) or compare the pattern of different genes. In our example, we consider a PointCloud atlas file containing late (76-100%) and early (0-3%) blastoderm hunchback (hb) patterns. By applying the difference function to these genes, we can explore the temporal expression pattern change. As this example illustrates, the Matlab interface allows us to easily and quickly extend PCX with additional features.
Fig. 3. M-file (top left) and PCXM header file (bottom left) of an example function for the computation of the cell-by-cell difference between two expression patterns. Color of text is used to illustrate which parts are mandatory (red), optional (blue), or provided in a template file (black). Right: Example showing the use of the function to compute the difference between late- and early-stage *hunchback* expression.

### 3.3 Applications

The combination of PCX and Matlab has a wide range of applications ranging from plotting and cell selection to expression filtering.

Often, one needs to quickly create a specific plot, e.g., for a presentation. Matlab provides a rich set of plots that can be deployed quickly via PCX’ interface to Matlab. Plots created in Matlab are displayed in an external Matlab plot window, supporting direct interaction with the plot. We implemented, e.g., a line-out plot in Matlab for comparison of the expression profiles of multiple genes along a line defined on the embryo surface (not shown).

A second application of PCX’ Matlab interface is cell selection. This category of applications includes, e.g., functions for importing/exporting cell selections, segmenting gene expression patterns [13], clustering cells [20], and detecting features.

Expression filtering functions select expression patterns or create new derived “expression” patterns. Simple filtering functions include functions for expression data import or export, arithmetic functions for computing the cell-by-cell difference between expression patterns \( c = a - b \) or the cooperative pattern of genes (e.g., \( c = a \times b \)). Other applications of expression filtering include smoothing and post-processing of expression patterns, masking of expression patterns, or dimensions reduction (e.g., using principal component analysis). Advanced analysis functions, such as the gene expression modeling described in Section 4, often bridge various of the application categories mentioned above.
4 A Predictive Model of Expression Control

The BDTNP gene expression atlas provides us with information about the spatio-temporal expression pattern of genes, i.e., the input and output of the complex genetic networks responsible for the regulation of gene expression patterns. Based on this information one can attempt to infer potential regulatory interactions leading to the formation of a selected target pattern.

To explore and better understand gene pattern formation we first define a basic model for a genetic regulatory network. We use a linear model, i.e., the output of a model network is defined through a linear combination of its weighted inputs (Section 4.1). Given the input, output, and basic network model, we need to find a specific network model that defines the target well. To find a good network model we use a genetic algorithm [29, 3], which we implemented using Matlab (Section 4.2).

In the described network model, the output directly depends on the input. Validation and understanding of the input patterns is, therefore, crucial for the interpretation of a predicted model. Furthermore, we need to be able to compare the output of a network with the target pattern. PCX supports validation and comparison of expression patterns via a combination of physical and abstract visualizations and statistical analysis tools, making PCX ideal for these tasks. Using the PCX-Matlab interface we integrated the Matlab optimization function with PCX making the analysis easily accessible for the target user (Section 4.3).

In Section 4.4 we describe the example application of our system to model the expression pattern of the gene $eve$. It is beyond the scope of this paper to provide a conclusive model for the $eve$ regulation. The goal of the research covered here is rather to investigate the advantages and disadvantages of the employed direct network modeling approach.

4.1 Expression Model

Next, we describe a continuous, linear expression model. Based on the expression values of the measured expression patterns of a set of input regulators $e_{\text{regs}} = \{e_1, e_2, ..., e_k\}$ we define the model expression of the cell $c$ as:

$$v(w, e_{\text{regs}}, c) = \sum_{i=0}^{k} w_i e_i(c),$$  \hspace{1cm} (1)

with $w = \{w_1, w_2, ..., w_k\} \in [-1,1]^k$ being the weights of the different regulators $e_{\text{regs}}$. A weight of $+1$ indicates strong activation and a weight of $-1$ indicates strong inhibition of expression. In practice, a gene can only show positive expression, i.e., further inhibition of a non-expressed gene has no effect on the output. To account for this behavior, we define the model expression of a cell $c$ as:
The expression pattern defined by a network model $w$ is defined as:

$$ m(w, e_{\text{regs}}) = \max(v(w, e_{\text{regs}}, c), 0). $$

(2)

A gene can also be ubiquitously expressed at some basic level even if no spatially regulated activator is present. To account for this behavior, a user can include a constant expression $e_{\text{const}} = 1$ as input factor with the corresponding weight $w_{e_{\text{const}}}$ defining the degree of basal expression. By including cooperative patterns — e.g., of the form $e_{ij} = e_i e_j$ — as input regulators, a user can also account for simple non-linear effects of cooperative regulation, i.e., two genes acting in cooperation to form a pattern.

Expression modeling — using binary as well as continuous models — has proven to be a powerful tool for the study of genetic regulatory networks [27, 4, 26]. The main limitation of linear expression models, such as the one described here, is that they are not able to account for non-linear regulatory effects — such as heterodimerization of two transcription factors for a specific regulatory effect [22] — and may not be able to predict all targets correctly.

4.2 Optimization Algorithm

The goal of the optimization is to find a model $w$ for which $m(w, e)$ fits the target expression pattern $e_{\text{target}}$ well. To define the similarity between two expression patterns $e_i$ and $e_j$ we use the correlation measure

$$ \text{corr}(e_i, e_j) = \frac{\sum_{c=0}^{n} (e_i(c) - \bar{e}_i)(e_j(c) - \bar{e}_j)}{(n-1)s_{e_i}s_{e_j}} $$

as distance function, with $s_{e_i}$ and $s_{e_j}$ being the sample standard deviation of $e_i$ and $e_j$, respectively. The correlation is a scale-invariant measure — i.e., $\text{corr}(e_{\text{target}}, m(w, e_{\text{regs}})) = \text{corr}(t \cdot e_{\text{target}}, t \cdot m(w, e))$ $\forall t > 0$ — allowing us to find models that capture the relative structure of the target pattern rather than its absolute expression. The correlation measure further has the advantage that it is easy to compute. The main disadvantage of the correlation measure is that it describes only the global fitness of a possible solution but does not consider the local structure of expression patterns in physical space.

The optimization problem we have to solve is:

$$ \max_{w \in [-1,1]^k} (\text{corr}(e_{\text{target}}, m(w, e_{\text{regs}}))). $$

(5)

The goal of the optimization is to find a weight vector $w$ so that the correlation between $e_{\text{target}}$ and $m(w, e_{\text{regs}})$ is maximal.

Finding the optimal weight vector $w$ is an NP-hard problem. To find a possibly near-optimal solution we use the following genetic algorithm:
The algorithm is based on the canonical design of a genetic algorithm [29] and finds a single network \( w \) that defines the model expression pattern \( m \) with correlation \( f \) to the target pattern \( \epsilon_{\text{target}} \). Besides the target pattern \( \epsilon_{\text{target}} \) and the input regulators \( \epsilon_{\text{regs}} \), the algorithm has the following additional parameters: i) \( s_{\text{pop}} \), size of the population of possible solutions, ii) \( p_{\text{cross}} \), probability of crossing between two selected solutions and iii) \( p_{\text{mutate}} \), probability of mutating a particular entry \( w_i \) of a solution vector by a small random value. The parameters \( l_{\text{iter}} \) and \( l_{\text{corr}} \) serve as termination conditions defining the maximum number of iterations and the desired correlation score, respectively. Optionally, we also allow the user to specify: i) whether the two best solutions should always be preserved, ii) whether mutations should only be accepted if they improve the solution, iii) whether the population should be initialized randomly or with all zero values, and iv) which types of plots should be shown during the optimization procedure.

Genetic regulatory networks are highly dynamic and often contain redundancies, i.e., in practice various good solutions may exists to the same problem. We repeat the optimization several times to investigate the diversity of good solutions and to increase the probability of finding a near-optimal solution.

4.3 PointCloudXplore and Matlab for Network Modeling

We implemented the described optimization algorithm in Matlab and integrated the function with PCX via our Matlab interface. Figure 4 illustrates
the design of a network modeling experiment using PCX and Matlab. Using the visualization and analysis capabilities of PCX, the user first identifies the target pattern of interest and a set of potential regulators, allowing the user to effectively validate the input expression patterns. A gene is often expressed in multiple distinct spatial domains — e.g., in seven stripes in the case of eve — which may be regulated by different cis-regulatory elements (CREs). Using PCX a user can select the different expression domains of a gene. These cell selections can then be used to mask the expression pattern of the target to simulate the corresponding CRE pattern. Alternatively, one could use the cell masks directly in the optimization to compute the fitness of the model only in the area of interest to find a local model. Finally, the user is asked to specify the input parameters of the optimization algorithm, i.e., \( s_{\text{pop}}, p_{\text{cross}}, p_{\text{mutate}}, l_{\text{iter}} \) or \( l_{\text{corr}} \), in the Input Dialog created automatically by PCX.

After the user has confirmed the input, PCX automatically starts Matlab, transfers the input data to Matlab, and initiates the execution of the optimization function. During the optimization process the user is presented a set of plots visualizing the progress of the analysis. After completion of the optimization process, PCX imports the model expression pattern(s) \( m(w, e_{\text{regs}}) \), the relevant data is saved in a user-defined .mat Matlab state file, and a set of plots are shown to provide an overview of the results produced.

As this example illustrates, the close integration of PCX and Matlab allows advanced analysis functions to be deployed quickly to the biology user community while improving usability and accuracy of the analysis.

### 4.4 Modeling the *eve* Expression Pattern

In the following we describe the application of these methods to the modeling of the expression pattern of the gene *even skipped* (*eve*). The *eve* pattern is characterized by seven stripes, which are usually presumed to result from the action of five CREs. While some stripes appear to have their own CRE, other stripes may share a module, and stripe 7 (the posteriormost stripe) has been speculated to be under redundant regulation. We here focus on modeling stripe 2 and 7 of the *eve* pattern. The goal of this experiment is to demonstrate the strengths and weaknesses of expression-based network modeling.

Figure 4 illustrates the basic setup of the experiment. In order to identify how the pattern of *eve* is initially formed we use the *eve* pattern at stage 5:9-25\% as target, while applying selective masks to isolate individual stripes of the pattern. For the potential regulators (see Figure 4) we used protein patterns at stage 5:4-8\% because of the transcriptional delay between the regulator input and the output patterns. In cases where only mRNA expression data was available, we selected the patterns from stage 5:0-3\% because of the translational delay from mRNA into a protein.

Figure 5 summarizes the results for the modeling of *eve* stripe 2. The algorithm consistently found similarly high-scoring models with \( \text{corr} > 97\% \). The
Fig. 4. Overview of the design of a network modeling experiment. Using PCX the user specifies the necessary input of the optimization function, e.g.: (i) the set of input regulators $e_{reg}$ (green box), (ii) the target $e_{target}$ (red box), (iii) an optional mask specifying the area of interest (blue box), and (iv) additional input parameters, such as $p_{persox}$. After the user has confirmed all settings, PCX sends all data to Matlab, calls the optimization function, and afterwards imports the model expression pattern $m(w,e_{reg})$. The optimization function also creates a set of plots with an overview of the analysis results.

expression pattern of the predicted model fits the target well and even resembles the D/V variation of the target pattern. Commonly, the input regulators used are only considered as regulators along the A/P body-axis. The shown results suggest that the input regulators are also able to function as regulators along the D/V body-axis (Figure 5d). These results are consistent with earlier modeling results based on data clustering [20]. The modeling suggests that $D$, $hb$, and possibly $prd$ function as main activators of $eve$ stripe 2 while $slp1$, $Kr$ and $gt$ function as inhibitors. The absolute weights of the remaining input regulators (i.e., $kni$, $bcd$, $hkb$, $tll$, and $cad$) are much lower, indicating that the function of these factors is not well characterized by the analysis.

Experimental data on $eve$-stripe regulation has shown that $eve$ stripe 2 is activated by $bcd$ [25] and $hb$ [25] and potentially by $D$ [21], and inhibited by $gt$ [25], $Kr$ [25] and weakly by $slp1/2$ [1]. prd is known to be able to activate late $eve$ stripe expression via late enhancers [8], but is not essential for $eve$ stripe 2 early upregulation. Notably, the modeling is able to find similarly
Fig. 5. Overview of the modeling results for eve stripe 2. We repeated the genetic algorithm 20 times while figures b-d show the model with the highest correlation. All experiments achieved a correlation of > 97.3%. a) Plot of the 20 models with each curve representing one model. The genes are ranked according to their absolute average weight. b) Scatter plot of the target pattern and the best model pattern. c,d) Unrolled view of the target and the model pattern, respectively. Color shows relative expression with blue=low and red=high expression. We can see that the model fits the target well and even resembles the D/V variation of the target stripe.

high-scoring models even when removing prd from the input, indicating that prd may not be essential for defining eve stripe 2 (not shown). The reason why bcd was predicted as a weak inhibitor instead of an activator may be because (i) the highest bcd levels appear in a relatively wide gradient in the anterior of the embryo where eve stripe 2 is not located, and/or because (ii) bcd activates also inhibitors of eve stripe 2, such as slp [10] and gt [17].

We also modeled eve stripe 7 using the same set of input regulators (Figure 6a-c). The models we computed for stripe 7 score in general lower than the stripe 2 models (corr ≈ 88%) most likely due to a strong bias resulting in lower “expression” on one side of the embryo. The input regulator cad — which functions as a main activator in the stripe 7 model — shows a similar bias due to measurement or data normalization errors, explaining the observed behavior. The boundaries of eve stripe 7 are, however, well-defined in the generated model. The model suggests D, cad, and prd as main activators and gt, Kr, kni, hkb, and tll as main inhibitors of eve stripe 7.

It is commonly presumed that eve stripe 7 arises from the action of eve stripe 3+7 CRE. With the standard eve 3+7 CRE, inhibition by kni has been
Fig. 6. Overview of the modeling results for eve stripes 7 (a-c) and 2+7 (d-f). We repeated the genetic algorithm 20 times while figure c and f show the result for the best model for stripe 7 and 2+7, respectively. All runs achieved a correlation of 87.x% for stripe 7 alone and > 88.9% for stripe 2+7. a,d) Curve plot of the 20 models. b,c,e,f) Unrolled view of the target patterns and the respective best model pattern. Color shows relative expression with blue=low and red=high expression.

experimentally verified, but mutation in tll actually abolished stripe 7 [24], and the demonstrated clear negative hb regulation was not found. Moreover, mutations in gt, Kr, and hkb have been reported not to affect the output of the 3+7 stripe element [24], though gt and Kr have been here predicted to be strong inhibitors. Likewise, experimental data does not support D as an activator of stripe 7 [21], and prd is not essential for early eve-stripes 7 upregulation [8]. However, Yan et al. [30] predicted eve stripe 7 to be activated by Stat92E, which was not available in the input dataset. The differences between eve stripe 3+7 CRE and other experimental data and our results suggest that modeling may be able to closely mimic the target pattern via a different network, even when important regulators are missing in the input.

While eve stripe 7 has usually been described as part of an output of the eve stripes 3+7 CRE, Janssens et al. [15] have proposed that eve stripe 2 CRE might also participate in regulation of eve stripe 7. The eve stripe 2 element is known to often produce a weak eve stripe 7 expression and the same is observed in sepsid eve stripe 2 enhancers [23, 15, 11], while the stripe 7 produced by eve 3+7 CRE can be weaker than stripe 3 [24]. Therefore, we modeled eve stripe 2 and 7 at the same time (Figure 6d-f). Qualitatively the model for eve stripe 7 does not change significantly while eve stripe 2 shows the same D/V bias as stripe 7, probably due to the higher-weighted cad pattern. The boundaries of eve stripe 2 are, however, still well-defined. The Janssens et al. [15] model supports our prediction of cad as an activator and gt and tll
as repressors of eve stripe 7(+2) (Figure 6a,d). These results suggest that eve stripes 2 and 7 could, indeed, be formed by a common network model and may be co-regulated. However, our model does not account for potential regulation by multiple or diffuse CREs, which may cause distortion due to too high a contribution of stripe 7 to a particular CRE model. To eliminate potential problems due to interference between CREs one would ideally measure the actual output of individual CREs, e.g., from transgenic constructs.

Figure 7 shows preliminary results for the modeling of eve stripes 1, 3, 4, 5, and 6. For eve stripe 1 and 5 we found high-scoring models (corr > 93%) which — similar to the eve stripe 2 model — also reproduce the main variations in expression along the D/V axis. While the models for eve stripes 3 and 4 show expression in the expected location, the stripe-borders are not well-defined. Interestingly the algorithm is able to model stripe 3 well when including the cooperative factor $e_{bbP,KrP} = e_{bbP}e_{KrP}$ as input regulator, achieving much higher scores of corr ≈ 90%. While cooperative regulation of stripe 3 by Kr and hb may not be real [24], this behavior nevertheless indicates that — besides the fact that important input regulators may be missing — non-linear regulatory effects not captured by the used linear model may be responsible for the correct formation of at least eve stripe 3.

The fact that the modeling was able to predict a large range of regulators correctly for eve stripe 2 shows that modeling can provide interesting insights into, or at least hints of, possible regulatory interactions. Missing regulators (see stripe 7), noise (see stripes 7 and 2+7), and limitations of the employed computational model (see stripe 3), however, directly affect the quality of the predicted model and may also lead to false negatives (missing regulators) and false positives (misidentified regulators) in predictions (see stripe 7). Modeling results should, therefore, always be validated experimentally.
5 Conclusions

To fully exploit the collaborative research potential of teams of biologists, computational biologists, and computer scientists, it is essential to overcome true and perceived obstacles for collaboration. Biologists rarely do computation and computer scientists rarely do biology. To maximize the impact of novel, complex, high-dimensional data sets acquired via modern imaging or computational methods — such as the BDTNP 3D gene expression atlas data — the data needs to be accessible to biologists and comprehensible to developers of analysis and visualization software.

We addressed these challenges by linking the visualization system PointCloudXplore (PCX) and Matlab via a dedicated interface, providing biologists seamless access to advanced data analysis functions and enabling bioinformatics researchers to integrate their analysis directly into the visualization. By being able to test new analysis functions during development, biologists are able to provide feedback early, facilitating communication between the developer and the user. By utilizing PCX and Matlab, a developer can develop new functions more efficiently without having to know anything about the PointCloud data format or the architecture of PCX.

One potential focus for future research are methods for linking other types of data, such as in vitro and in vivo binding data, with the gene expression data analysis. Being able to incorporate different types of data is essential, e.g., for the development of advanced predictive models of gene expression.
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