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Abstract

Previous research has suggested that human perception of mathematical expressions is based on syntactic structure. Here, we extend our understanding of how humans perceive algebraic equations in two ways. First, we examined the hypothesis that the internal representation used by experienced mathematicians is based on the phrasal structure of the parse tree. This was tested using a memory recognition task, and the results supported the hypothesis. Second, we explored how much experience with mathematics is necessary before such representations become established. Participants were young students with very little experience with algebra. Surprisingly, the students appeared to encode equations in a manner similar to experienced mathematicians.

Introduction

Mathematical notation and natural language share many common features. Both have a well-defined syntax and semantics, and both allow for the expression of abstract information. However, an important difference is that the layout of mathematical notation is two dimensional in nature, with equations relying on both vertical and horizontal adjacency relationships between the symbols to provide the meaning. It is natural then to ask how humans comprehend mathematical expressions.

The present paper extends our understanding of how humans perceive mathematical expressions in two ways. First we explore the nature of the internal representation used to encode equations. Specifically, we examine whether the information recovered from equations has a parse tree structure similar to that used to represent sentences of natural language. Second, we explore how much experience with mathematics is necessary before such representations become established.

For many years now, phrase structure grammars have been used to understand the way that humans parse natural language sentences (for example, see Akmajian, Demers and Harnish, 1984). This allows the constituent structure of a natural language sentence to be represented diagrammatically by a parse tree, containing various phrases such as noun and verb phrases. Although phrase structure grammars can only be applied to sequential languages, variations of such grammars have been proposed in an attempt to enable computers to understand mathematical notation (for example, see Anderson, 1977). Analogously to natural language, parse trees for equations can be created based on mathematical syntax. An example parse tree is given in Figure 1.
formed (for example, \( y \) which is also part of the equation, but does not convey any coherent mathematical meaning on its own). This result provides support for the notion that the internal representation used by mathematicians is based on mathematical syntax. This accords with results by Johnson (1968, 1970) which show that in the context of natural language, chunking of sentences is also guided by syntax. The work of Ranney (1987) also shows that even after only brief exposure, the structure of algebra expressions provide information about the category of the symbols in that expression (whether they are variables, numbers, operators, etc.). This indicates that the parsing of such expressions is based on structural content.

**Experiment 1**

It is clear that mathematical syntax plays an important role in encoding equations, however it does not necessarily follow that a parse tree structure underlies the internal representation. The first experiment explores this idea with respect to moderately complex algebra expressions. Our hypothesis is that the internal representation used by experienced mathematicians is based on the phrasal structure of the parse tree. To test this hypothesis, we have set up a recognition task to see if participants can more readily recognize sub-expressions of an equation that form a phrasal node on the parse tree (for example, \( y + 7 \) in the previous example) as opposed to sub-expressions that are also syntactically valid, but do not form a phrasal node on the parse tree (such as \( 4 - 2^2 \)). If our hypothesis is correct, we would expect to see a recognition advantage for the phrasal sub-expressions.

**Method**

**Participants** Twenty-four participants successfully completed the experiment. All were staff members, graduate or undergraduate students from the Computer Science department, all competent mathematicians who were experienced with algebra. All participants were volunteers between the ages of 18 and 35 years, with normal or corrected-to-normal vision. Data from an additional 8 participants were not included due to excessive error rates. 1

**Materials and Design** Seventy-five equations were constructed, all consisting of between twelve and fourteen characters. The equations contained at most one fraction and the variable names were \( x \) and \( y \), since these are most commonly used. For each equation, sub-expressions of three types were constructed.

a) A *phrasal sub-expression*, which is a syntactically well-formed component of its equation, which conveys the same meaning on its own that it conveyed in the equation. It is a phrasal node in the equation’s parse tree.

b) A *non-phrasal sub-expression*, which is also a well-formed component of its equation, but does not convey the same meaning on its own that it conveyed in the equation. It is not a phrasal node in the equation’s parse tree.

c) An *incorrect sub-expression*, which was not part of the original equation. It is also a well-formed expression. These act as fillers.

Each of the sub-expressions contained between four and six characters (the average for phrasal sub-expressions was 4.78; for non-phrasal, 4.54; for incorrect, 4.60). See Table 1 for examples of equations and sub-expressions used. As the examples show, a variety of sub-expressions were used, some of which were bracketed, but most of which were not.

In order to present all three sub-expression types for each equation, but ensuring that participants were presented with each equation only once to avoid practice effects, three counterbalanced versions of the experiment were constructed. For each version, there were twenty-five instances of each type of sub-expression. Two additional equations were constructed as practice items. The same practice items were used in each version. Eight participants completed each version, each receiving the items in a different pseudo-random order.

**Procedure** Participants were seated comfortably in an isolated booth. Items were displayed as black text on a white background on a 17” monitor at a resolution of 1024x768, controlled by an IBM compatible computer running a purpose designed computer program. The average width of the equations in pixels was 187 (range 91–244) with an average height of 45 (range 26–59). The average width of the sub-expressions in pixels was 74 (range 25–111) with an average height of 23 (range 16–52).

Participants were given a statement of instructions before the experiment began. Practice items preceded the experimental items, and the participants took approximately fifteen minutes to complete the test. Progress was self-paced, with participants pressing the space bar to initiate the presentation of each trial.

Each item was presented in the centre of the monitor in the following sequence. First, a simple algebra equation was shown to the participant for 2500ms. The equation then disappeared and the screen remained blank for 1000ms. Then the sub-expression was shown, remaining on the screen until a response was made. The participant was required to decide whether the sub-expression was in that equation, responding via a timed selective button press. They pressed the green button, (the ‘I’ key on the right side of the keyboard), to indicate that the sub-expression was part of the original equation, and the red button, (the ‘Z’ key on the left of the keyboard), to indicate that the sub-expression was not part of the original equation. Participants were instructed to respond as quickly as possible, while taking care not to make too many errors.

The response time recorded was the time between the onset of the sub-expression and the participant’s response. After the response, the participant received feedback. If the re-
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1Data from participants with an overall error rate of over 30%, or making in excess of 50% errors for any given sub-expression type, were excluded from the final analysis.
The mean correct response time (in milliseconds) and error rate for the three sub-expression types are summarised in Table 2, along with the corresponding standard deviations (in parentheses). Planned comparisons of the data were conducted using two-way ANOVAs (versions × sub-expression), carried out separately over subject and item data.

As expected, the participants performed significantly better for phrasal sub-expressions than for non-phrasal sub-expressions. This superior performance was seen in the response times with a 196ms recognition advantage \( (\text{min}F'(1, 66) = 33.06, p < .01) \). This advantage held for error rates also \( (\text{min}F'(1, 69) = 8.83, p < .01) \). This indicates that the equations are perceived in a way that allows for faster and more accurate recognition of phrasal sub-expressions than non-phrasal sub-expressions.

**Table 1: Example equations and sub-expressions used in examining phrasal properties.**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Sub-Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y = 8 + \frac{8y - 9x^2}{7y^6} )</td>
<td>8y - 9x^2</td>
</tr>
<tr>
<td>( 3 - \frac{5}{7 - x^2(8 - y)} )</td>
<td>(8 - y)</td>
</tr>
</tbody>
</table>

**Table 2: Mean correct response times (ms) and error rates (%) as a function of sub-expression type for Experiment 1.**

<table>
<thead>
<tr>
<th>Sub-Expression</th>
<th>RT(ms)</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrasal</td>
<td>1153 (178)</td>
<td>14.8 (8.7)</td>
</tr>
<tr>
<td>Non-Phrasal</td>
<td>1349 (205)</td>
<td>25.2 (11.2)</td>
</tr>
<tr>
<td>Incorrect</td>
<td>1382 (246)</td>
<td>20.3 (9.5)</td>
</tr>
</tbody>
</table>

There was also a significant response time advantage for phrasal sub-expressions over incorrect sub-expressions \( (\text{min}F'(1, 57) = 35.97, p < .01) \). However, there was no corresponding overall advantage for error rates, despite the fact that the item-based analysis was significant \( F_1(1, 21) = 4.21, p = .053, F_2(1, 69) = 5.46, p < .05 \). There was no significant difference between non-phrasal and incorrect sub-expressions for either response times or error rates.

The results of Experiment 1 provide support for our hypothesis that the internal representation used by experienced mathematicians is based on the phrasal structure of a parse tree. This comes from the logic of the experiment. Encoding of the equations significantly favours recognition of phrasal sub-expressions, indicating that knowledge of the constituent structure that underlies a parse tree is relied upon in the encoding process.

This outcome and those of previous work (Jansen et al., 1999) indicate that experienced mathematicians use an internal representation based on mathematical syntax and a parse tree structure. One interesting issue is just how much experience with mathematics is necessary before such representations become established. This is the focus of our second experiment.

**Experiment 2**

Our hypothesis here is that considerable experience is necessary before humans can parse an equation based on its mathematical syntax. To test this hypothesis, recognition tasks were designed to examine the influence of both syntactic well-formedness and phrasal properties in identifying sub-

**Results and Discussion**

The data treatment Two measures were employed to reduce the unwanted effects of outlying data points. Absolute upper and lower cut-offs were applied to response latencies, such that any response longer than 2500ms or shorter than 500ms was excluded from the response time data analysis and designated as an error. Secondly, standard deviation cut-offs were applied, so that any response time lying more than two standard deviations above or below a participant’s overall mean response time was truncated to the value of the cut-off point.

It was necessary to exclude two items from the final analysis due to error rates in excess of 75%. One further item also had to be removed in order to balance the number of items in each version of the experiment. As a result, the final analyses were over twenty-four items per condition, not the original twenty-five. Response time and error data were analysed by a series of analyses of variance (ANOVAs), over both participant and item data. Where both the subject-based and item-based analyses were significant they were combined in the \( \text{min}F' \) statistic to ensure the generalisability of results over both these domains (Clark, 1973).

The mean correct response time (in milliseconds) and error rate for the three sub-expression types are summarised in Table 2, along with the corresponding standard deviations (in parentheses). Planned comparisons of the data were conducted using two-way ANOVAs (versions × sub-expression), carried out separately over subject and item data.

As expected, the participants performed significantly better for phrasal sub-expressions than for non-phrasal sub-expressions. This superior performance was seen in the response times with a 196ms recognition advantage \( (\text{min}F'(1, 66) = 33.06, p < .01) \). This advantage held for error rates also \( (\text{min}F'(1, 69) = 8.83, p < .01) \). This indicates that the equations are perceived in a way that allows for faster and more accurate recognition of phrasal sub-expressions than non-phrasal sub-expressions.

**Experiment 2**

Our hypothesis here is that considerable experience is necessary before humans can parse an equation based on its mathematical syntax. To test this hypothesis, recognition tasks were designed to examine the influence of both syntactic well-formedness and phrasal properties in identifying sub-

**Table 1: Example equations and sub-expressions used in examining phrasal properties.**
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<tr>
<th>Equation</th>
<th>Sub-Expression</th>
</tr>
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**Table 2: Mean correct response times (ms) and error rates (%) as a function of sub-expression type for Experiment 1.**

<table>
<thead>
<tr>
<th>Sub-Expression</th>
<th>RT(ms)</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrasal</td>
<td>1153 (178)</td>
<td>14.8 (8.7)</td>
</tr>
<tr>
<td>Non-Phrasal</td>
<td>1349 (205)</td>
<td>25.2 (11.2)</td>
</tr>
<tr>
<td>Incorrect</td>
<td>1382 (246)</td>
<td>20.3 (9.5)</td>
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There was also a significant response time advantage for phrasal sub-expressions over incorrect sub-expressions \( (\text{min}F'(1, 57) = 35.97, p < .01) \). However, there was no corresponding overall advantage for error rates, despite the fact that the item-based analysis was significant \( F_1(1, 21) = 4.21, p = .053, F_2(1, 69) = 5.46, p < .05 \). There was no significant difference between non-phrasal and incorrect sub-expressions for either response times or error rates.

The results of Experiment 1 provide support for our hypothesis that the internal representation used by experienced mathematicians is based on the phrasal structure of a parse tree. This comes from the logic of the experiment. Encoding of the equations significantly favours recognition of phrasal sub-expressions, indicating that knowledge of the constituent structure that underlies a parse tree is relied upon in the encoding process.

This outcome and those of previous work (Jansen et al., 1999) indicate that experienced mathematicians use an internal representation based on mathematical syntax and a parse tree structure. One interesting issue is just how much experience with mathematics is necessary before such representations become established. This is the focus of our second experiment.

**Experiment 2**

Our hypothesis here is that considerable experience is necessary before humans can parse an equation based on its mathematical syntax. To test this hypothesis, recognition tasks were designed to examine the influence of both syntactic well-formedness and phrasal properties in identifying sub-
expressions of equations. The participants in these experiments were students in their first year of high school (Year 7). This year level was chosen because it is one year before algebra becomes a major component of their mathematics syllabus (in Australia). The students had been introduced to the notion of a variable, but had not been introduced to the exponent notation and had dealt only with very simple expressions.

Due to the complex nature of the equations (at least by Year 7 standards), we expect to see no significant performance advantages for one type of sub-expression over another, indicating that the internal representations of the students are not based on mathematical syntax or parse tree structures. However if any advantages are present, this would indicate a predisposition towards encoding equations into syntactically based constituent chunks, even with very little experience.

**Method**

**Participants** Eighteen participants successfully completed these experiments. All were Year 7 students, aged 12 to 13 years, with only limited knowledge of algebra. All participants were volunteers with normal or corrected-to-normal vision.

**Materials and Design** Experiment 2 consisted of two parts. Part A looked at syntactic well-formedness, the design of the experiment being similar to the experiment described in Jansen et al. (1999) which was conducted with competent adult mathematicians. Sixty equations were used, and sub-expressions of three types were generated for each.

a) A well-formed sub-expression, which is a component of its equation, and conveys the same meaning on its own that it conveys in the equation.

b) A non-well-formed sub-expression, which is also a component of its equation, but does not convey any coherent mathematical meaning on its own.

c) An incorrect sub-expression, which was not part of the original equation. It can be either well-formed or non-well-formed. These act as fillers.

See Table 3 for examples. The equations consisted of between twelve and fourteen characters, and each of the sub-expressions contained between four and six characters (the average for well-formed sub-expressions was 4.77; for non-well-formed, 4.50; for correct, 4.66). Only the variable names \( x \) and \( y \) were used, with at most one fraction being present in any equation.

Part B of Experiment 2 again examined phrasal properties, and was based on Experiment 1. Sixty equations were constructed, along with three sub-expressions per equation (phrasal, non-phrasal and incorrect). The properties of the equations and sub-expressions are the same as described in Experiment 1, with the sub-expressions again containing between four and six characters (the average for phrasal sub-expressions was 4.79; for non-phrasal, 4.50; for incorrect, 4.60). Table 1 contains examples of these. The equations used in part A and part B of this experiment were all different.

For each part of the experiment, three counterbalanced versions were created allowing the presentation of all three sub-expression types for each equation, but ensuring that participants were presented with each equation only once to avoid practice effects. For each version, there were twenty instances of each type of sub-expression. Two additional equations were constructed as practice items. The same practice items were used in each version. The items of each version were presented in a different pseudo-random order for each participant.

Participants did both parts of the experiment in the one sitting, one after the other. Due to the tasks in part A and part B being so similar, the order in which they were done was balanced over all of the participants. Thus half of the participants did part A before part B, with the other half doing the experiment in the reverse order.

**Procedure** The experiments were carried out in a quiet room, with groups of four or five students at a time. Each participant was seated in front of an IBM compatible computer with a 14” monitor, running at a resolution of 800x600. All items were black text on a white background, presented by a purpose-designed computer program.

For part A, the average width of the equations in pixels was
The results of interest are the performance differences between well-formed and non-well-formed sub-expressions. Participants performed significantly better in recognizing well-formed sub-expressions than their non-well-formed counterparts with an advantage of 15.6% (minF(1, 37) = 7.50, p < .01). In fact, since in each trial participants had a 50–50 chance of success, it is clear that for both non-well-formed and incorrect sub-expressions, participants were doing no better than random guessing. It is only for well-formed sub-expressions that they were performing better than chance.

Table 5 summarises the error rate data for the three sub-expression types in part B of the experiment (which examined phrasal properties), along with the corresponding standard deviations (in parentheses).

Table 5: Error rates (%) as a function of sub-expression type for Experiment 2B.

<table>
<thead>
<tr>
<th>Sub-Expression</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrasal</td>
<td>34.1 (15.4)</td>
</tr>
<tr>
<td>Non-Phrasal</td>
<td>53.6 (16.5)</td>
</tr>
<tr>
<td>Incorrect</td>
<td>49.4 (22.9)</td>
</tr>
</tbody>
</table>

The results show a significant 19.4% error rate advantage for phrasal sub-expressions over non-phrasal sub-expressions (minF(1, 59) = 12.07, p < .01). As in part A, the incorrect and also the non-phrasal results indicate that participants are doing no better than chance in responding to these sub-expression types. However, performance was clearly above chance for phrasal sub-expressions.

Given the limited mathematical experience of the Year 7 students, these results are unexpected. The fact that the overall accuracy of the Year 7 students is far lower than for competent adult mathematicians, indicates that the development of their internal representation still has a long way to go. However, superior performance in recognizing syntactically well-formed and phrasal sub-expressions provides support for the notion that mathematical syntax plays an important role in the way that these students encode equations. This result therefore does not support our hypothesis that considerable experience is necessary before students can parse an equation based on its mathematical syntax.

Despite the significance of these results, it is not clear whether the students represent a heterogeneous or a homogeneous population with respect to their performances in this task. Therefore, a further analysis of the error rate data from this experiment was conducted. For part A of the experiment, a three-way split was carried out based on the difference in accuracy in recognizing well-formed and non-well-formed sub-expressions. The results of participants in each version were divided into three groups. The top group contained participants with the greatest performance advantage in recognizing well-formed sub-expressions over non-well-formed

Data Treatment To reduce the unwanted effects of outlying data points, absolute upper and lower cut-offs were applied to response latencies, such that any response longer than 4000ms or shorter than 500ms was designated as an error. The maximum cutoff time here is longer for the Year 7 students than for the experienced mathematicians in previous experiments.

As expected the participants did not perform well in this task, with the accuracy achieved for many sub-expression types being no better than chance. Given that many students were clearly guessing when presented with these sub-expressions, an analysis of response time data would be meaningless. Analysis was therefore only conducted on error rate data, by a series of analyses of variance (ANOVAs) over both participant and item data. Where these were significant, the were combined in the minF statistic. No participants data was excluded from the analysis.

Results and Discussion

The error rate for the three sub-expression types in part A (which examined well-formedness) is summarised in Table 4, along with the corresponding standard deviations (in parentheses). Planned comparisons of the data were conducted using two-way ANOVAs (versions x sub-expression), carried out separately over subject and item data.

Table 4: Error rates (%) as a function of sub-expression type for Experiment 2A.

<table>
<thead>
<tr>
<th>Sub-Expression</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-Formed</td>
<td>36.1 (21.5)</td>
</tr>
<tr>
<td>Non-Well-Formed</td>
<td>51.7 (14.9)</td>
</tr>
<tr>
<td>Incorrect</td>
<td>50.6 (19.9)</td>
</tr>
</tbody>
</table>

The average width of the sub-expressions in pixels was 72 (range 39–179) with an average height of 26 (range 18–51). For part B, the average width of the equations in pixels was 187 (range 97–244) with an average height of 46 (range 26–59). The average width of the sub-expressions in pixels was 72 (range 25–111) with an average height of 24 (range 16–52).

The procedure for each part was very similar to that used for Experiment 1. There was no difference in the display timing of the stimuli or the response mechanism. However, since the students were not expected to perform very well in the task, they may lose confidence in performance if continually reminded of errors. Consequently, no feedback was given. Otherwise, the experimental procedure was the same. Participants were also given a brief rest period between the two parts and took approximately 25 minutes to complete the entire experiment.

The results show a significant 19.4% error rate advantage for phrasal sub-expressions over non-phrasal sub-expressions (minF(1, 59) = 12.07, p < .01). As in part A, the incorrect and also the non-phrasal results indicate that participants are doing no better than chance in responding to these sub-expression types. However, performance was clearly above chance for phrasal sub-expressions.

Given the limited mathematical experience of the Year 7 students, these results are unexpected. The fact that the overall accuracy of the Year 7 students is far lower than for competent adult mathematicians, indicates that the development of their internal representation still has a long way to go. However, superior performance in recognizing syntactically well-formed and phrasal sub-expressions provides support for the notion that mathematical syntax plays an important role in the way that these students encode equations. This result therefore does not support our hypothesis that considerable experience is necessary before students can parse an equation based on its mathematical syntax.

Despite the significance of these results, it is not clear whether the students represent a heterogeneous or a homogeneous population with respect to their performances in this task. Therefore, a further analysis of the error rate data from this experiment was conducted. For part A of the experiment, a three-way split was carried out based on the difference in accuracy in recognizing well-formed and non-well-formed sub-expressions. The results of participants in each version were divided into three groups. The top group contained participants with the greatest performance advantage in recognizing well-formed sub-expressions over non-well-formed
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<td>Well-Formed</td>
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<td>Non-Well-Formed</td>
<td>51.7 (14.9)</td>
</tr>
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The results of interest are the performance differences between well-formed and non-well-formed sub-expressions. Participants performed significantly better in recognizing well-formed sub-expressions than their non-well-formed counterparts with an advantage of 15.6% (minF(1, 37) = 7.50, p < .01). In fact, since in each trial participants had a 50–50 chance of success, it is clear that for both non-well-formed and incorrect sub-expressions, participants were doing no better than random guessing. It is only for well-formed sub-expressions that they were performing better than chance.

Table 5 summarises the error rate data for the three sub-expression types in part B of the experiment (which examined phrasal properties), along with the corresponding standard deviations (in parentheses).

Table 5: Error rates (%) as a function of sub-expression type for Experiment 2B.

<table>
<thead>
<tr>
<th>Sub-Expression</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrasal</td>
<td>34.1 (15.4)</td>
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<td>53.6 (16.5)</td>
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</table>
sub-expressions. The bottom group contained those with the least advantage, or possibly even a disadvantage in recognizing well-formed sub-expressions over their non-well-formed counterparts. The remaining participants formed a middle group, but the results of this group were not of interest. Since there were six participants per version, each group contained the results of two participants from each version. ANOVAs were then conducted to compare the performance of the top and bottom group.

As expected, an even greater performance advantage of 32.5% in identifying well-formed over non-well-formed sub-expressions was found in the top group (minF(1, 30) = 19.55, p < .01). However, the performance of the bottom group revealed a slight disadvantage of 1.7% in recognizing well-formed sub-expressions over their non-well-formed counterparts. This result was not statistically significant (F < 1 for analysis by both subject and item).

A similar analysis was conducted for part B of the experiment, with the three way split based on the accuracy difference between recognizing phrasal and non-phrasal sub-expressions. The top and bottom groups reflect the participants with the greatest and least performance advantage, respectively, in recognizing phrasal sub-expressions over non-phrasal sub-expressions. The top group again had a significant performance advantage of 32.7% in identifying phrasal over non-phrasal sub-expressions (minF(1, 60) = 20.17, p < .01). For the bottom group however, the advantage was only 5.8% which was not statistically significant (F < 1 for analysis by both subject and item).

This result indicates that within the population sample for Experiment 2, there are two distinct groups, one of students who encode equations based on mathematical syntax, and one of those who appear not to. One possible explanation for this result is that some students have more previous experience with algebra and mathematics than others. However, another possibility is that some students might have a stronger predisposition for using knowledge of mathematical syntax to guide construction of internal representations. Certainly more research will be needed before the cause of this result can be resolved.

Conclusions

Previous research has suggested that adults competent in mathematics encode equations into constituents that have syntactically well-formed structure (Jansen et al., 1999). We have extended upon these results by providing support for the hypothesis that the internal representation used by mathematicians is based on the constituent structure of a parse tree. Evidence has also been presented which indicates that this encoding mechanism is present in young students. This result is surprising given that the students have very little experience in dealing with complex algebraic expressions.

The future direction of this research is to further investigate the encoding mechanisms and internal representations used to process equations, and in particular to examine how the representations of equations are used in mathematical problem solving. Also, the positive result with the Year 7 students leads to the question of just how little mathematical experience is necessary before mathematical syntax begins to play a role in encoding equations. Whether or not the students are establishing representations based on mathematical syntax, or their performance reflects a more general encoding mechanism for such complex stimuli, can only be resolved by conducting similar experiments with children who have no experience with algebraic equations.
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