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The cosmic microwave background provides a wealth of information about the origin and history of the universe. The statistics of the anisotropy and the polarization of the cosmic microwave background, among other things, can tell us about the distribution of matter, the redshift of reionization, and the nature of the primordial fluctuations. From the lensing of cosmic microwave background due to intervening matter, we can extract information about neutrinos and the equation of state of dark energy. A measurement of the large angular scale B-mode polarization has been called the “smoking gun” of inflation, a theory that describes a possible early rapid expansion of the universe. The focus of current experiments is to measure this B-mode polarization, while several experiments, such
as POLARBEAR, are also looking to measure the lensing of the cosmic microwave background.

This dissertation will discuss several different topics in cosmic microwave background polarization research. I will make predictions for future experiments and I will also show analysis for two current experiments, POLARBEAR and BICEP. I will show how beam systematics affect the measurement of cosmological parameters and how well we must limit these systematics in order to get unbiased constraints on cosmological parameters for future experiments. I will discuss a novel way of using the temperature-polarization cross correlation to constrain the amount of inflationary gravitational waves. Through Markov Chain Monte Carlo methods, I will determine how well future experiments will be able to constrain the neutrino masses and their degeneracy parameters. I will show results from current data analysis and calibration being done on the Cedar Flat deployment for the POLARBEAR experiment which is currently being constructed in the Atacama desert in Chile. Finally, I will analyze the claim of detection of cosmological birefringence in the BICEP data and show that there is reason to believe it is due to systematic effects in the data.
Chapter 1

Introduction to the Cosmic Microwave Background

This chapter is a brief introduction to the cosmic microwave background (CMB), lensing, and cosmological birefringence. In the standard theory of cosmology, the CMB is the radiation left over from the Big Bang. After the Big Bang, but before recombination, photons had enough energy to keep protons and electrons from combining to form neutral hydrogen atoms. The universe was a plasma of photons, electrons, and protons that was opaque to radiation. As the universe expanded and cooled, the photons eventually stopped having enough energy to ionize an electron/proton pair. Around a redshift of 1100, the photons decoupled from the photon-baryon fluid. The universe became transparent to these photons which make up the CMB. They have been freestreaming from recombination until we detect them today in our experiments. The CMB is an almost perfect black body. It is the most precisely known black body that we have measured. The Far Infrared Absolute Spectrophotometer (FIRAS) instrument on the Cosmic Background Explorer (COBE) measured the black body spectrum of the CMB to exquisite precision [4]. A plot of FIRAS’s measurements and the best fit Planck spectrum is shown in Fig. 1.1. The measurements are so good that they are contained with the width of the curve.
Figure 1.1: A plot of the best fit CMB blackbody spectrum with a temperature of 2.725 K measured by the FIRAS experiment on COBE. The error bars are so small that they are indistinguishable from the best fit curve.
1.1 Temperature Anisotropy

The CMB is nearly uniform across the sky, however temperature variations do exist at the 0.001% level. Before recombination, the photons are tightly coupled to the baryons, therefore a variation in the density of baryons leads to a variation in the temperature of the CMB. Slight non-uniformities in density will grow through the gravitational attraction of the matter. Radiation pressure acts as a restoring force on the baryons, counteracting the gravitational collapse. This leads to acoustic oscillations in the primordial photon-baryon fluid and is the cause of the temperature fluctuations in the CMB.

The temperature of the CMB can be modeled as

\[ T(\vec{x}, \vec{p}, \eta) = T(\eta) [1 + \Theta(\vec{x}, \vec{p}, \eta)] \] (1.1)

The temperature only depends on the direction of photon propagation and not the magnitude of its momentum because the momentum is virtually unchanged during Thomson scattering. Since we observe only here, \( \vec{x}_0 \), and now, \( \eta_0 \), the CMB anisotropy only depends on the direction of observation. A map of the CMB temperature anisotropy as measured by the Wilkinson Microwave Anistropy Probe (WMAP) experiment is shown in Figure 1.2. The data used to make this map is publically available at the Legacy Archive for Microwave Background Data (LAMBDA)\(^1\).

In order to compare measurements to theoretical predictions, we want to look at the statistics of the anisotropy. We do this by expanding over the spherical harmonics, \( Y_{\ell m} \), which are a complete basis.

\[ \Theta(\vec{x}_0, \vec{p}, \eta_0) = \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell m}(\hat{p}) \] (1.2)

We cannot make any predictions about any specific \( a_{\ell m} \), but we can make predictions about the distribution from which they are drawn.

\[ \langle a_{\ell m} \rangle = 0 \]

\[ \langle a_{\ell m} a_{\ell m'}^* \rangle = \delta_{\ell \ell'} \delta_{mm'} C_\ell \] (1.3)

---

\(^1\)http://lambda.gsfc.nasa.gov
Figure 1.2: A full sky map of the CMB temperature anisotropy from the 7 year WMAP data. The monopole, dipole, and galactic foreground have all been removed.

In summary, the $a_{lm}$ are gaussian distributed with mean of zero and a standard deviation of $C_\ell$. This $C_\ell$ is the power spectrum for which we can make predictions given a set of cosmological parameters. We can then compare these predictions to observations. For the temperature anisotropy, we call this the $TT$ power spectrum as we are correlating the temperature anisotropy, $T$, with itself. A plot of this power spectrum along with the best measurements from the Wilkinson Microwave Anisotropy Probe (WMAP) [5], the South Pole Telescope (SPT) [6], and the Atacama Cosmology Telescope (ACT) [7] is shown in Figure 1.3. As can be seen, this power spectrum has been measured very precisely. In these plots, large angular scales correspond to small $\ell$ and small angular scales correspond to large $\ell$. In fact, $\theta \approx 180^\circ / \ell$.

As can be seen in Figure 1.3, there are many peaks in the CMB $TT$ power spectrum. These are caused by acoustic oscillations in the primordial photon-baryon fluid. Because the perturbations are very small, the equations governing the evolution of the anisotropy are linear and the different Fourier modes evolve independently from one another [8, 9]. The oscillations of the photon-baryon fluid
Figure 1.3: A plot of the TT power spectrum along with measurements from WMAP (red), SPT (green), and ACT (blue). The theoretical power spectrum is generated using the WMAP7 best-fit ΛCDM model.
end at recombination. At that point, the phase of each mode is frozen into the
CMB. Modes which are at either a maximum compression or maximum rarefaction
at recombination are the peaks we see in the CMB $TT$ power spectrum today.
The first peak (lowest $\ell$) corresponds to the mode that has compressed a single
time since the Big Bang, while the second peak corresponds to a mode that has
compressed and rarefied once. The higher peaks correspond to modes that have
compressed and rarefied more than once. Modes with smaller wavelengths will
have compressed and rarefacted more than modes with longer wavelengths. The
amplitude and location of the peaks in the CMB give us information about different
cosmological parameters. The location of the first peak can tell us whether we
have an open, closed, or flat universe. The amplitude of the even numbered peaks
relative to the odd numbered peaks provides information about the baryon density.
We can also learn about the amount of dark energy, the total matter density,
and the redshift of reionization among other cosmological parameters from the
measurements of these peaks.

For modes with a wavelengths long enough (small $\ell$) such that they are unable
to evolve significantly before recombination, their amplitude at recombination
 corresponds to their initial values. This area is known as the Sachs-Wolfe plateau
and the CMB power spectrum on these large angular scales goes as
$$C_\ell \propto \frac{1}{\ell(\ell+1)}.$$ At the other end of the CMB angular power spectrum, we have the Silk damping
tail. Recombination did not occur instantaneously. It occurred over finite period
of time. During this time, photons diffused from the overdense regions to the underdense regions. When they did this, they brought along protons and electrons
and damped the anisotropy over those scales. This is known as Silk damping and
it is why the CMB power spectrum decays exponentially at small scales (large $\ell$).

As mentioned earlier, a requirement for the temperature anisotropy in the
CMB is density perturbations in the early universe as the photons are coupled to
the baryons, however we did not specify how these early fluctuations are generated. It is usually assumed that inflation generates these early fluctuations, but
we will not do this. We will assume that the power spectra of primodial density
fluctuations per log interval of $k$ is modeled as
$$P(k) = A_s(k/k_0)^{n_s-1},$$ where $A_s$
is the amplitude of scalar fluctuations and $n_s$ is the scalar spectral index. The pivot wavenumber $k_0$ is taken to be 0.05 Mpc$^{-1}$, except in Chapter 4 where it is taken at 0.002 Mpc$^{-1}$. The parameters describing this primordial power spectrum, $A_s$ and $n_s$, are also constrained by measurements of the CMB temperature power spectrum.

### 1.2 Polarization

In addition to the variations in temperature, the CMB is also slightly polarized. This polarization encodes even more information about the CMB and can break some degeneracies between parameters that occur when only measuring the temperature anisotropy. This polarization will be generated by Thomson scattering off free-electrons if a certain set of requirements are met [1]. Thomson scattering is the elastic scattering of electromagnetic radiation off of a free electron, described by classical electromagnetism. The incident radiation accelerates the electron, which causes it to emit radiation at the same frequency as the incoming radiation. Because the electric field oscillates, the particle will be oscillating in the direction of the electric field, which results in electric dipole radiation. For an unpolarized incident beam of photons, this will accelerate the electron in the plane perpendicular to the propagation direction of the incident wave. The outgoing radiation’s wavevector is perpendicular to a direction of oscillation. If we are an observer in the plane of the oscillation, then the observed outgoing radiation must be polarized. However, if there is incident electromagnetic waves coming from all different directions, then this polarization is wiped out. This polarization can be recovered if there is a local temperature anisotropy. This is shown in Figure 1.4, which is taken from [1].

#### 1.2.1 Q/U and E/B

The Stokes parameters describe the polarization state of an electromagnetic field. The parameter $I$ describes the intensity while $Q$ and $U$ describe the linear polarization. The final Stokes parameter, $V$, is the amount of circular polarization.
Figure 1.4: Thomson scattering of radiation with a quadrupole anisotropy generates linear polarization. Blue colors (thick lines) represent hot radiation and red colors (thin lines) represent cold radiation. This is Figure 1 of [1]
Since Thomson scattering can only produce linear polarization, $V$ is assumed to be zero for the CMB. For a plane wave propagating along the $z$-axis, the Stokes parameters are

\[
I = |E_x|^2 + |E_y|^2 \\
Q = |E_x|^2 - |E_y|^2 \\
U = 2 \Re (E_x^* E_y) \\
V = 2 \Im (E_x^* E_y)
\]  

(1.4)

where $E_x$ and $E_y$ are the amplitudes of the radiation in the $x$ and $y$ directions, respectively. CMB experiments measure the $I$, $Q$, and $U$ Stokes parameters. The definition of $Q$ and $U$ depend on your coordinate system. $Q \pm iU$ is a spin $\pm 2$ field. Upon rotation of the coordinate system about the $z$-axis by an angle $\theta$, they transform as

\[
Q' \pm iU' = (Q \pm iU) \exp(\pm 2i\theta).
\]  

(1.5)

In Fourier space, the analogues to $Q$ and $U$ are $E$ and $B$. We can expand $Q \pm iU$ over spin-2 spherical harmonics. Doing this we get

\[
a_{\ell m}^E \pm ia_{\ell m}^B = \int d\Omega (Q \pm iU)_{\pm 2} Y_{\ell m}^* (\hat{n}).
\]  

(1.6)

We can then construct the polarization power spectra

\[
C_{\ell}^{TE} = \langle a_{\ell m}^{T*} a_{\ell m}^E \rangle \\
C_{\ell}^{TB} = \langle a_{\ell m}^{T*} a_{\ell m}^B \rangle \\
C_{\ell}^{EE} = \langle a_{\ell m}^{E*} a_{\ell m}^E \rangle \\
C_{\ell}^{BB} = \langle a_{\ell m}^{B*} a_{\ell m}^B \rangle \\
C_{\ell}^{EB} = \langle a_{\ell m}^{E*} a_{\ell m}^B \rangle
\]  

(1.7)

however due to parity symmetry, $C_{\ell}^{TB}$ and $C_{\ell}^{EB}$ are expected to be zero. In Section 1.4, we will discuss a modification to the standard model that will generate non-zero $C_{\ell}^{TB}$ and $C_{\ell}^{EB}$. In addition, density perturbations do not generate any $B$ modes. As such, the $BB$ power spectrum will be zero. A plot of the $TE$ and $EE$ power spectrum along with the best measurements from WMAP, BICEP [10], QUaD [11], and QUIET [12] are shown in Figures 1.5 and 1.6.
Figure 1.5: A plot of the TE power spectrum along with measurements from WMAP (red), QUaD (green), and BICEP (blue). The power spectrum is generated using the WMAP7 best-fit ΛCDM model.
Figure 1.6: A plot of the EE power spectrum along with measurements from QUIET (red), QUaD (green), and BICEP (blue). The power spectrum is generated using the WMAP7 best-fit ΛCDM model.
1.2.2 Primordial Gravitational Waves

Primordial gravitational waves (PGW) can also produce temperature fluctuations and polarize the CMB. A primordial gravitational wave can provide the local quadrupole temperature anisotropy needed to generate polarization. However, unlike density perturbations, PGWs can generate $B$-mode polarization. Detecting these PGWs through measurements of the $BB$ power spectrum is the main focus of CMB polarization experiments today. The only theory we currently have that can generate enough PGWs to produce a detectable level of the $BB$ power spectrum is inflation. If is therefore why a measurement of a non-zero CMB $BB$ power spectrum has been called the “smoking gun” of inflation. However, as with the density fluctuations, we will not consider any specific model when dealing with PGWs. We will assume that there is a power spectrum of primordial tensor fluctuations per log arithmetic interval of $k$ that scales as $P_t(k) = A_t(k/k_0)^{n_t}$. As with density fluctuations, $A_t$ is the amplitude of tensor fluctuations, $n_t$ is the tensor spectral index, and $k_0$ is the pivot wavenumber. The focus of the CMB experiments is to measure and constrain $r = A_t/A_s$, the tensor-to-scalar ratio. A plot of the CMB $BB$ power spectrum due to PGWs with the WMAP7 CDM model and $r = 0.1$ is shown in Figure 1.7, along with the upper limits from the BICEP, QUaD, and QUIET experiments. The best constraint on $r$ using only measurements of the $BB$ power spectrum is $r < 0.72$ at 95% confidence from BICEP [10].

1.3 Lensing of the CMB

The CMB has been free-streaming since recombination at $z \approx 1100$. While the photons have not scattered off of electrons since last scattering, they have moved through gravitational fields generated by matter which has become increasingly non-uniform. According to general relativity, the path of light is bent in a gravitational field. A non-uniform distribution of matter will produce a non-uniform gravitational field. The CMB photons that we see today have been lensed by the matter in the universe as they have propagated to us from last-scattering. An excellent review of the theory behind the gravitational lensing of the CMB is
Figure 1.7: A plot of the BB power spectrum with $r = 0.1$ along with $2\sigma$ upper limits from QUIET (red), QUADE (green), and BICEP (blue). The power spectrum is generated using the WMAP 7 best-fit $\Lambda$CDM model with the additional parameter of $r = 0.1$. 
The lensing potential $\phi(\hat{n})$ will remap the the temperature anisotropy and polarization by

$$
\Theta(\hat{n}) = \tilde{\Theta}(\hat{n} + \nabla \phi(\hat{n}))
$$

$$
P_{ij}(\hat{n}) = \tilde{P}_{ij}(\hat{n} + \nabla \phi(\hat{n}))
$$

where the tildes denote the unlensed fields and the variables without tildes refer to the lensed fields. The lensing potential depends on the distribution of matter from last scattering to today. A plot of the difference between the lensed and unlensed power spectra is shown in Figure 1.8. Lensing has an effect of smoothing the primordial power spectra. In addition, the lensed $BB$ power spectra has a significant amount of extra power on the small scales. Lensing converts some amount of $E$ mode polarization to $B$ mode polarization, so even if $r = 0.0$ there will be some non-zero $B$ mode polarization on small scales. This contaminates measurements of the $BB$ power spectrum and must be dealt with if we want to detect the $B$ modes due to PGWs.

Because lensing introduces non-gaussianities into the CMB, we can delense the CMB power spectra and extract information about the lensing potential. A quadratic estimator of the lensing potential and the uncertainties in this estimator are described in [14, 15]. We usually look at the power spectrum of the deflection angle, $d(\hat{n}) = \nabla \phi(\hat{n})$. A plot of the deflection angle power spectrum is shown in Figure 1.9. The shape of this power spectrum is determined by cosmological parameters which affect structure formation. We can therefore use measurements of the $dd$ power spectrum, where $d$ is the amplitude of $d$, to constrain these parameters, such as $w$, the equation of state of dark energy, or parameters describing mass of the different neutrinos.

### 1.4 Cosmological Birefringence

In the standard Big Bang cosmology, parity symmetry is respected. The CMB’s $E$ and $B$-modes are pure parity states (even and odd, respectively). Since
Figure 1.8: A plot of the change in the CMB power spectra due to lensing. The blue line is the change in the $TT$ power spectrum. The green line is the change in the $TE$ power spectrum. The red line is ten times the change in the $EE$ power spectrum. The black line is 300 times the change in the $BB$ power spectrum.
$T$ and $E$ are even parity and $B$ is odd parity, it means that the $TB$ and $EB$ power spectra should vanish. If, for some reason, the direction of linear polarization has been rotated since recombination, then there will be an $E$-$B$ mixing which introduces the “forbidden” $TB$ and $EB$ power spectra. A rotation of the direction of polarization will leave the temperature unchanged, but will affect the polarization state. As mentioned in Section 1.2.1, $Q \pm iU$ are spin-$\pm 2$ states. Under a rotation by $\alpha$, they pick up phases $e^{\pm 2i\alpha}$. From the definition of $a^{E}_{\ell m}$ and $a^{B}_{\ell m}$ in Eq. 1.6, we can see that a rotation of the polarization state results in a mixing of $E$ and $B$:

\[
\begin{align*}
    a^{E'}_{\ell m} &= a^{E}_{\ell m} \cos 2\alpha - a^{B}_{\ell m} \sin 2\alpha \\
    a^{B'}_{\ell m} &= a^{E}_{\ell m} \sin 2\alpha + a^{B}_{\ell m} \cos 2\alpha,
\end{align*}
\]

(1.9)
and $a^T_{lm} = a^T_{lm}$ since temperature is unaffected. We can therefore construct the modified power spectra. We get

\[
\begin{align*}
C^{'TE}_\ell &= C^{TE}_\ell \cos(2\alpha) \\
C^{'TB}_\ell &= C^{TE}_\ell \sin(2\alpha) \\
C^{'EE}_\ell &= C^{EE}_\ell \cos^2(2\alpha) + C^{BB}_\ell \sin^2(2\alpha) \\
C^{'BB}_\ell &= C^{EE}_\ell \sin^2(2\alpha) + C^{BB}_\ell \cos^2(2\alpha) \\
C^{'EB}_\ell &= \frac{1}{2} \left( C^{EE}_\ell - C^{BB}_\ell \right) \sin(4\alpha).
\end{align*}
\] (1.10)

A cosmological source of this rotation, as described in [16], is dubbed “cosmological birefringence” (CB). The parameter $\alpha$ is dubbed the “cosmological birefringence angle”. The main feature of Eq. 1.10 is that the $TB$ and $EB$ power spectra are not identically zero. It is the measurements of these two power spectra that are used to constrain the amount of CB in the universe.
Chapter 2

Beam Systematics and Lensing Parameter Estimation

2.1 Introduction

The standard cosmological model accounts for a multitude of phenomena occurring over orders of magnitude of length and angular scales throughout the entire history of cosmological evolution. Remarkably, doing so only requires about a dozen parameters. Perhaps one of the most useful cosmological probes is cosmic microwave background (CMB) temperature anisotropy whose physics is well understood. Complementary cosmological probes can assist in breaking some of the degeneracies inherent in the CMB and further tighten the constraints on the inferred cosmological parameters. Temperature anisotropy alone cannot capture all the cosmological information in the CMB, and its polarization probes new directions in parameter space. B-mode polarization observations are noise-dominated but the robust secondary signal associated with gravitational lensing, which is known up to an uncertainty factor of two on all relevant scales, is at the threshold of detection by upcoming CMB experiments. The lensing signal may have been detected already through its signature on the CMB anisotropy as reported recently by ACBAR [17]. Lensing by the large scale structure (LS) also converts primordial E-mode to secondary B-mode. When high fidelity B-mode data are
available a wealth of information from the inflationary era [18, 19], and cosmological parameters that control the evolution of small scale density perturbations (such as the running of the spectral index of primordial density perturbations, neutrino mass and dark energy equation of state), will be extracted from the CMB. At best, B-mode polarization from lensing is a factor of three times smaller than the primordial E-mode polarization, so it is prone to contamination by both astrophysical foregrounds and instrumental systematics. It is mandatory to account for, and remove when possible, all sources of spurious B-mode in analyzing upcoming CMB data, especially those generated by temperature leakage due to beam mismatch, since temperature anisotropy is several orders of magnitude larger than the expected B-mode level produced by lensing.

Beam systematics have been discussed extensively [20, 21, 22, 2]. All the effects are associated with beam imperfections or beam mismatch in dual beam experiments, i.e. where the polarization is obtained by differencing two signals which are measured simultaneously by two beams with two orthogonal polarization axes. Fortunately, several of these effects (e.g. differential gain, differential beam width and the first order pointing error - ‘dipole’; [20, 22, 2]) are reducible with an ideal scanning strategy and otherwise can be cleaned from the data set by virtue of their non-quadrupole nature which distinguishes them from genuine CMB polarization signals. Other spurious polarization signals, such as those due to differential ellipticity of the beam, second order pointing errors and differential rotation, persist even in the case of ideal scanning strategy and perfectly mimic CMB polarization. These represent the minimal spurious B-mode signal, residuals which will plague every polarization experiment. We refer to them in the following as ‘irreducible beam systematics’. We assume throughout that beam parameters are spatially constant. Two recent works considered the effect of spatially-dependent systematic beam-rotation and differential gain, respectively [23, 24]. This scale-dependence and the associated new angular scale induce non-trivial higher order correlation functions through non-gaussianities which can be both used to optimally remove the space-dependent component of beam rotation [23] and mimic the CMB lensing signal, thereby biasing the quadratic estimator of the lensing potential [24].
To calculate the effect of beam systematics we invoke the Fisher information matrix formalism as well as Monte Carlo simulations of parameter extraction, the latter for the first time. Our objective is to determine the susceptibility of the above mentioned, and other, cosmological parameters to beam systematics. For the Fisher-matrix-based method and the Monte Carlo simulations we calculate the underlying power spectrum using CAMB\textsuperscript{1} [25]. The Monte-Carlo simulations are carried out with CosmoMC\textsuperscript{2} [26]. We represent the extra noise due to beam systematics by analytic approximations [2] and include lensing extraction in the parameter inference process, following [27, 28] (see also [29] for the Monte Carlo simulations) for neutrino mass (and other cosmological parameters) reconstruction from CMB data.

This paper illustrates the effect of beam systematics and its propagation to parameter estimation and error forecasts for upcoming experiments. Our main concern is the effect on the following cosmological parameters: the tensor-to-scalar ratio $r$, the total neutrino mass $M_\nu$ (assuming three degenerate species), tilt of the scalar index $\alpha$, dark energy equation of state $w$, and the spatial curvature, $\Omega_k$. The lensing-induced B-mode signal is sensitive to all parameters (except the tensor-to-scalar ratio) and peaks at few arcminute scales, while the tensor-to-scalar ratio depends on the energy scale of inflation and the primordial signal peaks at the characteristic horizon size at last scattering, $\approx 2^\circ$. We note that while the LSS-induced and primordial tensor power B-mode spectra are sub-$\mu K$ the shape of the primordial B-mode spectrum is known (only its amplitude is unknown [30]) and the secondary LSS-induced B-mode is guaranteed to exist by virtue of the known existence of LSS and E-mode polarization.

The chapter is organized as follows. We describe the formalism of beam systematics for general non-gaussian beams and provide a cursory description of a critical tool to mitigate polarization systematics -a half wave plate (HWP), in Section 2.2. The effect of lensing on parameter extraction within the standard quadratic-estimators formalism is discussed in Section 2.3 The essentials of the Fisher matrix formalism are given in Section 2.4 as well as some details on the

\textsuperscript{1}http://camb.info
\textsuperscript{2}http://cosmologist.info/cosmomc
Monte Carlo simulations invoked here. Our results are described in Section 2.5 and we conclude with a discussion of our main findings in Section 2.6.

2.2 Beam systematics

Beam systematics due to optical imperfections depend on both the underlying sky, the properties of the polarimeter and on the scanning strategy. Temperature anisotropy leaks to polarization when the output of two slightly different beams with orthogonal polarization-sensitive directions is being differenced. A trivial example is the effect of differential gain. If the two beams have the same shape, width, etc. except for different overall response, i.e. normalization, the difference of the measured intensity will result in a non-vanishing polarization signal. Similarly, if two circular beams slightly differ by their width this will again induce a non-vanishing polarization upon taking the difference (see Fig. 2 of [2]). The spurious polarization will be proportional to temperature fluctuations on scales comparable to the difference in beamwidths, which, due to the circular symmetry of the problem, will be proportional to second order gradients of the temperature anisotropy. To eliminate these effects this beam imperfection has to couple to non-ideal scanning strategy as described in [2] and below. A closely related effect, which does not couple to scanning strategy, is the effect of differential beam ellipticity. Here, the spurious polarization scales as the second order gradient of the temperature anisotropy to leading order. Another effect, widely described in the literature, which again couples beam asymmetry and temperature anisotropy to scanning strategy is the effect due to differential pointing. The idea is simple; if two beams point at two slightly different directions they will statistically measure two different intensities proportional to fluctuations of the background radiation on these particular scales. The difference, which may be naively regarded as polarization, is non-vanishing in this case provided the scanning strategy is non-ideal and contains either a dipole and/or an octupole [2]. Finally, the effect of beam rotation we consider in this work is due to uncertainty in the overall beam orientation. This mixes the Q and U Stokes parameters and as a result also leaks E to B
and vice versa. A constructive order-of-magnitude example is the effect of differential pointing. This effect depends on the temperature gradient to first order. The rms CMB temperature gradients at the $1^\circ$, $30'$, $10'$, $5'$ and $1'$ scales are $\approx 1.4$, $1.5$, $3.5$, $2.5$ and $0.2 \mu K/\text{arcmin}$, respectively. Therefore, any temperature difference measured with a dual-beam experiment (with typical beamwidth few arcminutes) with a $\approx 1'$ pointing error will result in a $\approx 1\mu K$ systematic polarization which has the potential to overwhelm the B-mode signals.

Similarly, the systematic induced by differential ellipticity results from the variation of the underlying temperature anisotropy along the two polarization-sensitive directions which, in general, differ in scale depending on the average beamwidth, degree of ellipticity and the tilt of the polarization-sensitive direction with respect to the ellipse’s principal axes. For example, the temperature difference measured along the major and minor axes of a $1^\circ$ beam with a 2% ellipticity scales as the second gradient of the underlying temperature which on this scale is $\approx 0.2\mu K/\text{arcmin}^2$ and the associated induced polarization is therefore expected to be on the $\approx \mu K$ level. The spurious signals due to pointing error, differential beamwidth and beam ellipticity all peak at angular scales comparable to the beam size. If the beam size is $\approx 1^\circ$ the beam systematics mainly affect the deduced tensor-to-scalar ratio, $r$. If the polarimeter’s beamwidth is a few arcminutes the associated systematics will impact the measured neutrino mass $m_\nu$, spatial curvature $\Omega_k$, running of the scalar spectral index $\alpha$ and the dark energy equation of state $w$ (which strongly affects the lensing-induced B-mode signal). It can certainly be the case that other cosmological parameters will be affected as well.

Two other spurious polarization signals we explore are due to differential gain and differential rotation; these effects are associated with different beam ‘normalizations’ and orientation, respectively, and are independent of the coupling between beam substructure and the underlying temperature perturbations. In particular, they have the same scale dependence as the primordial temperature anisotropy and polarization power spectra (as long as the differential gain and beam rotation are spatially independent; this of course changes if they depend on space [23, 24]), respectively, and their peak impact will be on scales associated
with the CMB’s temperature anisotropy ($\approx 1^\circ$) and polarization ($\approx 10'$).

2.2.1 Mathematical Formalism

We work entirely in Fourier space and in this section we generalize our results to the case of the most general beam shapes [2]. Although the tolerance levels on the beam parameters we derive in Sections 2.4 and 2.5 are based on the assumption of elliptical beams, they can be easily generalized to arbitrary beam shape, given the beam profile, as we describe below. This can be used to adapt our results to actual measured beam maps incorporating other classes of beam non-ideality such as sidelobes.

We expand the temperature anisotropy and $Q$ and $U$ Stokes parameters in 2-D plane waves since for sub-beam scales this is a good approximation. While the (spin-0) temperature anisotropy is expanded in scalar plane waves $e^{i l \cdot r}$, the (spin $\pm 2$) polarization tensor $Q + iU$ is expanded in tensor plane waves $e^{i l \cdot r} e^{\pm 2i(\phi_l - \phi_r)}$ where $\phi_r$ is the angle defining the direction of the radius-vector $r$ in real space as conventional (in an arbitrarily coordinate system on the sky $\phi_r$ is the azimuthal angle along the line of sight) and $\phi_l$ defines the direction of the wave-vector $l$ in $l$-space in a coordinate-system fixed to the beam as defined below, in Eq. 2.2. Since in real space the temperature and polarization fields are convolved with the polarimeter’s beams, these expressions are simply the product of their Fourier transforms in Fourier space. For a general beam $B(r)$ the measured 2-D polarized beam map may exhibit a pointing error $\rho$. In this case, the Fourier transform of the beam function acquires a phase

$$\tilde{B}(l) \rightarrow \tilde{B}(l) \exp(i l \cdot \rho).$$  

(2.1)

It is useful to switch to polar coordinates at this point, where we define

$$l_x = l \cos(\phi_l + \psi - \alpha)$$
$$l_y = l \sin(\phi_l + \psi - \alpha)$$
$$\rho_x = \rho \cos \theta$$
$$\rho_y = \rho \sin \theta$$  

(2.2)
and $\alpha \equiv \beta + \theta + \psi$ is the angle of the polarization axis in a coordinate system fixed to the sky (Fig. 1 of [2]). The Fourier representation of an arbitrary beam then becomes

$$
\tilde{B}(l) = \int B(r) e^{ilr} \, d^2 r
$$

$$
= \int B(r) e^{ilr \cos(\phi_l + \psi - \alpha - \phi_r) + il \rho \cos(\phi_l + \theta + \psi - \alpha - \phi_r)} \, d^2 r
$$

$$
\equiv \sum_{m,n} B_{m,n}(l) e^{i(m+n)(\phi_l - \alpha)}
$$

(2.3)

where

$$
B_{m,n}(l) = i^{m+n} J_n(l \rho) e^{i(m+n)\psi + i n \theta} \times \int r dr J_m(l r) \int d\phi_r B(r) e^{-i(m+n)\phi_r},
$$

(2.4)

and in the last step we employed the expansion of 2-D plane waves in terms of cylindrical Bessel functions

$$
e^{il \rho \cos(\phi_l - \phi_r)} = \sum_{n=-\infty}^{n=\infty} i^n J_n(l \rho) e^{i n(\phi_l - \phi_r)}.
$$

(2.5)

As in [2], the optimal map constructed from the CMB data depends on the measurements as

$$
\tilde{m}(p) = \left( \sum_{i,j \in p} A^T_j(p,t) A_j(p,t) \right)^{-1} \times \left( \sum_{i,j \in p} A^T_j(p,t) d_j(p,t) \right)
$$

(2.6)

where the sums run over all measurements of the pixel $p$. The pointing vector $A$ is given by

$$
A = \left( 1, \frac{1}{2} e^{2i \alpha(p,t)}, \frac{1}{2} e^{-2i \alpha(p,t)} \right),
$$

(2.7)

$\alpha$ is a function of both the pixel $p$ and $t$, and $A^T$ is $A$ transposed. Once the leading beam coefficients $B_{m,n}(l)$ have been calculated, the induced power spectra of the systematics can be calculated according to Eqs. (24), (33), (A.1) and (A.2) of [2].
Several of the beam systematics can be mitigated by employing a rotating half wave plate (HWP) polarization modulator (e.g. [31, 32, 33]). These can operate in continuous or stepped rotation. When HWP modulators are included we replace the above scanning angle $\alpha(p, t)$ with $\alpha(p, t) + 2\varphi t$ where $\varphi$ is the angular velocity of the HWP [22]. Our deduced tolerance levels given below are presented in a fashion independent of the details of the scanning strategy; all the information about the scanning strategy is encapsulated in the functions $f_1$, $f_2$ and $f_3$:

$$f_1 \equiv \frac{1}{2} |\tilde{h}_+(-1,0)|^2$$

$$f_2 \equiv \frac{1}{2} |\tilde{h}_+(-1,-1)|^2 + \frac{1}{2} |\tilde{h}_+(-1,1)|^2$$

$$f_3 \equiv \frac{1}{2} \langle \tilde{f}(0,1)\tilde{h}_+^*(1,-1) \rangle$$ \hspace{1cm} (2.8)

where

$$f(m, n) \equiv \langle e^{-i(2m+n)\alpha(p,t)} \rangle$$

$$h_\pm(m, n) \equiv \frac{1}{D} [f(m, n) - f(m \pm 2, n) \langle e^{\pm 4i\alpha(p,t)} \rangle]$$

$$D \equiv 1 - \langle e^{-4i\alpha(p,t)} \rangle \langle e^{4i\alpha(p,t)} \rangle$$ \hspace{1cm} (2.9)

and the angular brackets in $\langle e^{i\alpha(p,t)} \rangle$ represent average over measurements of a single pixel $p$, averaged over time. In these averages $\alpha(p, t) \to \alpha(p, t) + 2\varphi t$, and therefore even if the scanning strategy does not uniformly cover all polarization angles $\alpha$ of a given spatial pixel, the HWP mitigates the spurious polarization caused by beam systematic effects if integrated over long time intervals. If the hexadecapole of the scanning strategy is negligible, the scanning strategy function $f_1$ depends only on the quadrupole moment of the scanning strategy while $f_2$ encapsulates information on both the dipole and octupole moments of the scanning strategy.

At this point, it is instructive to show how, in the case of an ideal scanning strategy the first order pointing effect vanishes. As can be seen from Table 2.2 this effect involves a convolution of the beam function and underlying temperature
anisotropy power spectrum with $f_2$ in multipole space. From the above definitions

$$h_+(-1, -1) = 1/D \left[ \langle e^{3i\alpha} \rangle - \langle e^{-i\alpha} \rangle \langle e^{4i\alpha} \rangle \right]$$
$$h_+(-1, 1) = 1/D \left[ \langle e^{i\alpha} \rangle - \langle e^{-3i\alpha} \rangle \langle e^{4i\alpha} \rangle \right]$$
$$h_-(1, -1) = h^*_+(-1, 1)$$

(2.10)

and therefore if with each scanning angle $\alpha$ there is associated an angle $\alpha + 180^\circ$ the $f_2$ (Eqs. 2.8 and 2.10) vanishes in real space and so does its Fourier transform. Note that even if the scanning strategy is non-ideal $f_2$ will vanish provided that for each angle $\alpha$ the angle $\alpha + 180^\circ$ is sampled the same number of times per pixel. This suggests that the dipole systematic can be completely removed by removing all data points that contribute to $h_+(-1, -1)$ and $h_+(-1, 1)$, i.e. those measurements at $\alpha$ for which $\alpha + 180^\circ$ is not sampled. Similar considerations apply to $f_1$ which controls the level of the differential beamwidth- and differential gain-induced systematics (see Table 2.2).

### 2.2.2 Simplifying Scan Strategy Effects

When the polarization angle at each pixel on the sky is uniformly sampled the average $\langle e^{in\alpha} \rangle$ vanishes for every $n \neq 0$. In this case the scanning strategy is referred to as an ideal scanning strategy. For uniform, but non-ideal, scanning strategies, the scanning functions $f_1$, $f_2$ and $f_3$ mentioned above (which are combinations of $\langle e^{in\alpha} \rangle$) are non-vanishing even when $n > 0$ but uniform in real space. As a result their Fourier transforms are unnormalized delta-functions (the actual amplitudes are directly related to the average values $\langle e^{in\alpha} \rangle$), and the convolutions in Fourier space shown in Tables III-IV of [2] become trivial. To determine the tolerance level for beam parameters we assume such uniform scanning strategies.

A uniform scanning strategy is a particularly useful example. A nearly-uniform scanning strategy can be reasonably approximated by a sum over a few lowest multipoles, such as

$$\tilde{f}_i(l) = \sum_{l'=0}^{l'_{\text{max}}} f'_i(l') \delta(l - l')/(l - l').$$

(2.11)
Here $|l_{\text{max}}|$ is assumed sufficiently small, and $i = 1$ or 2, where $f_1$, $f_2$ and $f_3$ are defined in Eq. 2.8). In this case the $\ell$-mode mixing due to the convolution of the underlying power spectra and the scanning functions as in Table 2.2 ($\ast$ stands for convolution in multipole space). $\tilde{f}_i$ can be written as

$$\tilde{f}_i \ast C_l^T \approx \frac{f_i}{2\pi} \cdot C_l^T$$

$$f_i \equiv \sum_{l'=1}^{l_{\text{max}}} f_{i'}(l'). \quad (2.12)$$

We assume here that the nonvanishing multipoles of $\tilde{f}_i$ are concentrated near 0, i.e. that the scanning strategy is non-ideal, yet approximately uniform. We have employed this simplifying assumption throughout.

2.3 The Effect of Systematics on Lensing Reconstruction

Gravitational lensing of the CMB is both a nuisance and a valuable cosmological tool (e.g. [34]). It certainly has the potential to complicate CMB data analysis due to the non-gaussianity it induces. However, it is also a unique probe of the growth of structure in the linear, and mildly non-linear, regimes (redshift of a few). [27, 28], as well as others, have shown that with a nearly ideal CMB experiment (in the sense that instrumental noise as well as astrophysical foregrounds are negligibly small), neutrino mass limits can be improved by a factor of approximately four by including lensing extraction in the data analysis using CMB data alone. This lensing extraction process is not perfect; a fundamental residual noise will afflict any experiment, even ideal ones. This noise will, in principle, propagate to the inferred cosmological parameters if the latter significantly depend on lensing extraction, e.g. neutrino mass, $\alpha$ and $w$. It is important to illustrate first the effect of beam systematics on lensing reconstruction. By optimally filtering the temperature and polarization we can reconstruct the lensing potential from quadratic estimators [14]. It was shown that for experiments with ten times higher sensitivity than Planck, the EB estimator yields the tightest limits on the lensing potential.
This result assumes no beam systematics which might significantly contaminate the observed B-mode.

We illustrate the effect of differential beam rotation, ellipticity and differential pointing (see [2]) on the noise of lensing reconstruction with POLARBEAR (1200 detectors), CMBPOL-A (one of two toy experiments we consider for CMBPOL; 0.22μK sensitivity and 5′ beam) and a toy-model considered earlier by [22] which we refer to as QUIET+CLOVER in Figures 2.1, 2.2, and 2.3, respectively. These are perhaps the most pernicious systematics. Beam rotation induces cross-polarization which leaks the much larger E-mode to B-mode polarization and differential ellipticity leaks T to B. Both leak to B-mode in a way indistinguishable under rotation from a true B-mode signal. The rotation and ellipticity parameters (ε and e, respectively) we considered range from 0.01 to 0.20 (e is dimensionless and ε is given in radians). The differential pointing ρ, was set to 1% and 10% of the beamwidth while the dipole and octupole components of the scanning strategy were set to the ‘worst case scenario’ $f_2 = 2\pi$, i.e. the unlikely situation where all ‘hits’ at a given pixel take place at the same polarization angle α (again, for ideal scanning strategy $f_2 = 0$ and the dipole effect due to differential pointing vanishes). Note for POLARBEAR (Figure 2.1) with $\varepsilon, e = 0.2$ the lensing potential can be reconstructed up to $l \approx 200$, while with no beam rotation it can be reconstructed up to $l \approx 250$. However, with CMBPOL-A (Figure 2.2) lensing reconstruction degrades significantly in the presence of beam rotation (from good reconstruction up to $l \approx 600$ in the systematics-free case down to $l \approx 250$ when $\varepsilon, e = 0.2$ and $\rho = 0.5'$ (in case $f_2 = 2\pi$)). The reason for the qualitative difference is that for experiments with sensitivities comparable to PLANCK or POLARBEAR, the best estimator of the lensing potential comes from the TT, TE and EE correlations (depending on scale $l$) and the cross-correlations involving B-mode are only secondary in probative power (see top left panel of Fig. 2.1). Therefore, lensing reconstruction for these experiments is hardly affected by beam systematics (we ignored the negligible beam systematics’ effect on temperature anisotropy and considered only those of E and B). In contrast, as can be seen from Figure 2.2, CMBPOL-A’s lensing reconstruction is significantly degraded since its lensing reconstruction is domi-
nated by the contribution of the EB estimator for all relevant multipoles (see top left panel of Fig. 2.2). The modified noise in reconstructing the lensing potential, $N_{dd}^{\prime}$, is consistently substituted into our Fisher matrix and Monte Carlo simulations (below, we summarize the relevant expressions of the quadratic estimators method).

Following [14] the MV noise on the lensing deflection angle reconstructed power spectrum $C_{l}^{dd}$ is

$$N_{MV}^{dd} = \left[ \sum_{\alpha\beta} (N^{-1})_{\alpha\beta} \right]^{-1} \quad (2.13)$$

where

$$N_{\alpha\beta}(L) = L^{-2} A_{\alpha}(L) A_{\beta}(L) \int \frac{d^2 l_1}{(2\pi)^2} F_{\alpha}(l_1, l_2) (F_{\beta}(l_1, l_2)$$

$$\times C_{l_1}^{x'x} C_{l_2}^{x'x} + F_{\beta}(l_2, l_1) C_{l_1}^{x'x} C_{l_2}^{x'x})$$

$$A_{\alpha}(L) \equiv L^2 \left[ \int \frac{d^2 l_1}{(2\pi)^2} h_{\alpha}(l_1, l_1) F_{\alpha}(l_1, l_1) \right]^{-1} \quad (2.14)$$

and $\alpha$ stands for one of the pairings TT, TE, EE, TB and EB (BB does not participate in these combinations). The coupling takes place between different modes $l_1$ and $l_2$. When $\alpha = TT$ or $EE$

$$F_{\alpha}(l_1, l_2) \rightarrow \frac{h_{\alpha}(l_1, l_2)}{2 C_{l_1}^{xx} C_{l_2}^{xx}}, \quad (2.15)$$

and when $\alpha = TB$ or $EB$

$$F_{\alpha}(l_1, l_2) \rightarrow \frac{h_{\alpha}(l_1, l_2)}{C_{l_1}^{xx} C_{l_2}^{xx'x}}, \quad (2.16)$$

where $C_{l}^{'}$ are the observed power spectra, i.e. including lensing, main-beam dilution on small scales, and in principle - beam systematics (see Tables 2.1 and 2.2). The latter mainly affect the B-mode polarization, and as a result, the EB estimator. A list of $h_{\alpha}(l_1, l_2)$ can be found in [14]. We have used the publically available code employed in [28, 29]3. The code is based on the formalism developed in [15], an extension of [14] to the full-sky, to calculate the noise level in lensing reconstruction.

3http://lpsc.in2p3.fr/perotto/
Figure 2.1: For all panels the solid black curve is the deflection angle power spectrum $C^{dd}_l$ caused by gravitational lensing by the LSS. a): The noise (with no systematics) in lensing-reconstruction from the different quadratic optimal filters for POLARBEAR. b): Noise in lensing reconstruction for POLARBEAR with the MV estimator including the effects of the most pernicious irreducible cross-polarization systematic: differential rotation. c): Noise in lensing reconstruction for POLARBEAR with the MV estimator including the most pernicious irreducible instrumental polarization systematics: differential ellipticity. d): Noise in lensing reconstruction for POLARBEAR with the MV estimator for the most pernicious reducible instrumental polarization systematics: differential pointing with 1% and 10% pointing errors (i.e. $\rho = 0.01\sigma$ and $\rho = 0.1\sigma$, respectively) under the ‘worst case’ assumption that the scanning-strategy-related function $f_2 = 2\pi$. 
Figure 2.2: Lensing reconstruction with CMBPOL-A: As in Figure 2.1. For CMBPOL-A sensitivity and angular resolution, the lowest-noise estimator comes from correlations of the EB estimator. Therefore, lensing reconstruction is only mildly affected by beam systematics.
Figure 2.3: Lensing reconstruction with QUIET+CLOVER: As in Figure 2.1. For QUIET+CLOVER sensitivity and angular resolution, the lowest-noise estimator comes from correlations of the EB estimator. Therefore, lensing reconstruction is significantly affected by beam systematics.
Figure 2.4: Uncertainty in the tensor-to-scalar ratio \( r \) (left) and total neutrino mass \( M_\nu \) (right) due to beam ellipticity of POLARBEAR. The black solid curve is the statistical error (uncertainty) and the red dashed curve is the bias. As we vary \( e \), the uncertainty increases by only a few percent (i.e. the width of the corresponding 1-D likelihood function does not significantly change). The bias, however, sharply rises with increasing ellipticity, i.e. the expectation value of \( r \) and \( M_\nu \) significantly changes. In general, we find that beam systematics mainly bias the inferred parameters since, for large enough beam systematics parameters, the spurious polarization signal overwhelms the cosmological signal.
2.4 Error Forecast

Accounting for beam systematics in both Stokes parameters and lensing power spectra is straightforward. In addition, the instrumental noise associated with the main beam is accounted for, as is conventional, by adding an exponential noise term. Assuming gaussian white noise

\[ N_l = \frac{1}{\sum_a (N_l^{aa})^{-1}} \] (2.17)

where \( a \) runs over the experiment’s frequency bands. The noise in channel \( a \) is (assuming a gaussian beam)

\[ N_l^{aa} = (\theta_a \Delta_a)^2 e^{(l+1)\theta_a^2/8\ln(2)}, \] (2.18)

where \( \Delta_a \) is the noise per pixel in \( \mu \text{K}-\text{arcmin} \), \( \theta_a \) is the beam width (see Table 2.3), and we assume noise from different channels is uncorrelated. The power spectrum then becomes

\[ C_l^X \rightarrow C_l^X + N_l^X \] (2.19)

where \( X \) is either the auto-correlations \( TT, EE \) and \( BB \) or the cross- correlations \( TE, TB \) and \( EB \) (the latter two power spectra vanish in the standard model but not in the presence of beam systematics and exotic parity-violating physics [35, 36, 37, 38] or primordial magnetic fields [39]. For the cross-correlations, the \( N_l^X \) vanish as there is no correlation between the instrumental noise of the temperature and polarization (in the absence of beam systematics).

2.4.1 Fisher-Matrix-Based Calculation

The effect of instrumental noise is simply to increase the error bars, which is evident from the Fisher matrix formalism below. The 1-\( \sigma \) error \( \sigma (\lambda_i) \) on the cosmological parameter \( \lambda_i \) can be read-off from the appropriate diagonal element of the inverse Fisher matrix

\[ \sigma (\lambda_i) = \sqrt{(F^{-1})_{ii}} \] (2.20)
where the Fisher matrix elements are defined as

\[ F_{ij} = -\left\langle \frac{\partial^2 L}{\partial \lambda_i \partial \lambda_j} \right\rangle, \]  

(2.21)

\( L \) is the likelihood function, and Eq. (2.21) is evaluated at the best-fit point in parameter space. Explicitly, the Fisher matrix elements for the CMB read

\[ F_{ij} = \frac{1}{2} \sum_l (2l + 1) f_{\text{sky}} \text{Trace} \left[ C^{-1}_l \frac{\partial C}{\partial \lambda_i} C^{-1}_l \frac{\partial C}{\partial \lambda_j} \right]. \]  

(2.22)

The pre-factor \( \frac{1}{2} (2l + 1) f_{\text{sky}} \) comes from the sample-variance of the multipole \( l \) with an experiment covering a fraction \( f_{\text{sky}} \) of the sky. The matrix \( C \) is

\[
C = \begin{pmatrix}
C^{TT}_l & C^{TE}_l & 0 & C^{Td}_l \\
C^{TE}_l & C^{EE}_l & 0 & 0 \\
0 & 0 & C^{BB}_l & 0 \\
C^{Td}_l & 0 & 0 & C^{dd}_l 
\end{pmatrix}
\]  

(2.23)

where the diagonal primed elements \( C^{XX}_l \equiv C^{XX}_l + N^{XX}_l \) and \( X \in \{ T, E, B, d \} \).

In general, \( N^{EE}_l = N^{BB}_l = 2N^{TT}_l \). Note that, except for \( N^{dd}_l \), which is not an instrumental noise and emerges only because of the limited reconstruction of the lensing potential by the quadratic estimators of [14], the instrumental noise will increase \( C \), but not its derivatives with respect to the cosmological parameters. This will increase the error on the parameter estimation as seen from Eqs. 2.20, 2.22, and 2.23. It is merely because the instrumental noise dilutes the information below the characteristic beamwidth scale, and the error increases correspondingly.

However, this is not necessarily the case with beam systematics since they couple to the underlying cosmological model, and therefore do depend on cosmological parameters. This noise due to systematics, \( N^{\text{sys}}_l \), contributes to both \( C \) and \( \frac{\partial C}{\partial \lambda_i} \) and its effect on the confidence level of parameter estimation can be, in principle, either a degradation or an improvement. This argument ignores potential systematic errors, i.e., bias (systematic shift of the average of the statistical distribution which characterizes certain cosmological parameters) of the recovered average values of the cosmological parameters. Indeed, as we show below, the main effect of beam systematics is to bias the inferred cosmological parameters, especially for large
beam mismatch parameters, as naively expected (see Fig. 2.4 for a comparison between the bias and the uncertainty induced on the tensor-to-scalar ratio and neutrino masses by beam ellipticity). It is important to note that, although our focus is on beam systematics and their effect on parameter estimation, we do not include the systematics-induced $C^{TB}_{l}$ and $C^{EB}_{l}$ in the analysis (Eqs. 2.22, 2.23) because our main concern is how standard data analysis pipelines will be affected by beam systematics. We defer the treatment of the more general case, which includes the parity-violating terms and their effect on constraints of beyond-the-standard-model parity-violating interactions in the primordial universe, to a future work (see Chapter 3).

Given the beam systematics the bias of a parameter can be calculated with the Fisher Matrix. This has been done in [22]. The bias in a parameter $\lambda_i$, if not too large, is given by

$$\Delta \lambda_i = \langle \lambda_{i}^{\text{obs}} \rangle - \langle \lambda_{i}^{\text{true}} \rangle = \sum_j (F^{-1})_{ij} B_j$$

(2.24)

where the bias vector $B$ can be written as

$$B = \sum_l (\mathbf{C}^{\text{sys}}_l)^{t} \Xi^{-1} \frac{\partial \mathbf{C}^{\text{cmb}}_l}{\partial \lambda_j}$$

(2.25)

and $\Xi_{ij} = \text{cov}(C_i^i, C_j^j)$ and $\mathbf{C}_l$ is a vector containing all six power spectra.

### 2.4.2 Monte Carlo Simulations

The Fisher matrix approach is known to provide reliable approximation to the uncertainty in case of gaussian distributions and only a lower bound for more general distributions by virtue of the Cramer-Rao theorem. It can yield poor estimates, however, in cases of large biases and parameter degeneracies. To check for such effects in our simulations we repeated the analysis with MCMC simulations which make use of the full likelihood function and not only its peak value and can therefore provide reliable estimates of parameter errors even in the presence of large biases. Our simulations illustrate that even when we consider the
Fisher-matrix-based results as a guide for choosing the beam parameters for the MCMC simulations, the resulting bias that the Monte-Carlo simulations predict can be larger than those found with the Fisher-matrix-based calculation (actually Eq. 2.24 assumes that the bias is small compared to the characteristic width of the likelihood function of the parameter in question; when this is not the case this approximation is invalid) in some cases. This important point is further elucidated in the next section. For our Monte Carlo simulations we use a modified version of CosmoMC which includes measurements of the lensing potential and its cross-correlation with the temperature anisotropy when calculating the likelihood in order to run these simulations. An eleven parameter model is used ($\Omega_b h^2$, $\Omega_{dm} h^2$, $\Theta$, $\tau$, $\Omega_c h^2$, $w$, $n_s$, $n_t$, $\alpha$, $\log(10^{10} A_s)$, and $r$). We ran simulations for each of the five systematic effects with noise corresponding to POLARBEAR, CMBPOL-B and QUIET+CLOVER experiments. While running Monte Carlo simulations is much more time consuming compared to the Fisher matrix approach, the error forecasts for future experiments will ultimately have to account for a potentially significant biases of the inferred cosmological parameters.

### 2.5 Results

For both the Fisher and MCMC methods we consider the effect of both irreducible and reducible systematics. By ‘reducible’ we refer to systematics which depend on the coupling of an imperfect scanning strategy to the beam mismatch parameters. These can, in principle, be removed or reduced during data analysis. This includes the differential gain, differential beamwidth and first order pointing error beam systematics. By ‘irreducible’ we refer to those systematics that depend only on the beam mismatch parameters (to leading order). For instance, the differential ellipticity and second order pointing error persist even if the scanning strategy is ideal. For reducible systematics the scanning strategy is a free parameter in our analysis (under the assumption it is non-ideal, yet uniform, over the map) and we set limits on the product of the scanning strategy (encapsulated by the $f_1$ and $f_2$ parameters) and the differential gain, beamwidth and pointing, as
will be described below.

To calculate the power spectra we assume the concordance cosmological model throughout; the baryon, cold dark matter, and neutrino physical energy densities in critical density units $\Omega_b h^2 = 0.021$, $\Omega_c h^2 = 0.111$, $\Omega_\nu h^2 = 0.006$. The latter is equivalent to a total neutrino mass $M_\nu = \sum_{i=1}^{3} m_{\nu,i} = 0.56 \text{eV}$, slightly lower than the current limit set by a joint analysis of the WMAP data and a variety of other cosmological probes ($0.66 \text{eV}$ [40]). We assume degenerate neutrino masses, i.e. all neutrinos have the same mass, 0.19 eV, for the purpose of illustration, and we do not attempt to address here the question of what tolerance levels are required to determine the neutrino hierarchy. As was shown in [28], the prospects for determining the neutrino hierarchy from the CMB alone, even in the absence of systematics, are not very promising. This conclusion may change when other probes, e.g. Ly-\(\alpha\) forest, are added to the analysis. Dark energy makes up the rest of the energy required for closure density. The Hubble constant, dark energy equation of state and helium fraction are, respectively, $H_0 = 70 \text{ km sec}^{-1}\text{Mpc}^{-1}$, $w = -1$ and $Y_{He} = 0.24$. $h$ is the Hubble constant in 100 km/sec/Mpc units. The optical depth to reionization and its redshift are $\tau_{re} = 0.073$ and $z_{re} = 12$. The normalization of the primordial power spectrum was set to $A_s = 2.4 \times 10^{-9}$ and its power law index is $n_s = 0.947$ [38].

Since the effect of beam systematics is the focus of this paper, and because these systematics are generally manifested on scales smaller than the beamwidth (except for the effects of differential gain and rotation) we concentrate on some specific cosmological parameters which will be targeted by upcoming CMB experiments. These parameters have been chosen for our analysis because we expect them to benefit from lensing extraction or simply because they are somehow associated with small angular scales and therefore are prone to systematics on sub-beam scales. We limit our analysis to the tensor-to-scalar ratio $r$, dark energy equation of state $w$, spatial curvature $\Omega_k$, running of the scalar index $\alpha$ and total neutrino mass $M_\nu$. While $r$ is mainly constrained by the primordial B-mode signal that peaks on degree scales (and is therefore not expected to be overwhelmed by the beam systematics which peak at sub-beam scales), it is still susceptible to the
tail of these systematics, extending all the way to degree scales, because of its expected small amplitude (less than 0.1μK). The tensor-to-scalar ratio is also affected by differential gain and rotation which are simply rescalings of temperature anisotropy and E-mode polarization power spectra, respectively, and therefore do not necessarily peak at scales beyond the primordial signal.

The other four parameters either determine the primordial power spectrum \( P(k) \) on small angular scales (e.g. \( \alpha \)) or affect the lensed signal (both temperature and polarization) at late times (e.g. \( M_\nu, \Omega_k, w \)). Ideally, the lensing signal, which peaks at \( l \approx 1000 \), provides a useful handle on the neutrino mass as well as other cosmological parameters which govern the evolution of the large scale structure and gravitational potentials. However, the inherent noise in the lensing reconstruction process ([14]) which depends, among others, on the instrument specifications (instrumental noise and beamwidth), now depends on beam systematics as well. The systematics, however, depend on the cosmological parameters through temperature leakage to polarization, and as a result there is a complicated interplay between these signals and the information they provide on cosmological parameters. As our numerical calculations show, the effect on the inferred cosmological parameters stems from both the direct effect of the systematics on the parameters (the top-left 3 \times 3 block of the covariance matrix, Eq. 2.23) and the indirect effect on the noise in the lensing reconstruction, \( N_l^{dd} \), in cases where the MV estimator is dominated by the EB correlations (see Section 2.3).

### 2.5.1 Fisher Matrix Results

The Fisher information-matrix gives a first order approximation to the lower bounds on errors inferred for these parameters. However, by construction, it uses only the information from the peak of the likelihood function. Markov Chain Monte Carlo simulations are known to be superior to Fisher-matrix-based analysis in cases of strong parameter degeneracies and bias but Fisher matrix results are useful for first order approximation and provide starting values for MCMC simulations.

We follow [22] in quantifying the required tolerance on the differential gain, differential beamwidth, pointing, ellipticity and rotation. To estimate the effect
of systematics and to set the systematics to a given tolerance limit one has to compare the systematics-free 1σ error in the i-th parameter (Eq. 2.20) to the error obtained in the presence of systematics. The latter has two components; the bias and the uncertainty (which depends on the curvature of the likelihood function, i.e. to what extent does the information matrix constrain the cosmological model in question). As in [22] we define

\[ \delta = \frac{\Delta \lambda_i}{\sigma_{\lambda_i}} \bigg|_{\lambda_i^0} \]

\[ \beta = \frac{\Delta \sigma_{\lambda_i}}{\sigma_{\lambda_i}} \bigg|_{\lambda_i^0} \]

(2.26)

where the superscript 0 refers to values evaluated at the peak of the likelihood function, i.e. the values we assume for the underlying model, and \( \Delta \lambda_i \) and \( \Delta \sigma_{\lambda_i} \) are the bias (defined in Eq. 2.24) and the change in the statistical error for a given experiment and for the parameters \( \lambda_i \) induced by the beam systematics, respectively. As shown in [22], these two parameters depend solely on the primordial, lensing and systematics power spectra. We require both \( \delta \) and \( \beta \) not to exceed 10% of the uncertainty without systematics. As illustrated in Fig. 2.4 for the case of tensor-to-scalar ratio and neutrino total mass, the bias exceeds the uncertainty at some value of the beam ellipticity. This is a general result; for given beam systematic and a cosmological parameter the bias becomes the dominant component of the error in parameter estimation for sufficiently large beam imperfection (ellipticity, gain, etc). This sets the limit on our five systematics parameters as demonstrated in Tables 2.4, 2.5, 2.6, 2.7, 2.8, and 2.9 for PLANCK, POLARBEAR, SPIDER, QUIET+CLOVER, CMBPOL-A and CMBPOL-B (we considered two cases which we refer to as CMBPOL-A and CMBPOL-B, the former is a high sensitivity experiment with 1000 Planck-equivalent detectors, the later is motivated by [27]) whose specifications are given in Table 2.3. For the systematics power spectra we used the expressions in Table 2.2 assuming only temperature leakage (i.e. polarization-free underlying sky) except for the effect of differential rotation where we consider mixing between the E- and B-mode. \( C^{TE} \) cannot leak to the B-mode power spectrum since it assumes negative values for certain multipole numbers and \( C^E \)-contribution is higher order correction to the B-mode systematics and will add only few percent
at most to the induced systematics. Due to the scaling of the systematics with the beam width, this potentially negligible \( C^E \) contribution, which contaminate the B-mode polarization at second order, will result in only a few percent change to the tolerance levels for the beam parameters we consider. More specifically, Tables 2.4, 2.5, 2.6, 2.7, 2.8, and 2.9 contain the maximum differential gain, beamwidth, pointing, ellipticity and rotation, in units of \( \sqrt{f_1^2} \) of a percent, \( \sqrt{f_2^2} \) of an arc-second, a percent and a degree, respectively. As explained in Eq. 2.12 the factor \( 2\pi \) in the denominators is the result of our assumption that the scanning strategy is spatially uniform. All results are robust against changing the step size used. Under the assumption of uniform scanning strategy and assuming ‘worst case scenario’ that the quadrupole moment of the scanning strategy is maximal (\( \sqrt{f_1^2} = 1 \)) in case of differential gain and beamwidth and that the monopole and octupole moments are maximal (\( \sqrt{f_2^2} = 1 \)) these allowed values correspond directly to \( g \) and \( \mu \) in (percent units) and \( \rho \) (in arcsec units), respectively. It is also apparent from the tables that better sensitivity and higher resolution experiments generally require better control of beam parameters. This is expected since our criterion is the fixed 10% threshold in \( \beta \) and \( \delta \), i.e. the systematics are not allowed to exceed the 10% (or any other reasonably chosen threshold) level in the parameter uncertainty (\( \sigma_{\lambda_i} \)) units. Higher sensitivity experiments will have smaller \( \sigma_{\lambda_i} \) in general and therefore the allowed \( g, \mu, e, \rho \) and \( \varepsilon \) will be smaller. This does not imply necessarily that controlling beam systematics of higher sensitivity experiments will be more challenging since the uncertainty of beam parameters is a direct result of the S/N level with which the beam is calibrated against a point-source. Reducing the detector noise (akin to higher-sensitivity experiment) allows smaller uncertainty in beam parameters. Also, as mentioned above the 10% threshold adapted here is arbitrarily chosen and as long as we keep the systematic bias on the cosmological parameters \( \lambda_i \) smaller than \( \sigma_{\lambda_i} \), e.g. even in case \( \delta \) is as high as 0.2, the beam systematics will not significantly degrade the science. Therefore, even very sensitive high-resolution experiments are expected to yield good systematics control.
2.5.2 MCMC Results

This work is the first to employ Monte-Carlo simulations to assess the effect of beam systematics on parameter estimation. We first considered beam parameters which bias the tensor-to-scalar ratio by 10%, 50%, and 100% of the error (i.e. $\delta = 0.1, 0.5$ and 1.0, see Eq. 2.26) found with the Fisher matrix formalism. The limiting value of $\delta = 0.1$ was chosen for the Fisher matrix formalism so that it was small enough such that we should not be able to see a bias, which is what we want for a limit. For the MCMC simulations, we want to be able to distinctly see a bias and with $\delta = 1$ we expected to observe it. The other two values $\delta = 0.1$ and 0.5 are also reported mainly for the purpose of comparison between the naive expectations (based on Fisher matrix analysis) with the MCMC results. For these simulations we focus only on the most sensitive cosmological parameters: $r$, $w$ and $M$. We ran the MCMC analysis on the experiments POLARBEAR, CMBPOL-B, and QUIET+CLOVER.

Our results for POLARBEAR are reported in Table 2.10, for CMBPOL-B in Table 2.11, and for QUIET+CLOVER in Table 2.12. The most sensitive parameter to the beam systematics considered here turns out to be $r$, the tensor-to-scalar ratio as it is not constrained by the addition of the lensing power spectra. We found the bias on $r$ can be as high as $\sim 100\%$. $w$ and $M$, which are mostly constrained by the larger (compared to the primordial signal from inflation) lensing signal, are changed by no more that $\sim 10\%$, itself a non-negligible bias. Even in the absence of systematics POLARBEAR and QUIET+CLOVER exhibit a small bias (approximately $\frac{1}{2}\sigma$) in $w$ (Tables 2.10 and 2.12, respectively) towards values smaller than $-1$ but this situation significantly improves with CMBPOL-B. The reason is that, as is evident from our simulation, the 1-D distribution for $w$, while peaked at $-1$, is skewed towards more negative values. As the experiment sensitivity improves, such as in CMBPOL-B, this small bias becomes insignificant. Most importantly, we also found that the levels of bias (in $r$) caused by differential beamwidth and ellipticity exceed the bias found with the naive inclusion of the power spectrum bias in the Fisher-matrix formalism (Table 2.13). This illustrates that the simplistic approach to bias within the Fisher-matrix formalism underestimates the induced
bias on the cosmological parameters. However, the Fisher matrix can be used, as done here, to determine the starting values for MCMC simulations. These two systematics, the differential beamwidth and ellipticity, are second order gradients of the underlying temperature anisotropy as opposed to the first order gradient in case of, e.g. first order pointing error effect. This implies that for given $\mu$ and $e$ this effect steeply increases towards smaller scales. The Fisher-matrix bias calculation is based, however, on the assumption that the bias is relatively small, an assumption which certainly breaks down when high resolution experiments are considered (i.e. with SPIDER’s comparatively low angular resolution, for example, we expect the tension between the Fisher-matrix-based and MCMC estimations of the bias to be smaller).

2.6 Conclusions

The purpose of this work was to illustrate the effect of beam systematics on parameter extraction from CMB observations. Beam systematics are expected to be significant especially for detecting the B-mode polarization. Ongoing and future experiments must meet very challenging requirements at the experiment design and data analysis phases to assure polarimetric fidelity. Ultimately, a major target of these experiments is the most accurate estimation of cosmological parameters, and for this end it is mandatory to assess, among other issues, the propagation of beam systematics to parameter estimation. The tolerance levels chosen in this work are somewhat arbitrary and may be changed at will, according to the goals of individual experiments, and the numerical values we quote in the tables should be viewed in this perspective.

The only similar work so far to set tolerance levels on beam mismatch in the context of parameter estimation is [22] which influenced our present work. However, we expand on this work in several ways. While [22] considered only the effect of systematics on the tensor-to-scalar ratio $r$, we consider a family of parameters associated with the B-mode sector: $r$, $M$, $\alpha$, $w$ and $\Omega_k$. We set all other cosmological parameters to be consistent with the WMAP values. In order to exhaust
the potential of the CMB to constrain these parameters we carried out lensing extraction. In addition, we repeated the analysis for POLARBEAR, CMBPOL-B and QUIET+CLOVER with Monte Carlo simulations and found that the Fisher-Matrix approximation is, in general, inadequate for appraising the biases. We also found that high resolution experiments, such as POLARBEAR are very sensitive to bias from second order gradient effects (i.e. differential ellipticity and differential beamwidth) which is underestimated by the Fisher-matrix-based calculation, but fully accounted for with MCMC simulations. Also, unlike [22] our results are presented independently of the scanning strategy details. The only assumption we made was that the scanning strategy is spatially uniform, a condition which can be achieved with or without a HWP which samples the polarization angles in a way which is uniform; both spatially, and in terms of polarization angle. In case that this approximation fails, the more general formalism ([2]) should be used with the added complexity introduced to lensing reconstruction by the scanning-induced non-gaussianity of the systematic B-mode.

We find that parameter bias is the dominant factor and its level actually sets the upper bounds on the beam parameters appearing in Tables 2.4 through 2.9. Our results show that the most severe constraints are set on the most sensitive experiments for a given tolerance on \( \delta \) and \( \beta \) since these quantities are experiment-dependent (Eq. 2.26) and since, in general, an experiment with higher resolution and better sensitivity will result in smaller errors \( \sigma_{\lambda_i} \). We expect that the constraints on the systematics should be more demanding so as to realize the potential of experiments. As mentioned above, the most stringent constraints are obtained from the requirement on the bias rather than from increased parameter uncertainty. Again, for the same reason, as shown for specific examples in Fig. 2.4; the bias always exceeds the uncertainty for large enough systematics and this always takes place before the 10% thresholds in Eq. 2.26 are attained. The reason is that for large enough systematics the induced spurious polarization becomes comparable to, or exceeds, the underlying polarization signals, therefore biasing the deduced value. It is easy to visualize configurations in which the bias increases without bound while the ‘curvature’ of the likelihood function (i.e. the statisti-
cal error) with respect to specific cosmological parameters does not change. It is also clear from the tables that, in general, the tensor-to-scalar ratio is the most sensitive parameter, and the second most sensitive is $\alpha$, the running of the scalar index (although there are some exceptions). If the tensor-to-scalar ratio is larger than the case we studied ($r = 0.01$), this conclusion may change since $r$ is mainly affected by the overwhelming B-mode systematics on degree scales. $\alpha$ is predicted to vanish by the simplest models of inflation and was added to parameter space to better fit the WMAP and other cosmological data. As is well-known, information from Ly-$\alpha$ systems and other LSS probes can, in principle, better constrain $\alpha$ if their associated systematics can be controlled to a sufficiently accurate level. For these small scales the CMB is not the ideal tool to extract information and the error that beam systematics induce on $\alpha$ are not significant.

The upper limits we obtained in this work on the allowed range of beam mismatch parameters for given experiments and given arbitrarily-set tolerance levels on the parameter bias and uncertainty, constitute very conservative limits. It can certainly be the case that some of the systematics studied here may be fully or partially removed. This includes, in particular, the first order pointing error which couples to the dipole moment of non-ideal scanning strategies [2]. By removing this dipole during data analysis the effect due to the systematic first order pointing error (dipole) drops dramatically. We made no attempt to remove or minimize these effects in this work. Our results highlight the need for scan mitigation techniques because the coupling of several beam systematics to non-ideal scanning strategies results in systematic errors. This potential solution reduces systematics, which ultimately propagate to parameter estimation, and affect mainly the parameters considered in this work. A brute-force strategy to idealize the data could be to remove data points that contribute to higher-than-the-monopole moments in the scanning strategy. This would effectively make the scanning strategy ‘ideal’ and alleviate the effect of the $a$ priori most pernicious beam systematics. This procedure ‘costs’ only a minor increase in the instrumental noise (due to throwing out a fraction of the data) but will greatly reduce the most pernicious reducible beam systematic, i.e. the first order pointing error (‘dipole’ effect). The lesson is clear:
Table 2.1: Definitions of the parameters associated with the systematic effects. Subscripts 1 and 2 refer to the first and second polarized beams of the dual beam polarization assumed in this work.

<table>
<thead>
<tr>
<th>depends on beam substructure</th>
<th>effect</th>
<th>parameter</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>gain</td>
<td>( g )</td>
<td>( g_1 - g_2 )</td>
</tr>
<tr>
<td>Yes</td>
<td>beamwidth</td>
<td>( \mu )</td>
<td>( \frac{\sigma_1 - \sigma_2}{\sigma_1 + \sigma_2} )</td>
</tr>
<tr>
<td>Yes</td>
<td>pointing</td>
<td>( \rho )</td>
<td>( \rho_1 - \rho_2 )</td>
</tr>
<tr>
<td>Yes</td>
<td>ellipticity</td>
<td>( e )</td>
<td>( \frac{\sigma_x - \sigma_y}{\sigma_x + \sigma_y} )</td>
</tr>
<tr>
<td>No</td>
<td>rotation</td>
<td>( \varepsilon )</td>
<td>( \frac{1}{2}(\varepsilon_1 + \varepsilon_2) )</td>
</tr>
</tbody>
</table>

the rich treasures of cosmological parameters deducible from B-mode data require a combination of high polarimetric fidelity and judicious data mining. Both are eminently feasible upcoming CMB polarization experiments.
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Table 2.2: The scaling laws for the systematic effects to the power spectra $C_l^T$, $C_l^{TE}$, $C_l^E$ and $C_l^B$ assuming the underlying sky is not polarized (except for the rotation signal where we assume the E, and B-mode signals are present) and a general, not necessarily ideal or uniform, scanning strategy.

<table>
<thead>
<tr>
<th>effect</th>
<th>param</th>
<th>$\Delta C_l^{TE}$</th>
<th>$\Delta C_l^E$</th>
<th>$\Delta C_l^B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gain</td>
<td>$g$</td>
<td>$0$</td>
<td>$g^2 f_1 \ast C_l^T$</td>
<td>$g^2 f_1 \ast C_l^T$</td>
</tr>
<tr>
<td>beamwidth</td>
<td>$\mu$</td>
<td>$0$</td>
<td>$4\mu^2 (l\sigma)^4 C_l^T \ast f_1$</td>
<td>$4\mu^2 (l\sigma)^4 C_l^T \ast f_1$</td>
</tr>
<tr>
<td>pointing</td>
<td>$\rho$</td>
<td>$-c_0 J_1^2(l\rho) C_l^T \ast f_3$</td>
<td>$J_1^2(l\rho) C_l^T \ast f_2$</td>
<td>$J_1^2(l\rho) C_l^T \ast f_2$</td>
</tr>
<tr>
<td>ellipticity</td>
<td>$\epsilon$</td>
<td>$-I_0(z) I_1(z) c_\psi C_l^T$</td>
<td>$I_1^2(z) c_\psi^2 C_l^T$</td>
<td>$I_1^2(z) s_\psi^2 C_l^T$</td>
</tr>
<tr>
<td>rotation</td>
<td>$\varepsilon$</td>
<td>$0$</td>
<td>$4\varepsilon^2 C_l^B$</td>
<td>$4\varepsilon^2 C_l^E$</td>
</tr>
</tbody>
</table>
Table 2.3: Instrumental characteristics of the CMB polarimeters considered in this work: $f_{\text{sky}}$ is the observed fraction of the sky, $\nu$ is the center frequency of the channels in GHz, $\theta_b$ is the FWHM (Full-Width at Half-Maximum) in arc-minutes, $\Delta_T$ is the temperature sensitivity per pixel in $\mu$K and $\Delta_E = \Delta_B$ is the polarization sensitivity. For all experiments, we assumed one year of observations. CMBPOL A & B represent toy experiments for illustration with CMBPOL-A having 1000 PLANCK detectors and PLANCK resolution and CMBPOL-B has higher resolution but $1\mu K$ noise level.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$f_{\text{sky}}$</th>
<th>$\nu$</th>
<th>$\theta_b$</th>
<th>$\Delta_T$</th>
<th>$\Delta_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLANCK</td>
<td>0.65</td>
<td>30</td>
<td>33'</td>
<td>2.0</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>44</td>
<td>24'</td>
<td>2.7</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>14'</td>
<td>4.7</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>9.5'</td>
<td>2.5</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>143</td>
<td>7.1'</td>
<td>2.2</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>217</td>
<td>5.0'</td>
<td>4.8</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>353</td>
<td>5.0'</td>
<td>14.7</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>545</td>
<td>5.0'</td>
<td>147</td>
<td>$\infty$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>857</td>
<td>5.0'</td>
<td>6700</td>
<td>$\infty$</td>
</tr>
<tr>
<td>POLARBEAR</td>
<td>0.03</td>
<td>90</td>
<td>6.7'</td>
<td>1.13</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>4.0'</td>
<td>1.70</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>220</td>
<td>2.7'</td>
<td>8.0</td>
<td>11.3</td>
</tr>
<tr>
<td>SPIDER</td>
<td>0.6</td>
<td>96</td>
<td>58'</td>
<td>0.46</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>145</td>
<td>40'</td>
<td>0.50</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>225</td>
<td>26'</td>
<td>2.22</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>275</td>
<td>21'</td>
<td>5.71</td>
<td>8.08</td>
</tr>
<tr>
<td>QUIET+CLOVER</td>
<td>0.015</td>
<td>150</td>
<td>10'</td>
<td>0.34</td>
<td>0.48</td>
</tr>
<tr>
<td>CMBPOL-A</td>
<td>0.65</td>
<td>150</td>
<td>5'</td>
<td>0.22</td>
<td>0.32</td>
</tr>
<tr>
<td>CMBPOL-B</td>
<td>0.65</td>
<td>150</td>
<td>3'</td>
<td>1.0</td>
<td>1.4</td>
</tr>
</tbody>
</table>
Table 2.4: Systematics tolerance for PLANCK: shown are the nominal cosmological parameters we used along with the tolerance levels (as defined by the criterion that both $\delta$ and $\beta$ (Eq. 2.26), should not exceed the 10% threshold).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>$\frac{g}{1%} \sqrt{f_1} \ 2\pi$</th>
<th>$\frac{\mu}{1%} \sqrt{f_1} \ 2\pi$</th>
<th>$(\frac{\rho}{1%}) \sqrt{f_2} \ 2\pi$</th>
<th>$\alpha$</th>
<th>$\varepsilon$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.42</td>
<td>1.5</td>
<td>0.8</td>
<td>0.72</td>
</tr>
<tr>
<td>$w$</td>
<td>-1</td>
<td>0.33</td>
<td>0.38</td>
<td>2.5</td>
<td>2.4</td>
<td>2.86</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
<td>0.37</td>
<td>0.44</td>
<td>3.0</td>
<td>2.6</td>
<td>3.72</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>0.67</td>
<td>0.33</td>
<td>2.2</td>
<td>2.1</td>
<td>2.23</td>
</tr>
<tr>
<td>$M_\nu$ [eV]</td>
<td>0.56</td>
<td>0.32</td>
<td>0.38</td>
<td>2.4</td>
<td>2.4</td>
<td>2.58</td>
</tr>
</tbody>
</table>

Table 2.5: Systematics tolerance for POLARBEAR: As in Table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>$\frac{g}{1%} \sqrt{f_1} \ 2\pi$</th>
<th>$\frac{\mu}{1%} \sqrt{f_1} \ 2\pi$</th>
<th>$(\frac{\rho}{1%}) \sqrt{f_2} \ 2\pi$</th>
<th>$\alpha$</th>
<th>$\varepsilon$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.74</td>
<td>0.5</td>
<td>1.4</td>
<td>0.25</td>
</tr>
<tr>
<td>$w$</td>
<td>-1</td>
<td>0.16</td>
<td>0.38</td>
<td>1.7</td>
<td>1.8</td>
<td>1.26</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
<td>0.18</td>
<td>0.39</td>
<td>1.8</td>
<td>1.8</td>
<td>2.01</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>0.17</td>
<td>0.30</td>
<td>1.2</td>
<td>1.3</td>
<td>0.77</td>
</tr>
<tr>
<td>$M_\nu$ [eV]</td>
<td>0.56</td>
<td>0.15</td>
<td>0.42</td>
<td>1.9</td>
<td>1.8</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Table 2.6: Systematics tolerance for SPIDER: As in Table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>$\frac{g}{1%} \sqrt{f_1} \ 2\pi$</th>
<th>$\frac{\mu}{1%} \sqrt{f_1} \ 2\pi$</th>
<th>$(\frac{\rho}{1%}) \sqrt{f_2} \ 2\pi$</th>
<th>$\alpha$</th>
<th>$\varepsilon$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01</td>
<td>0.03</td>
<td>0.10</td>
<td>2.2</td>
<td>0.19</td>
<td>0.97</td>
</tr>
<tr>
<td>$w$</td>
<td>-1</td>
<td>0.13</td>
<td>0.31</td>
<td>9.2</td>
<td>0.47</td>
<td>2.86</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
<td>0.10</td>
<td>0.57</td>
<td>9.9</td>
<td>1.75</td>
<td>3.43</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>0.19</td>
<td>0.12</td>
<td>5.9</td>
<td>0.55</td>
<td>6.88</td>
</tr>
<tr>
<td>$M_\nu$ [eV]</td>
<td>0.56</td>
<td>0.10</td>
<td>0.26</td>
<td>10.9</td>
<td>0.38</td>
<td>3.72</td>
</tr>
</tbody>
</table>
Table 2.7: Systematics tolerance for QUIET+CLOVER: As in Table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>$g_{1%} \sqrt{f_{1/2\pi}}$</th>
<th>$\mu_{1%} \sqrt{f_{1/2\pi}}$</th>
<th>$(\rho_{1%}) \sqrt{f_{2/2\pi}}$</th>
<th>$e_{1%} \sqrt{f_{2/2\pi}}$</th>
<th>$\varepsilon$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01</td>
<td>0.009</td>
<td>0.20</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>$w$</td>
<td>-1</td>
<td>0.114</td>
<td>0.17</td>
<td>3.2</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
<td>0.122</td>
<td>0.18</td>
<td>3.5</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>0.148</td>
<td>0.13</td>
<td>1.4</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>$M_\nu$[eV]</td>
<td>0.56</td>
<td>0.109</td>
<td>0.18</td>
<td>3.1</td>
<td>0.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 2.8: Systematics tolerance for CMBPOL-A: As in Table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>$g_{1%} \sqrt{f_{1/2\pi}}$</th>
<th>$\mu_{1%} \sqrt{f_{1/2\pi}}$</th>
<th>$(\rho_{1%}) \sqrt{f_{2/2\pi}}$</th>
<th>$e_{1%} \sqrt{f_{2/2\pi}}$</th>
<th>$\varepsilon$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01</td>
<td>0.0016</td>
<td>0.05</td>
<td>0.04</td>
<td>0.10</td>
<td>0.023</td>
</tr>
<tr>
<td>$w$</td>
<td>-1</td>
<td>0.0259</td>
<td>0.19</td>
<td>0.4</td>
<td>0.28</td>
<td>0.773</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
<td>0.0270</td>
<td>0.21</td>
<td>0.4</td>
<td>0.28</td>
<td>0.372</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>0.0266</td>
<td>0.08</td>
<td>0.3</td>
<td>0.21</td>
<td>0.123</td>
</tr>
<tr>
<td>$M_\nu$[eV]</td>
<td>0.56</td>
<td>0.0251</td>
<td>0.18</td>
<td>0.4</td>
<td>0.28</td>
<td>0.401</td>
</tr>
</tbody>
</table>

Table 2.9: Systematics tolerance for CMBPOL-B: As in Table 2.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>$g_{1%} \sqrt{f_{1/2\pi}}$</th>
<th>$\mu_{1%} \sqrt{f_{1/2\pi}}$</th>
<th>$(\rho_{1%}) \sqrt{f_{2/2\pi}}$</th>
<th>$e_{1%} \sqrt{f_{2/2\pi}}$</th>
<th>$\varepsilon$ [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01</td>
<td>0.0031</td>
<td>0.57</td>
<td>0.2</td>
<td>1.1</td>
<td>0.066</td>
</tr>
<tr>
<td>$w$</td>
<td>-1</td>
<td>0.0728</td>
<td>0.40</td>
<td>0.9</td>
<td>1.7</td>
<td>0.716</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>0</td>
<td>0.0762</td>
<td>0.39</td>
<td>0.8</td>
<td>1.8</td>
<td>0.888</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0</td>
<td>0.0600</td>
<td>0.30</td>
<td>0.4</td>
<td>1.3</td>
<td>0.315</td>
</tr>
<tr>
<td>$M_\nu$[eV]</td>
<td>0.56</td>
<td>0.0700</td>
<td>0.45</td>
<td>1.4</td>
<td>1.7</td>
<td>0.544</td>
</tr>
</tbody>
</table>
Table 2.10: The effect of differential gain, pointing, beamwidth, ellipticity and rotation on parameter estimation for POLARBEAR obtained with MCMC simulations. The systematic beam parameters \( \varepsilon, g, \) etc. were chosen so that \( \delta^{\text{Fish}} \) (Eq.26) assumes the specified values (third column from left), i.e. the bias -to-uncertainty ratio in the tensor-to-scalar ratio \( r \) (assuming \( r = 0.01 \)), as obtained by the Fisher-matrix-based calculation. The values shown are the cosmological parameters recovered from the full likelihood function and their 1\( \sigma \) errors. The biases we obtain for differential beamwidth and ellipticity are orders of magnitude larger and are not shown here.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>no sys.</th>
<th>( \delta^{\text{Fish}} )</th>
<th>diff. gain</th>
<th>diff. pointing</th>
<th>diff. beamwidth</th>
<th>diff. ellipticity</th>
<th>diff. rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>0.0103 ± 0.0036</td>
<td>0.1</td>
<td>0.0108 ± 0.0037</td>
<td>0.0108 ± 0.0038</td>
<td>0.0109 ± 0.0036</td>
<td>0.0107 ± 0.0038</td>
<td>0.0109 ± 0.0037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.0123 ± 0.0038</td>
<td>0.0124 ± 0.0040</td>
<td>0.0133 ± 0.0042</td>
<td>0.0126 ± 0.0041</td>
<td>0.0122 ± 0.0049</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.0152 ± 0.0042</td>
<td>0.0152 ± 0.0047</td>
<td>0.0205 ± 0.0058</td>
<td>0.0192 ± 0.0056</td>
<td>0.0147 ± 0.0043</td>
</tr>
<tr>
<td>( w )</td>
<td>-1.170 ± 0.328</td>
<td>0.1</td>
<td>-1.170 ± 0.328</td>
<td>-1.168 ± 0.325</td>
<td>-1.217 ± 0.328</td>
<td>-1.154 ± 0.334</td>
<td>-1.180 ± 0.335</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-1.163 ± 0.307</td>
<td>-1.186 ± 0.331</td>
<td>-1.391 ± 0.269</td>
<td>-1.174 ± 0.329</td>
<td>-1.172 ± 0.327</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>-1.171 ± 0.321</td>
<td>-1.194 ± 0.334</td>
<td>-1.575 ± 0.217</td>
<td>-1.153 ± 0.333</td>
<td>-1.145 ± 0.320</td>
</tr>
<tr>
<td>( M_{\nu}[\text{eV}] )</td>
<td>0.537 ± 0.071</td>
<td>0.1</td>
<td>0.539 ± 0.068</td>
<td>0.538 ± 0.070</td>
<td>0.558 ± 0.068</td>
<td>0.531 ± 0.069</td>
<td>0.540 ± 0.070</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.540 ± 0.067</td>
<td>0.538 ± 0.073</td>
<td>0.661 ± 0.065</td>
<td>0.538 ± 0.070</td>
<td>0.537 ± 0.068</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.544 ± 0.066</td>
<td>0.542 ± 0.074</td>
<td>0.924 ± 0.074</td>
<td>0.533 ± 0.077</td>
<td>0.533 ± 0.070</td>
</tr>
</tbody>
</table>
Table 2.11: The effect of beam systematics on parameter estimation from CMBPOL-B obtained with using MCMC simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>no sys.</th>
<th>$\theta^\text{Fwhm}$</th>
<th>diff. gain</th>
<th>diff. pointing</th>
<th>diff. beamwidth</th>
<th>diff. ellipticity</th>
<th>diff. rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.00961 ± 0.00039</td>
<td>0.1</td>
<td>0.00964 ± 0.00040</td>
<td>0.00963 ± 0.00040</td>
<td>0.00964 ± 0.00039</td>
<td>0.00962 ± 0.00039</td>
<td>0.00963 ± 0.00040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.00982 ± 0.00040</td>
<td>0.00979 ± 0.00041</td>
<td>0.00983 ± 0.00040</td>
<td>0.00980 ± 0.00041</td>
<td>0.00980 ± 0.00040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.01004 ± 0.00041</td>
<td>0.01000 ± 0.00042</td>
<td>0.01004 ± 0.00041</td>
<td>0.01002 ± 0.00041</td>
<td>0.00990 ± 0.00040</td>
</tr>
<tr>
<td>$w$</td>
<td>-1.025 ± 0.097</td>
<td>0.1</td>
<td>-1.027 ± 0.095</td>
<td>-1.027 ± 0.097</td>
<td>-1.045 ± 0.100</td>
<td>-1.025 ± 0.095</td>
<td>-1.029 ± 0.097</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-1.027 ± 0.095</td>
<td>-1.028 ± 0.094</td>
<td>-1.152 ± 0.121</td>
<td>-1.021 ± 0.091</td>
<td>-1.032 ± 0.098</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>-1.026 ± 0.094</td>
<td>-1.027 ± 0.097</td>
<td>-1.304 ± 0.149</td>
<td>-1.026 ± 0.096</td>
<td>-1.026 ± 0.093</td>
</tr>
<tr>
<td>$M_e$ [eV]</td>
<td>0.534 ± 0.014</td>
<td>0.1</td>
<td>0.534 ± 0.014</td>
<td>0.534 ± 0.014</td>
<td>0.538 ± 0.014</td>
<td>0.534 ± 0.014</td>
<td>0.535 ± 0.014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.535 ± 0.014</td>
<td>0.535 ± 0.014</td>
<td>0.556 ± 0.013</td>
<td>0.534 ± 0.014</td>
<td>0.535 ± 0.014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.535 ± 0.014</td>
<td>0.536 ± 0.014</td>
<td>0.577 ± 0.013</td>
<td>0.534 ± 0.014</td>
<td>0.535 ± 0.014</td>
</tr>
</tbody>
</table>
Table 2.12: The effect of beam systematics on parameter estimation from QUIET+CLOVER obtained with using MCMC simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>no sys.</th>
<th>$\delta P_{\nu}$</th>
<th>diff. gain</th>
<th>diff. pointing</th>
<th>diff. beamwidth</th>
<th>diff. ellipticity</th>
<th>diff. rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>0.01035 ± 0.00333</td>
<td>0.1</td>
<td>0.01076 ± 0.00321</td>
<td>0.1076 ± 0.0030</td>
<td>0.1084 ± 0.00323</td>
<td>0.1053 ± 0.00342</td>
<td>0.1046 ± 0.00301</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.01199 ± 0.00335</td>
<td>0.1241 ± 0.00365</td>
<td>0.1287 ± 0.00384</td>
<td>0.1289 ± 0.00361</td>
<td>0.1226 ± 0.00361</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.01445 ± 0.00358</td>
<td>0.1506 ± 0.00409</td>
<td>0.2326 ± 0.00639</td>
<td>0.2135 ± 0.00587</td>
<td>0.1448 ± 0.00386</td>
</tr>
<tr>
<td>$w$</td>
<td>-1.143 ± 0.362</td>
<td>0.1</td>
<td>-1.163 ± 0.349</td>
<td>-1.141 ± 0.352</td>
<td>-1.167 ± 0.361</td>
<td>-1.131 ± 0.370</td>
<td>-1.143 ± 0.368</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>-1.123 ± 0.361</td>
<td>-1.109 ± 0.363</td>
<td>-1.228 ± 0.326</td>
<td>-1.131 ± 0.362</td>
<td>-1.121 ± 0.357</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>-1.137 ± 0.356</td>
<td>-1.153 ± 0.362</td>
<td>-1.347 ± 0.322</td>
<td>-1.160 ± 0.364</td>
<td>-1.137 ± 0.362</td>
</tr>
<tr>
<td>$M_{\nu}$ [eV]</td>
<td>0.535 ± 0.109</td>
<td>0.1</td>
<td>0.536 ± 0.105</td>
<td>0.531 ± 0.114</td>
<td>0.548 ± 0.111</td>
<td>0.522 ± 0.112</td>
<td>0.532 ± 0.110</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5</td>
<td>0.526 ± 0.120</td>
<td>0.526 ± 0.114</td>
<td>0.611 ± 0.110</td>
<td>0.533 ± 0.124</td>
<td>0.530 ± 0.112</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.528 ± 0.117</td>
<td>0.552 ± 0.114</td>
<td>0.774 ± 0.120</td>
<td>0.530 ± 0.123</td>
<td>0.532 ± 0.112</td>
</tr>
</tbody>
</table>
Table 2.13: The bias in the tensor-to-scalar ratio $r$ ($\delta_r$) obtained with MCMC for POLARBEAR, CMBPOL-B, and QUIET+CLOVER. These $\delta_r$ values were obtained by assuming each of the five systematics we considered have the values which induce a bias $\delta_r^{Fisher} = 0.1$, 0.5 and 1, respectively, in the Fisher matrix analysis. This table is a compilation of the corresponding values for $r$ reported in Tables 2.10, 2.11, and 2.12.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Beam parameter</th>
<th>$\delta_r$ ($\delta_r^{Fisher} = 0.1$)</th>
<th>$\delta_r$ ($\delta_r^{Fisher} = 0.5$)</th>
<th>$\delta_r$ ($\delta_r^{Fisher} = 1.0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLARBEAR</td>
<td>$g\sqrt{\frac{f_1}{2\pi}}$</td>
<td>0.14</td>
<td>0.56</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>$\rho\sqrt{\frac{f_2}{2\pi}}$</td>
<td>0.14</td>
<td>0.58</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>$\mu\sqrt{\frac{f_1}{2\pi}}$</td>
<td>0.17</td>
<td>0.83</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>$e$</td>
<td>0.11</td>
<td>0.64</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>0.17</td>
<td>0.53</td>
<td>1.23</td>
</tr>
<tr>
<td>CMBPOL-B</td>
<td>$g\sqrt{\frac{f_1}{2\pi}}$</td>
<td>0.08</td>
<td>0.54</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>$\rho\sqrt{\frac{f_2}{2\pi}}$</td>
<td>0.05</td>
<td>0.46</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>$\mu\sqrt{\frac{f_1}{2\pi}}$</td>
<td>0.08</td>
<td>0.56</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>$e$</td>
<td>0.03</td>
<td>0.49</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>0.05</td>
<td>0.49</td>
<td>0.74</td>
</tr>
<tr>
<td>QUIET+CLOVER</td>
<td>$g\sqrt{\frac{f_1}{2\pi}}$</td>
<td>0.12</td>
<td>0.49</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>$\rho\sqrt{\frac{f_2}{2\pi}}$</td>
<td>0.12</td>
<td>0.62</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td>$\mu\sqrt{\frac{f_1}{2\pi}}$</td>
<td>0.15</td>
<td>0.76</td>
<td>3.88</td>
</tr>
<tr>
<td></td>
<td>$e$</td>
<td>0.06</td>
<td>0.76</td>
<td>3.30</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon$</td>
<td>0.04</td>
<td>0.57</td>
<td>1.24</td>
</tr>
</tbody>
</table>
Chapter 3

Beam Systematics and Impact of Cosmological Birefringence

3.1 Introduction

Future CMB polarimeters are poised to detect the B-mode polarization. It is expected that PLANCK will detect the lensing-induced B-mode in the near future and a host of CMB experiments are expected to detect the horizon-scale inflationary B-mode signal if the tensor-to-scalar ratio is $r \approx 0.01$. This extremely feeble signal is susceptible to a variety of foregrounds and systematics which may severely degrade the science which CMB observations could otherwise do in an ideal-world. Analytic expressions have been obtained for several types of beam systematics as well as the acceptable levels of beam uncertainties, such as differential ellipticity, gain, rotation, etc. (e.g. [20, 22, 41, 42]). We are especially concerned with those beam features whose levels and other characteristics are not precisely known (e.g., the extent to which the beam is elliptical, its gain mismatch, etc) since this cannot be remedied in the process of data analysis and will therefore add an uncertainty to the CMB power spectra. The level of allowed beam uncertainty is determined mainly by the type of science one could do with B-mode polarization; these are associated with inflation and lensing-related science such as neutrino masses, dark energy equation of state, etc. It might be possible that
an actual beam calibration will result in a better calibration than the minimum requirements for the science. As it turns out, for as low a tensor-to-scalar ratio as \( r = 0.01 \) the most stringent experimental requirements on the allowed level of beam uncertainty come from the inflationary science. Not only will B-mode observations open a unique window to inflation and gravitational lensing, it also offers a rare opportunity to peer into two of the most fundamental underlying symmetries of physics, namely - parity and Lorentz invariance. With an horizon-scale optical path we have the longest possible leverage-arm to detect the accumulated effect of ‘cosmological birefringence’ (CB), a continuous rotation of the polarization plane of the electromagnetic radiation. Lorentz- and/or parity-violating terms in the electromagnetic or gravitational sectors of a hypothetical unified model of the fundamental interactions of nature may induce such a CB (e.g. \([16, 43, 35, 44, 45, 46]\)).

Searching evidence for CB in the CMB power spectra have been the objective of several recent works (\([47, 36, 48, 37, 38, 49]\)) which analyzed the data in an ideal, systematics-free, world.

The purpose of this work is to highlight the importance of controlling beam systematics, mainly their effect on the polarization state of the CMB and in the context of CB. A tantalizing idea is to use the TB and EB cross-correlations in the CMB to detect Lorentz-symmetry breaking or parity-odd features. However, these cross-correlations are especially susceptible to even the smallest degradation in the B-mode (due to temperature leakage or beam rotation) and therefore a careful study of the implications beam systematics may have on the CB science is well motivated.

The outline of this paper is as follows. The effect of beam systematics is discussed in Section 3.2. We describe our analysis technique and results in Section 3.3 followed by a discussion in Section 3.4. We conclude in Section 3.5. Our basic calculations are supplemented with two appendices: In Appendix 3.A we estimate the resulting level of beam ellipticity assuming a standard procedure of telescope beam calibration (which determines the level of TB and EB correlations induced by beam ellipticity). Appendix 3.B is dedicated to a brief discussion of the randomness of beam-pair orientation in the focal plane and its implications on
the spurious power spectra.

3.2 The Effect of Beam Systematics

No CMB observation is perfect and is always confronted, at some level, by optical beam systematics. Beam mismatch can induce temperature leakage to polarization as well as mode-mixing between the E- and B-modes ([20, 2]). Temperature leakage to polarization is considered the most pernicious systematic due to the fact that the primordial temperature anisotropy is at least an order of magnitude larger than the E-mode and two-three orders of magnitude larger than the B-mode. Therefore, even a small level of temperature leakage to polarization significantly contaminates the signal. For CB science, however, we are most concerned with cross-polarization and we open this discussion with the effect of beam rotation which mixes E and B-modes ([20, 2]). Beam rotation by an angle \( \varepsilon \) trivially biases the cosmological birefringence angle \( \alpha \) at this level which implies that the uncertainty on the inferred \( \alpha \) cannot be smaller than the bias induced by the uncertainty in beam orientation, \( \varepsilon \). Threshold values for \( \varepsilon \) have been found for POLARBEAR, PLANCK and CMBPOL based on the requirement that both inflation and lensing science are not degraded above certain level in Chapter 2, which is a reproduction of [41]. However, this requirement does not necessarily protect the CB science from beam systematics.

CMB polarimeters such as PLANCK will have sufficiently high instrumental sensitivity to allow a statistically significant detection of \( C_{TB} \) (in a systematics-free world), the ‘smoking gun’ for CB. As will be shown below, PLANCK and POLARBEAR have the raw sensitivity to detect rotation angles as small as few arcminutes. Any beam rotation by a larger angle will wash out the cosmological rotation of the polarization plane if CB is small enough. In these high-sensitivity experiments high polarimetric fidelity is required.

In the following we briefly discuss what impact two other beam systematics have on CB. These two effects, due to beam ellipticity and pointing error, leak temperature to polarization and are not a simple mixing of polarization as is the case
with beam rotation. Since these two offsets will have a unique spectral-dependence in Fourier space (the systematic B-mode power spectra due to differential pointing and ellipticity scale as \( \propto l^2 C_{l}^{T} \) and \( \propto l^4 C_{l}^{T} \), respectively) they can be statistically distinguished and separated (with some residual ‘noise’), in principle, from CB which inherits the spectral shape of \( C_{l}^{TE} \) Eq. 1.9 will not be preserved in this case and we do expect that the likelihood function will change its shape and not be only biased. Table 3.1 summarizes the effect of differential rotation, pointing and ellipticity studied in [2] on \( C_{l}^{TB} \) and \( C_{l}^{EB} \). It should be mentioned here that two other beam systematics considered in [2], differential gain and beamwidth, do not contribute to \( C_{l}^{TB} \) and \( C_{l}^{EB} \). They do, however, affect \( C_{l}^{TE} \), \( C_{l}^{EE} \) and \( C_{l}^{BB} \), but since our main goal here is to test the susceptibility of \( C_{l}^{TB} \) and \( C_{l}^{EB} \) to beam systematics and the implications it has on the inferred \( \alpha \) we do not address the effects of differential gain and beamwidth in this work.

### 3.3 Analysis and Results

An easy way to assess parameter uncertainty (\( \alpha \), the CB rotation angle in our case) is to invoke the Fisher information-matrix approach (though not in the presence of significant bias, as discussed below). The elements of the Fisher matrix are defined as follows

\[
F_{ij} = \frac{1}{2} \sum_{l} (2l + 1) f_{\text{sky}} \text{Trace}[C^{-1} \frac{\partial C}{\partial \lambda_i} C^{-1} \frac{\partial C}{\partial \lambda_j}]
\]

where the 4-D symmetric covariance matrix \( C_{l} \) (per each multipole \( l \)) is defined as

\[
C_{l} \equiv \begin{pmatrix}
C_{l}^{TT} & C_{l}^{TE} & C_{l}^{TB} & C_{l}^{Td} \\
C_{l}^{TE} & C_{l}^{EE} & C_{l}^{EB} & 0 \\
C_{l}^{TB} & C_{l}^{EB} & C_{l}^{BB} & 0 \\
C_{l}^{Td} & 0 & 0 & C_{l}^{dd}
\end{pmatrix}
\]

where \( C_{l}^{dd} \) and \( C_{l}^{Td} \) refer to the power spectra associated with the lensing deflection angle [41]. The partial derivatives are taken with respect to the parameters \( \lambda_i \). Here we allow nonvanishing \( TB \) and \( EB \) correlations and include lensing extraction. The dimensionality of the Fisher matrix is \( N \times N \) where \( N \) is the dimension
of parameter space of the cosmological model in question. The $1\sigma$ error on the parameter $\lambda_i$ is given by

$$\sigma_{\lambda_i} = \sqrt{(F^{-1})_{ii}}.$$  

(3.3)

The $1\sigma$ error obtained by this procedure only sets a lower limit on the actual error. In general, when parameter degeneracy is high, as well as in the presence of significant bias, one resorts to Monte Carlo Markov Chain (MCMC) analysis [41]. The terms $C_i^{TB}$ and $C_i^{EB}$ drop from the matrix $C$ (Eq. 3.2) in the standard model, but in general, especially here, they do not.

A small bias in a parameter $\lambda_i$ compared to the statistical uncertainty, is given by

$$\Delta \lambda_i = \langle \lambda_i^{\text{obs}} \rangle - \langle \lambda_i^{\text{true}} \rangle = \sum_j (F^{-1})_{ij} B_j$$  

(3.4)

where the bias vector $B$ can be written as

$$B = \sum_l (C^{\text{sys}}_l) \Phi^{-1} \frac{\partial C_{l\text{cmb}}}{\partial \lambda_j},$$  

(3.5)

$\Phi_{ij} \equiv \text{cov}(C_i^{\text{sys}}, C_j^{\text{sys}})$ and $C_l$ is a vector containing all six power spectra [22, 41]. Our analysis includes lensing reconstruction and is essentially a generalization of [41].

As pointed above already, the underlying assumption of this work is that the primary target of upcoming CMB experiments is the inflationary B-mode; lensing-induced B-mode as well as the B-mode polarization induced by the Chern-Simons-type interaction term are only secondary. In addition, it was shown already that the inflationary signal is more prone to beam systematics than the lensing signal is and therefore it was assumed that optimizing the beam systematics to the former should be sufficient for the latter [41]. Here, we use the analytic expressions for beam systematics found in [2] to determine the resulting bias in the inferred CB for both PLANCK and POLARBEAR. Before presenting the results of our Fisher-matrix analysis it is constructive to plot the systematic $C_i^{TB}$ and $C_i^{EB}$. These are shown for both PLANCK and POLARBEAR in Figure 3.1. Black (dotted), blue (dashed) and yellow (dotted-dashed) curves correspond to the systematics induced by differential pointing, ellipticity and beam-rotation, respectively (note
that the effect of pointing on the EB cross-correlation is negligible and falls below the scale shown). For all the effects we assumed worst-case scanning strategy and polarimeter orientation as will be discussed below and extensively discussed in [2, 41]. Red (continuous) curves show levels of $C_{l}^{TB}$ and $C_{l}^{EB}$ which these experiments could have detected (obtained from the Fisher-matrix analysis) in the absence of systematics. We refer to them as ‘nominal CB’ detection. For comparison, the green (continuous) curve corresponds to a much larger rotation of the polarization plane that will result in $C_{l}^{TB}$ and $C_{l}^{EB}$ roughly three times larger than the largest systematics-induced TB and EB correlations. It is evident from the figure that realizing the nominal potential of PLANCK and POLARBEAR to detect CB via the TB and EB correlations will require a much better control of systematics than the level set by the inflationary-induced B-mode detection requirements, for example.

The results of our Fisher-matrix analysis are shown in Table 3.2. Nominal uncertainties in $\alpha$ (i.e. the statistical error in a systematics-free experiment) are compared with the bias induced by differential pointing and ellipticity, $\Delta \alpha$. The values for the differential pointing $\rho$ and ellipticity $e$ are adopted from Chapter 2, consistent with the assumption that PLANCK and POLARBEAR are optimized for inflation and lensing science. In the analysis we used all information from multipoles $l \leq 1200$. Figure 3.1 suggests that the bias decreases if $l_{max}$ is smaller but this of course comes on the expense of statistical uncertainty. We repeated the analysis with lower $l_{max}$ which indeed resulted in lower bias but even for $l_{max}$ as small as 200 it was unacceptably large. The effect of beam rotation results in a pure bias in the inferred $\alpha$ and is therefore trivial and not included in the table. Again, we find that beam calibration levels that suffice for the inflationary and lensing science are unfortunately insufficient for the CB science and this is the main conclusion of this paper. Especially worrisome in this context are beam rotation and differential ellipticity. Both systematics are independent of the scanning strategy and therefore cannot be easily mitigated. In addition, beam rotation induces both EB and TB correlations which have the same spectral shape in multipole-space as the CB; one cannot distinguish a beam rotation from CB. While it is clear from our analysis
that the allowed ellipticity based on the inflation+lensing requirements may not be sufficient for CB purposes, beam calibration in a real experiment will result in a better control of ellipticity than the minimum allowed by inflation/lensing. We show in Appendix 3.A that both PLANCK and POLARBEAR will benefit from a reasonable control of ellipticity which will allow beam ellipticities lower than the minimum required for inflationary and lensing science and will therefore result in an essentially unbiased CB detection from the E-B correlations of the CMB in case the nominal values of the respective α are considered. However, TB is still prone, even in this ideal case, to beam ellipticity. Beam rotation remains the paramount concern, and of all types of systematics we identify it as the main obstacle towards CB detection; the nominal α values are typically a factor ≈ 10 smaller than the allowed beam rotation (Table 3.2). Recently, it was shown how optimal estimators, which can filter spatially-dependent rotation, can be used to filter-out a spatially-dependent rotation due to the non-standard statistics it induces by inducing $l - l$ mode coupling [23]. However, the constant beam rotation we consider here cannot be distinguished from CB by this method.

The systematics induced by differential pointing depend, to first order, on the scanning strategy and for a non-ideal, yet uniform, scanning strategy we encapsulate the relevant information in the two scanning functions $f_2$ and $f_3$ ([2]) whose exact definitions are irrelevant to this discussion since we always assume the worst case scenario $f_i = 2\pi$.

The cosmological model adopted in our numerical calculations closely follows the WMAP5 results [38]; the baryon, cold dark mater, and neutrino physical energy densities in critical density units $\Omega_b h^2 = 0.021$, $\Omega_c h^2 = 0.111$, $\Omega_\nu h^2 = 0.006$. The latter is equivalent to a total neutrino mass $M_\nu = \sum_{i=1}^{3} m_{\nu,i} = 0.56\text{eV}$. Dark energy makes up the rest of the energy required for a spatially-flat universe. The Hubble constant, dark energy equation of state and helium fraction are, respectively, $H_0 = 70 \text{ km sec}^{-1}\text{Mpc}^{-1}$, $w = -1$ and $Y_{He} = 0.24$. $h$ is the Hubble constant in 100 km/sec/Mpc units. The optical depth to reionization and its redshift are $\tau_{re} = 0.073$ and $z_{re} = 12$. The normalization of the primordial power spectrum was set to $A_s = 2.4 \times 10^{-9}$ and its power law index is $n_s = 0.947$. 
3.4 Discussion

CMB observations, especially those which will have the sensitivity and fidelity to detect the ‘forbidden’ power spectra $C^{TB}$ and $C^{EB}$, will be able to set tight constraints on CB, a phenomena related to the bedrock of fundamental physics and its symmetries. Cosmology improves on terrestrial experiments in this context due to the long optical path lengths which enable the detection, in principle, of extremely small effects. However, since a statistically significant detection of CB heavily relies on measuring the TB and EB ‘smoking gun’ correlations, and due to the fact that these involve the sub-$\mu K$ B-mode signal which is prone to numerous systematics, a credible detection of non-vanishing $\alpha$ should account for these possible sources of confusion. We saw that beam-rotation, differential ellipticity, as well as differential pointing, gain and beamwidth (to a lesser extent) can bias the inferred $\alpha$ but also change the uncertainty (in the case of differential pointing and ellipticity) due to their direct effect on the TB and EB correlations. While the differential pointing is very small due to its shallow $l$-dependence (compared to other systematics considered here) and the effect of beam ellipticity can be partially harnessed (Appendix 3.A to this chapter), it is the beam rotation effect which mainly contaminates CB. In particular, we have shown that CMB experiments which are optimized for inflationary and lensing science may not be adequate for the CB science that requires a much better control of beam rotation. The nominal $\alpha$-detection with PLANCK and POLARBEAR is 3.8 and 1.1 arcminutes, respectively. Beam rotation should therefore be controlled to 0.75 and 0.21 arcminutes if a $5\sigma$ detection of CB is required. This systematic effect cannot be mitigated by scanning strategy. The effect of differential pointing (which is subdominant to the effect of differential ellipticity) can be further suppressed by scanning strategy mitigation [2]. The differential-ellipticity, together with the beam rotation effect, seem the most pernicious for TB spectra (Fig. 3.1). We consistently assumed the worst-case-scenario as we did when we employed the constraints on $C^{BB}$ by assuming the tilt of the polarization direction to the ellipse major axis is $45^\circ$ (see Chapter 2). However, an estimate of the real uncertainty on beam ellipticity (Appendix 3.A) shows that, in practice, beam ellipticity should not be a major problem to
TB measurements by PLANCK and POLARBEAR. The EB cross-correlations, however, should vanish if we take $\psi = 45^\circ = \theta$. Nevertheless, for the purpose of illustration, and in the plots only, we assumed $\psi = 22.5^\circ = \theta$ so as to maximize the EB correlations for the given beam parameters. We further explored the effect of randomness of the angle $\psi$ in a multi-pixel elliptical-beam experiment (Appendix 3.B) and found that our worst-case-scenario is actually representative of an average multi-pixel experiment. Similar considerations were also applied to beam rotation.

### 3.5 Conclusion

CB is an interesting ancillary science that future CMB polarimeters will target. We considered in detail two such experiments: PLANCK and POLARBEAR. Our past experience taught us that controlling beam systematics to a sufficiently high precision as to aim at the B-mode detection (in case the tensor-to-scalar ratio is $r \approx 0.01$) will also automatically guarantee a high fidelity lensing-induced B-mode measurement. However, as we show here, this minimum requirement will in general not suffice for a credible CB detection via the "forbidden" TB and EB correlations. The likely reason for this is that while BB correlations are quadratic in the beam-imperfection parameters (e.g. $\propto e^2, \varepsilon^2$) the TB correlations are only linear in these small beam parameters (and the EB correlation is in general noisy). This implies that for a given ellipticity or beam rotation the fractional bias in the TB cross-correlations will be larger than the corresponding fractional bias in the BB power spectrum by $O(1/e)$ and $O(1/\varepsilon)$, respectively.

Whereas the effect of differential pointing on the TB and EB power spectra, we showed, is negligible, the effect of ellipticity is larger and can compromise the CB science if only the minimal requirement of the inflation/lensing science is satisfied. However, we demonstrate in Appendix 3.A to this chapter that in practice the expected level of ellipticity uncertainty is relatively small (if the beam is standardly calibrated against a bright point source). The most pernicious effect is due to beam rotation which precisely mimics BC, has the same $l$-dependence, and cannot be mitigated by idealizing the scanning strategy. Our conclusion is
that while TB and EB are unique indicators for new-physics in principle, they can in practice be excited by imperfect beams and in order to realize the promising potential of the high-sensitivity and fine-resolution PLANCK and POLARBEAR at CB detection beam rotation has to be controlled to the sub-arcminute level. Unless beam rotation is controlled to the arcminute level, a conservative approach, which does not use $C_l^{TB}$ and $C_l^{EB}$, may be more adequate for the CB science.

3.A Forecasted Beam Ellipticity

It is instructive to estimate the expected uncertainty of beam ellipticity which may result from a standard beam-calibration procedure with a nearly black-body point-source such as Jupiter ($T_p \approx 150K, \theta_p \approx 0.5$ arcmin). By Wiener filtering [42] a map of the expected signal one expects to recover the source image with a signal-to-noise level

$$\left(\frac{S}{N}\right)^2 = \int \frac{|\tilde{S}(l)|^2}{P(l)} \frac{dP}{(2\pi)^2},$$

where $\tilde{S}(l)$ is the Fourier transform of the point source and $P(l)$ is the instrumental noise, i.e. the $(S/N)^2$ is the ratio of the signal and noise power-spectra integrated over all accessible multipoles in the experiment in question. The higher $S/N$ the smaller are the uncertainties in the recovered beam parameters. The Fourier transform of the convolved calibration source is

$$\tilde{T}_p^{\text{obs}} = \tilde{T}_p e^{-\frac{1}{2}l^2 \sigma_x^2 - \frac{1}{2}l^2 \sigma_y^2 - i \rho}$$

where we assume an elliptical gaussian beam with principal axes $\sigma_x$ and $\sigma_y$, and pointing $\rho$. This results in

$$\left(\frac{S}{N}\right)^2 = \frac{2 \ln(2)}{\pi(1-e^2)} \left(\frac{T_p}{\Delta_b}\right)^2 \left(\frac{\theta_p}{\theta_b}\right)^4 \eta^2 f_t$$

where $\eta$ is an experiment-specific optical-efficiency parameter ($\leq 1$) and $f_t$ is the fraction of observation time dedicated to beam calibration (we adopt the value $1/30$). $\Delta_b$ is the instrumental temperature equivalent noise, $\theta_b$ is the beamsize and $e$ is its ellipticity. Since the pointing merely adds a phase to the beam function it
Figure 3.1: TB and EB systematics compared to the nominal CB signals (i.e. those we expect to obtain in the absence of beam systematics): black (dotted), blue (dashed) and yellow (dotted-dashed) curves refer to the systematics induced by differential pointing and ellipticity and by beam rotation, respectively. Red and green (continuous) curves represent the cross-correlations in the nominal and realistic CB cases, respectively. ‘Realistic’ is defined as the CB that would be roughly three times larger than the largest systematic. Dashed-dotted curves represent the absolute values of negative T-B cross-correlations in certain $l$-ranges. All signals are calculated based on the assumption that the beam systematics of PLANCK and POLARBEAR are optimized for the detection of the inflationary signal at the $r = 0.01$ level.
drops from the expression for S/N. Similarly, S/N is also independent of the beam rotation angle since temperature measurements are insensitive to $\varepsilon$. Calibrating the beam rotation with a polarized source will not work here since by analogy to Eq. 3.6 the rotation only adds a phase. Therefore, the following procedure, which is based on S/N considerations, will be used to determine the uncertainty of $e$ only. To estimate these uncertainties we require that varying the beam parameters results in signal changes smaller than the noise. That is, we allow the uncertainty in the beam’s ellipticity to grow from 0 until the $(S/N)^2$ changes by unity

$$(S/N)^2 \rightarrow (S/N)^2 + 1. \quad (3.9)$$

This condition readily yields the uncertainty in beam parameters

$$\Delta(e^2) = [S\eta/N]^{-2}f^{-1}. \quad (3.10)$$

Assuming Jupiter is a 150$K$ black body with a characteristic scale of $\theta_p = 0.5'$, typical beamsizes $\theta_b$ are 5' (4') and instrumental noise $\Delta_b \ 1.7\mu K$ (10$\mu K$) for PLANCK (POLARBEAR) as well as 5% optical efficiency $\eta$ we obtain the following estimates on expected uncertainty in beam ellipticity $e = 1.1 \times 10^{-3}$ (PLANCK) and $e = 1.2 \times 10^{-4}$ (POLARBEAR). Using the scaling of ellipticity-induced TB and EB correlations ($\propto e$ and $\propto e^2$, respectively), it is clear that based on this estimate beam ellipticity is unlikely to be the dominant contaminant of the EB correlations but the TB correlations will still be somewhat biased even for the optimal ellipticity we find here ($O(10^{-3})$ for PLANCK and $O(10^{-4})$ for POLARBEAR).

### 3.B Focal Plane Considerations

Previous works assumed, for simplicity, single-pixel experiments [20, 22, 2] (even Chapter 2). However, in practice the beam-pairs are scattered in the focal plane with different polarization orientations and other beam parameters such as gain, beamwidth, ellipticity, etc. We briefly discuss how the random orientation of beam polarization only mildly suppress spurious B-mode polarization. A schematic focal plane is depicted in Fig. 3.2. We assume all beams have the same ellipticity
for the purpose of illustration but they differ by their orientations with respect to the radius-vector which connects the center of the focal plane to the beam center (denoted $\chi$) and the polarization axis makes an angle $\psi$ with the ellipse major axis. We further assume that the major axes of the beams are nearly orthogonal ($\chi_1 - \chi_2 \approx 90^\circ$) and similarly their respective polarization directions satisfy $(\psi_1 - \psi_2 \approx 90^\circ)$, where the subscripts stand for ‘beam 1’ and ‘beam 2’ of each pair, respectively. We calculate the covariance of the individual systematic power spectra

$$\text{cov}(C_Y^l, C_Y^{'l}) \equiv \delta_{l,l'} [\langle (C_Y^l)^2 \rangle - \langle (C_Y^{'l})^2 \rangle]$$

(3.11)

where $Y$ stands for either $BB$, $TB$ or $EB$ and the angular brackets denote averages over the angles $\psi$ and $\chi$. Since the number of pairs is finite, all the estimates we obtain here for the suppression of systematics by assuming infinitely many detector pairs constitute only upper limits. Nevertheless, we show that even if the number of detectors is assumed infinite, the gain in systematic suppression is insignificant. Taking the ratio of the covariance to the worst-case $C_B^B$, $C_T^{TB}$ and $C_E^{EB}$ ($\psi + \chi = 45^\circ$, $45^\circ$ and $22.5^\circ$, respectively) it is straightforward to show that with an infinite number of pairs the systematic $C_B^B$, $C_T^{TB}$ and $C_E^{EB}$ drop to 71%, 71% and 50% of their worst-case values - an insignificantly small change to our conclusions. We can apply a similar calculation to beam rotation. in this case averaging is carried out over the angle $\epsilon$ (random orientations of the pair subject to the constraint that the polarization directions of the two polarimeters remain orthogonal). Here we obtain that $C_B^B$, $C_T^{TB}$ and $C_E^{EB}$ are suppressed to 35%, 71% and 50% of their worst-case values. Again, this will not quantitatively change our conclusions.

This chapter is a reprint of the material as it appears in Physical Review D, Vol. 79, 103002, 2009, Miller, N.J., Shimon, M., and Keating B.G. "CMB Polarization Systematics due to Beam Asymmetry: Impact on Cosmological Birefringence". The dissertation author was the primary investigator and author of this paper.
Table 3.1: The contribution of the systematic effects to the power spectra $C_{l}^{TB}$, $C_{l}^{EB}$ assuming the underlying sky is not polarized (except for the rotation signal when we assume E-, and B-mode polarization are present) and ideal sky scanning. The definitions of $s_{\theta}$ and $s_{\psi}$ as well as $f_{3}$ can be found in [2].

<table>
<thead>
<tr>
<th>effect</th>
<th>parameter</th>
<th>$\Delta C_{l}^{TB}$</th>
<th>$\Delta C_{l}^{EB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gain</td>
<td>$g$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>monopole</td>
<td>$\mu$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>pointing</td>
<td>$\rho$</td>
<td>$\frac{1}{2}[1 + J_{0}(l\rho)J_{2}(l\rho)s_{\theta}C_{l}^{T}] + s_{\theta}J_{2}^{2}(l\rho)C_{l}^{T}$</td>
<td>$s_{\theta}C_{l}^{T}J_{2}^{2}(l\rho)C_{l}^{T}$</td>
</tr>
<tr>
<td>quadrupole</td>
<td>$e$</td>
<td>$-I_{0}(z)I_{1}(z)s_{\psi}C_{l}^{T}$</td>
<td>$I_{1}^{2}(z)s_{\psi}C_{l}^{T}$</td>
</tr>
<tr>
<td>rotation</td>
<td>$\varepsilon$</td>
<td>$\sin(2\varepsilon)C_{l}^{T}$</td>
<td>$\frac{1}{2}\sin(4\varepsilon)C_{l}^{T}$</td>
</tr>
</tbody>
</table>

Table 3.2: Estimated bias in the inferred rotation angle assuming POLARBEAR and PLANCK were optimized to detect the inflationary B-mode signal associated with $r=0.01$. The bias induced by differential ellipticity is much larger than the naive uncertainty, highlighting the need in careful data analysis when interpretation of polarization plane rotation is required. The relatively small bias induced by the pointing is negligible compared to the ellipticity-induced bias and this is consistent with the findings in Chapter 3 and explained by the steep $l$-dependence of the ellipticity systematics.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\sigma_{\gamma}^{nominal}[\text{deg}]$</th>
<th>parameter</th>
<th>$\Delta \gamma[\text{deg}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLARBEAR</td>
<td>0.0179</td>
<td>$\rho$</td>
<td>0.0094</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$e$</td>
<td>56.07</td>
</tr>
<tr>
<td>PLANCK</td>
<td>0.0641</td>
<td>$\rho$</td>
<td>0.0060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$e$</td>
<td>93.9</td>
</tr>
</tbody>
</table>
Figure 3.2: Layout of typical beam pairs in the focal plane: dashed lines represent radius-vectors from the center of the focal plane through the center of each pair. Continuous lines represent the ellipse major axes and the angle the major axis makes with the radius-vector is $\chi$. The polarization axis (dotted line) makes an angle $\psi$ with the major axis. In [2] and Chapter 2 it was assumed that $\chi = 0$, therefore every $\psi$ in our analytic expressions (Table 3.1 should be replaced with $\psi + \chi$.
Chapter 4

The Temperature-Polarization Correlation and Primordial Gravitational Waves

Primordial gravitational waves (PGWs) polarize the CMB (see for example [50, 51, 52, 53, 54, 19, 55, 56, 57, 58, 59]). Current experiments are using the polarization of the CMB to search for this PGW background ([60, 61, 62]. This polarization can be used as a direct test of inflation. An alternative probe of the inflationary epoch which does not use the PGW background was studied by ([63]). This probe was used in recent analyses by the WMAP team ([64]) to provide plausibility for the inflationary paradigm. This chapter presents a test similar in spirit to that of [63].

CMB polarization can be separated into two independent components: E-mode (grad) polarization and B-mode (curl) polarization. B-mode polarization can only be generated by PGWs (see for example [55, 56, 57]), therefore most CMB polarization experiments which are searching for evidence of PGWs focus on measuring the BB power spectrum. However the TE cross correlation power spectrum offers another method to detect PGWs ([65]). The TE power spectrum is two orders of magnitude larger than the BB power spectrum and it was suggested that it may therefore be easier to detect gravitational waves in the TE power spectrum ([58, 66]).
In this chapter, we first discuss the method of detection of PGWs by measuring the TE power spectrum for low $\ell$. This method, originally proposed in [58], is based on a measurement of $\ell_0$, the multipole where the TE power spectrum first changes sign. Hereafter we will call this method “the zero multipole method”. The TE power spectrum due to density perturbations is positive on large scales, corresponding to $\ell < \ell_0$, changes sign at $\ell = \ell_0$, and then oscillates for $\ell > \ell_0$, while for PGWs the TE power spectrum must be negative for small $\ell$ and then also oscillates for larger $\ell$. The current best set of cosmological parameters, obtained in [67], gives, in the absence of PGWs, $\ell_0 = 53$. Therefore, the measurement of the difference between the multipole number, $\ell_0$, where the TE power spectrum changes sign, and $\ell = 53$ is the way to detect PGWs. We will then consider an alternative method based on Wiener filtering, removing the contribution to the TE power spectrum due to density perturbations. Since the TE power spectrum due to PGWs is negative on large scales a test of negativity of the resulting TE power spectrum is a test of PGWs. In this chapter, we present an analysis of both of these methods, based on Monte Carlo simulations.

At the present time, the main priority and the main challenge in CMB polarization observations is the detection of the PGW background via the BB power spectrum. In connection with BB experiments, the methods based on the TE cross correlation can be considered as very useful auxiliary measurements of PGWs because systematic effects in TE measurements are not degenerate with those in BB measurements. For example, T/B leakage or even E/B leakage could swamp a detection of BB, whereas T/E leakage would be small and well controlled (see [68]). These BB systematics could falsely indicate a detection of PGWs, but measurements of the TE power spectrum provide insurance against such a spurious detection. Additionally, galactic foreground contamination affects BB and TE in different ways, which enables us to perform powerful cross-checks and subtraction of foregrounds in BB measurements.

Another advantage of TE measurements for experiments which measure a small fraction of the sky, is related to the fact that a significant contaminant to the B modes is caused by E/B mixing. This limits the power spectrum of PGWs
that can be detected ([69]). The E-modes are practically unaffected by E/B mixing so, in contrast to the BB measurements, the TE power spectrum should be nearly the same for both full and partial sky measurements.

The plan of this chapter is the following. In Section 4.1, we introduce the primordial power spectra of scalar (density) and tensor (PGW) perturbations (4.1.1). Then following [65] and [58], we explain why the sign of the TE power spectra for scalar and tensor perturbations is opposite for large scales (4.1.2). In Section 4.2, we describe in more detail the zero multipole method for the detection of PGWs. In Section 4.3, we describe the method for detection of PGWs based on Wiener filtering along with the statistical tests used and a comparison of the tests. In Section 4.4, we present results of numerical Monte Carlo simulations for two toy experiments. In the first toy experiment we neglect instrumental noise and the uncertainties are limited only by cosmic variance (4.4.1). In the second toy experiment, along with cosmic variance, we take into account instrumental noise which is comparable to real noise in current ground experiments (4.4.2). For comparison, we also present results of simulations for the two satellite experiments, WMAP (4.4.3) and Planck (4.4.5). Applying the technique to the actual WMAP 5 year data is done in Section 4.4.4. In Section 4.5, we compare the the signal-to-noise ratio of the TE measurements with those of BB measurements.

4.1 TE Cross Correlation

The power spectrum of TE correlations is determined by primordial power spectra of scalar and tensor perturbations and time evolution of these perturbations during the epoch of recombination.

4.1.1 Primordial Power Spectra

The primordial power spectra describing the initial scalar (density) perturbations (denoted by $s$) and tensor (PGW) perturbations (denoted by $t$) are (see, for example, [67])
\[ P_s(k) = A_s \left( \frac{k}{k_0} \right)^{n_s - 1 + \frac{1}{2} \alpha_s \log(k/k_0)} \]
\[ P_t(k) = A_t \left( \frac{k}{k_0} \right)^{n_t} \]  \hspace{1cm} (4.1)

where \( k_0 = 0.002 \ \text{Mpc}^{-1} \), this value of \( k_0 \) is obtained by fitting of CMB data ([70]). The variables \( n_s \) and \( n_t \) are the scalar and tensor spectral indices respectively. The variable \( \alpha_s \) is the running of the scalar spectral index. In terms of \( A_s \) and \( A_t \), the tensor-to-scalar ratio, \( r \), is

\[ r \equiv \frac{A_t}{A_s} = \frac{P_t(k_0)}{P_s(k_0)} \]  \hspace{1cm} (4.2)

The location of \( \ell_0 \) is determined by the parameters \( n_t \) and \( r \). In this chapter, we do not specify particular cosmological models considering the generation of primordial spectra, \( P_s(k) \) and \( P_t(k) \), which means that for our purposes we consider \( n_s, n_t, \) and \( r \) as independent parameters. (This is not true if we use some particular cosmological model. For example, in standard inflation models, the parameters \( n_t \) and \( r \) are related by the consistency relation, \( n_t = -r/8 \) (see, for example, [64]).) In other words, we consider all parameters \( n_s, n_t, \) and \( r \) as independent except in 4.4.1 and 4.4.2, where along with model-independent we give also model-dependent constraints on \( r \).

### 4.1.2 Opposite Signs of Scalar and Tensor Perturbations to TE Correlation

Taking into account that scalar and tensor perturbations are not correlated, the TE power spectrum is simply a sum of two TE power spectra for scalar and tensor perturbations correspondingly.

First, the physical motivation for the difference in the cross correlation contributions produced by scalar and tensor perturbations for small \( \ell \) was demonstrated and physically interpreted for the cross correlation of the Stokes parameters \( T \) and \( Q \) in [65]. For scalar perturbations the Stokes parameter \( Q \) contains only
E-modes, hence the TE correlation is identical with the TQ correlation and is positive for small $\ell$. As was then emphasized in [58], the sign of the TE correlation for tensor perturbations is negative for small $\ell$. The simple qualitative physical interpretation of the fact that the contributions of the TE correlation are different for scalar and tensor perturbations is the following. For both scalar and tensor perturbations, the temperature fluctuations, $T(\ell)$, for small $\ell$ (when oscillations of $T(\ell)$ are absent) are proportional to the metric perturbations $h$ at the moment of recombination, while the E-mode fluctuations, $E(\ell)$, are proportional to $\dot{h}$ at the moment of recombination. Hence, the TE correlation is proportional to $h\dot{h} \propto \frac{d(h^2)}{d\eta}$.

Taking into account the growth of scalar perturbations and tensor perturbations decay, one can see that the contributions to the TE correlation for scalar and tensor perturbations are opposite.

To understand this in more detail, following [58], we consider the multipole expansion of the TE cross correlation with coefficients $C_{\ell}^{TE}$. These coefficients are related to the spherical harmonic expansion coefficients of the temperature anisotropy and polarization by

$$C_{\ell}^{TE} = \langle a_{T,\ell m} a_{E,\ell m}^* \rangle$$  \hspace{1cm} (4.3)

where the brackets denote averaging over all possible statistical realizations. The statistical properties of the CMB field in general, and the TE cross correlation specifically, follow from the statistical properties of the underlying scalar or tensor metric field. Assuming gaussianity together with statistical isotropy and homogeneity, the TE cross correlation takes the form

$$C_{\ell}^{TE} = \int \frac{dk}{k} a_{T,\ell}(k) a_{E,\ell}(k)$$  \hspace{1cm} (4.4)

where $a_{T,\ell}(k)$ is the contribution from temperature perturbation while $a_{E,\ell}(k)$ is the contribution from E-polarization. The integration over $k$ takes into account the contribution from all the possible wavenumbers.

It was shown in [58]
\[ a_{T,\ell}(n) \sim h_k(\eta) \bigg|_{\eta = \eta_{\text{rec}}} \quad (4.5) \]

\[ a_{E,\ell}(n) \sim \frac{dh_k(\eta)}{d\eta} \bigg|_{\eta = \eta_{\text{rec}}} \quad (4.6) \]

where \( h_k(\eta) \) is the mode function of the metric perturbation, and \( \eta_{\text{rec}} \) is the conformal time at recombination. It follows that the TE correlation is approximately

\[ C_{\ell}^{TE} \propto \int dn F(\ell, k) \left( \frac{dh_k^2(\eta)}{d\eta} \right) \bigg|_{\eta = \eta_{\text{rec}}} \quad (4.7) \]

where \( F(\ell, k) \) is a strictly positive function which peaks at \( \sim \ell \approx k (\eta_{\text{today}} - \eta_{\text{rec}}) \). Heuristically, the function \( F(\ell, k) \) projects the \( k \)-space onto the \( \ell \)-space. Therefore the sign of the integral in the RHS of Eq. 4.7 evaluated at around \( \ell \approx k (\eta_{\text{today}} - \eta_{\text{rec}}) \) determines the sign of \( C_{\ell}^{TE} \) on large scales.

The adiabatic decrease of the gravitational wave amplitude upon entering the Hubble radius is preceded by the monotonic decrease of the gravitational wave mode function \( h_k(\eta) \) as a function of \( \eta \). Since \( h_k(\eta) \) is decreasing the integral on the RHS of Eq. 4.7 is negative. The RHS of Eq. 4.7 is negative for \( k (\eta_{\text{today}} - \eta_{\text{rec}}) < 90 \) since \( h_k \) is decreasing over that range. Therefore, for \( \ell < 90 \) the correlation \( C_{\ell}^{TE} \) must be negative. For larger \( \ell \)s, the \( F(\ell, k) \) in Eq. 4.7 and, hence, the TE cross correlation power spectrum changes sign as a function of \( \ell \).

Thus the TE cross correlation, due to density perturbations, must be positive at lower \( \ell \) (as mentioned above, the TE cross correlation in absence of PGWs changes sign at \( \ell_0 \approx 53 \)). If we were able to separate them we could use this signature for detection of PGWs. However, even without such separation the presence of PGWs manifests itself in the value of \( \ell_0 \), which is the smallest \( \ell \) where the total TE correlation power spectrum (scalar plus tensor) changes its sign. Thus, the sign of the TE correlation is a very prominent signature of PGWs. For this reason, in the next section, we investigate the dependance of \( \ell_0 \) on \( r \), \( n_s \), and \( n_t \).
4.2 Dependance of $\ell_0$ on Parameters of PGW Power Spectrum

The method of detecting PGWs which implies a calculation of $\ell_0$, where the TE power spectrum first goes to zero, will be called hereafter as the zero multipole method. We take into account uncertainties in determination of $C_{\ell} s$ which are unavoidable in any experiment:

$$\left(\Delta C_{\ell}^{TE}\right)^2 = \frac{1}{(2\ell + 1)f_{sky}} \left( (C_{\ell}^{TE})^2 + (C_{\ell}^{TT} + N_{\ell}^{TT})(C_{\ell}^{EE} + N_{\ell}^{EE}) \right)$$

(4.8)

(see, for example, [8]). Even in an ideal experiment, when we neglect instrumental noise ($N_{\ell} = 0$) and measure the full sky ($f_{sky} = 1$), we still have uncertainties related with cosmic variance (which arises from the fact that we have only one realization of the sky in CMB measurements) (see, for example, [8]). For a more realistic experiment, we take into account noise and partial sky coverage (see Section 4.4). Over small multipole bands it is reasonable to approximate the power spectrum as linear. In the range $20 \leq \ell \leq 70$, it seems reasonable to use a linear approximation for $(\ell + 1)C_{\ell}^{TE}/2\pi$. It seems unlikely that in this range any deviations from a linear approximation can be larger than mentioned above uncertainties.

Plots of $C_{\ell}^{TE}$ for different values of $r$ are shown in Fig. 4.1 plotted for $n_t = 0$. It can be seen that a linear fit to the TE power spectrum do well approximates $(\ell + 1)C_{\ell}^{TE}/2\pi$ near $\ell_0$.

Thus near $\ell_0$, $(\ell + 1)C_{\ell}^{TE}/2\pi$ can be approximated as a line with negative slope $a - b\ell$, where $a$ and $b$ are positive real numbers. For any set of experimental data, we can find $a$ and $b$ by applying a least squares fit. The values $a$ and $b$ corresponding to the best fit obviously can be used for prediction of $\ell_0 = a/b$. This value, $\ell_0$, can then be used to constrain the parameter $r$ under some assumptions about spectral indices $n_s$ and $n_t$.

We need to investigate how $\ell_0$ depends on the cosmological parameters $r$,
Figure 4.1: The TE cross correlation power spectrum for different values of $r$ with $n_t = 0$. The black line is $r = 0.0$ and the red line is $r = 2.0$. Lines are given for $0 < r < 2.0$ with a spacing of $\Delta r = 0.1$. 
Figure 4.2: Plot of crossover multipole number $\ell_0$ for different values of $n_t$. $n_t = -0.5$ to 0.5 with spacings of 0.1. The dashed red line correspond to $n_t = 0$.

$n_t$, $n_s$, $A_s = P_s(k_0)$, and the optical depth to reionization, $\tau$. The value of $\ell_0$ for a standard $\Lambda$CDM cosmology described in [67] as a function of $n_t$ and $r$ is shown in Fig. 4.2 and 4.3. All power spectra were generated with the code CAMB\(^1\) ([71]). If $r = 0$, $\ell_0 = 53$, while if $r = 0.3$ (the WMAP3 upper limit on the tensor-to-scalar ratio) and $n_t = 0$, we find that $\ell_0 = 49$.

From Fig. 4.2 and 4.3, one can see that $\ell_0$ decreases with increase of $r$. This effect is more pronounced for smaller $n_t$. For example, if $r = 0.3$, then $\ell_0 = 52$ for $n_t = +0.5$, $\ell_0 = 49$ for $n_t = 0$, and $\ell_0 = 38$ for $n_t = -0.5$. The fact that $\ell$ is discrete (the plots are composed of a set of step functions) puts limitations on using this method for determination of $r$. For example, a value of $r = 0.01$ and $r = 0$ will most likely correspond to the same $\ell_0$ and therefore no matter what the sensitivity is this method cannot distinguish between absence of PGWs and PGWs corresponding to such small $r$. For $n_t = 0$ (the Harrison-Zel’dovich scale-free spectrum), $\delta \ell_0 = -1$ corresponds to $\delta r$ of 0.08. For negative values of

\(^1\)see http://camb.info on web
Figure 4.3: A contour plot of the values of $\ell_0$ for differing values of $r$ and $n_t$.

$n_t$, $\delta \ell_0 = -1$ corresponds to smaller $\delta r$. For $n_t = -0.5$, for example, $\delta \ell_0 = -1$ requires $\delta r \approx 0.02$.

The effect of variations of the scalar spectral index $n_s$ on $\ell_0$ is opposite: A decrease of $\ell_0$ with increase of $r$ is more pronounced for larger $n_s$, however we do not need to worry about it because $n_s$ is well constrained by the observations of TT and EE power spectra (see for example [67]) along with Ly-$\alpha$ measurements (see for example [72]). Thus everywhere in this chapter we use $n_s = 0.95$ (the value given by WMAP3 [67]) with no running of the scalar spectral index, $\alpha_s$. A change of 0.2 in the running of the scalar spectral index has no effect in the value of $\ell_0$ when using $k_0 = 0.002$ Mpc$^{-1}$. Even if it did have an effect on the value of $\ell_0$, it can be well constrained by the same observations that constrain $n_s$.

The value of $\ell_0$ does not depend on $A_s$, because for fixed $r$, $A_t$ must change by the same factor as $A_s$ leaving $\ell_0$ unchanged, i.e. any rescaling of the primordial power spectra does not change $\ell_0$. The same thing happens when one varies the optical depth to reionization, $\tau$. The value of $\ell_0$ is in the range where the TE power spectrum for scalar and tensor perturbations depend on $\tau$ in the same way.
for instantaneous reionization (they are damped by the factor, \( \exp(-2\tau) \)), since the relevant scales are within the cosmological horizon at the time of reionization ([8]). Thus any variation of \( \tau \) can be considered just as a rescaling of the TE power spectrum which leaves the value of \( \ell_0 \) unchanged. It is possible for different reionization histories to cause a change in \( \ell_0 \) as shown in [73], however we will assume instantaneous reionization for the purpose of this chapter.

Thus, even if we cannot separate the contributions of scalar and tensor perturbations to the TE power spectra, PGWs still leave their imprint on the value of \( \ell_0 \). In the next section, we will consider the possibility of such separation with the help of Wiener filtering.

### 4.3 Wiener Filtering of the TE Cross Correlation Power Spectrum

Wiener filtering has been used often in the case of CMB data analysis. For example, it was used to combine multi-frequency data in order to remove foregrounds and extract the CMB signal from the observed data ([74, 75]). Here we examine the use of the Wiener filter to subtract the PGW signal from the total TE correlation signal. This is done because the Wiener filter reduces the contribution of noise in a total signal by comparison with an estimation of the desired noiseless signal ([76]). In our case, the signal is the one due to PGWs only, and the signal contributed by density perturbations is considered to be “noise”.

The observed signal can be written as

\[
C^{\text{TE}}_\ell = C^{\text{TE}}_{\ell,s} + C^{\text{TE}}_{\ell,t} = \langle a^*_E,\ell_m a_T,\ell_m \rangle
\]

where \( s \) and \( t \) refer to the contributions to the power spectrum due to scalar and tensor perturbations respectively. The values \( a_{E,\ell m} \) and \( a_{T,\ell m} \) refer to the spherical harmonic coefficients of the temperature and polarization maps. In our application to TE correlation, we consider the Wiener filter, \( W_{\text{TE},\ell} \).
\[ W_{TE, \ell} = \frac{C_{\ell, \ell}^{TE}}{C_{\ell}^{TE}} = -\frac{|C_{\ell, \ell}^{TE}|}{C_{\ell}^{TE}} \] (4.10)

The filtered signal, \( a'_{X, \ell m} \) (for \( X = T \) and \( E \)), is obtained from the measured signal, \( a_{X, \ell m} \), as

\[ a'_{X, \ell m} = a_{X, \ell m} W_{TE, \ell}^{1/2} \] (4.11)

In this chapter, we assume the Wiener filter is perfect, in the sense that it leaves the signal due to PGWs only. We then get, for the filtered multipoles \( C_{\ell, \text{filt}}^{TE} \),

\[ C_{\ell, \text{filt}}^{TE} = \langle a'_{T, \ell m} a'_{E, \ell m} \rangle = W_{TE, \ell} C_{\ell}^{TE} = \frac{C_{\ell, \ell}^{TE}}{C_{\ell}^{TE}} C_{\ell}^{TE} = C_{\ell, \ell}^{TE} \] (4.12)

In practice this is not true, because we are trying to determine \( C_{\ell, \ell}^{TE} \), which is not known in advance. Nevertheless, the assumption that the Wiener filter is perfect is good as a first approximation and illustrates the detectability of PGWs with the help of TE correlation measurements.

The filtering can reduce the measured signal to the desired signal, but, since we are trying to remove the density perturbations and not the actual noise, we can not reduce the measurement uncertainties. These uncertainties in \( C_{\ell}^{TE} \) are then entirely determined by the noise in the original signal.

We have shown that the TE power spectrum due to PGWs is negative on large scales, hence a test determining whether the Wiener filtered power spectrum is negative or not is a probe of PGWs.

There are three different statistical tests we use to see if we can measure a negative TE power spectrum. The first test is a Monte Carlo simulation to determine signal-to-noise ratio, \( S/N \) (Section 4.3.1). The other two tests are standard non-parametric statistical tests: the sign test (Section 4.3.2) and the Wilcoxon rank sum test ([77]) (Section 4.3.3).

For all of our tests, we calculate a random variable. If the data satisfies the hypothesis that \( r = 0 \), we can calculate the mean and uncertainty in the variables.
If we make one realization of data, the random variable is determined from its distribution. Because we are not using any real observational data, we must run a Monte Carlo simulation to reduce the risk of randomly getting a value for the variable taken from the outlying area of its distribution. To do this, the filtered multipoles, $C_{\ell, \text{filt}}^{TE}$, are randomly chosen from a gaussian distribution with mean $C_{\ell,t}^{TE}$ and standard deviation $\Delta C_{\ell}^{TE}$ where

\[
(\Delta C_{\ell}^{TE})^2 = \frac{1}{(2\ell + 1)f_{\text{sky}}} \left( (C_{\ell}^{TE})^2 + (C_{\ell}^{TT} + N_{\ell}^{TT})(C_{\ell}^{EE} + N_{\ell}^{EE}) \right)
\]

(4.13)

(see, for example, [8]), the variable $f_{\text{sky}}$ refers to the fraction of the sky covered by observations and $N_{\ell}$ is the effective power spectrum of the instrumental noise (see [8] for details on how $N_{\ell}$ is related to actual instrumental noise).

Our determination of $C_{\ell,t}^{TE}$ is dependent on $\ell$. However, for two of our tests we ignore the value of $\ell$ in the calculation of the random variable. We assume that the calculated random variable is gaussian. In order for this to work, the random variable must be calculated from gaussian variables. The errors on the multipoles for the “ideal” toy experiment are large enough so that we can assume the multipoles are taken from a single distribution and not from a distribution that depends on $\ell$.

### 4.3.1 Monte Carlo S/N Test

For this test, the random variable we calculate, $S/N$, is defined as

\[
S/N = \sum_{\ell=2}^{53} \frac{C_{\ell,t}^{TE}}{\Delta C_{\ell}^{TE}}.
\]

(4.14)

The reason why the sum in this equation is taken in the range $2 < \ell < 53$ is because only in this range $\text{sgn}(C_{\ell}^{TE}(\text{scalar})) = -\text{sgn}(C_{\ell}^{TE}(\text{tensor}))$. In other words, if we include higher multipoles we confront with a danger of a false detection, because the total TE power spectrum is negative for $\ell > 53$. 
The value of $S/N$ is gaussian distributed because it is a sum of many modes of squares of gaussian distributed values, $C_\ell = a_{\ell,m}^2$. We approximate each $C_{\ell}^{TE}$ as being gaussian distributed for the purpose of this chapter. For each set of parameters we run this simulation one million times to determine the mean, $\langle S/N \rangle$, and standard deviation, $\sigma_{S/N}$. The mean of this distribution is determined by the preassumed value of $r$, while the standard deviation is determined by parameters of the experiment and gives the confidence level of detection. We run such Monte Carlo simulations for different values of $r$ to determine in what range of $r$ we can detect PGWs. When then using real observational data, we can compare the actual value of $S/N$ with the results of Monte Carlo simulations to infer the likelihood, as function of $r$, which determines the probability that $r \neq 0$, or that PGWs exist at detectable levels.

4.3.2 Sign Test

The sign test is a test of compatibility of observational data with the hypothesis that $r = 0$. If we do have $r = 0$, then $C_{\ell,d}\text{filt}$ will be equally distributed around zero. Application of this test to the filtered data is very simple. In practice, all observational data are distributed between several bins and the averaging of the signal is produced in each bin separately. Let $N_{bins}$ be the number of such bins. The sign test actually gives the probability that in $N_-$ bins the average is negative and in $N_+ = N_{bins} - N_-$ it is positive, if $r = 0$. This probability, $P$, is given by the binomial distribution

$$P(N_+) = \binom{N_{bins}}{N_+}0.5^{N_{bins}} = \frac{N_{bins}!}{N_+!N_-!}0.5^{N_{bins}}$$  (4.15)

The probability that the hypothesis $r = 0$ is wrong is

$$P(r \neq 0) \approx 1 - 2 \sum_{i=0}^{N_+} P(i)$$  (4.16)

The value $\sum_{i=0}^{N_+} P(i)$ is the probability that we would get $\leq N_+$ positive values given $r = 0$. This is the same as the probability of getting $\leq N_+$ negative values.
given $r = 0$. Therefore our confidence that $r \neq 0$ is just 100% minus the sum of the probabilities describe above (the probability that the $N_+$ is closer to the mean, $N_{\text{bins}}/2$, if $r = 0$). This equation only makes sense if $N_+ < N_{\text{bins}}/2$, since that is required for $r > 0$. If $N_+ > N_{\text{bins}}/2$, that would imply $r < 0$, which is not physical. We would have to interpret the result as a random realization of $r \geq 0$, with the most likely result of $r = 0$. Therefore we would not be able to say $r \neq 0$ with any confidence.

Let us consider the following example: we put all measurements of $C_{\ell}^{TE}$ into 11 bins and in three of them the average is positive. In this example, the probability that the hypothesis $r = 0$ is wrong is equal to 89%.

One possible drawback of this method is that it does not take into account any measure of the signal-to-noise ratio of individual measurements. As we show in Section 4.3.4, it is possible to have two completely different sets of data with the same probability of having $r = 0$. This test is also unable to make any prediction as to the value of $r$, only that it differs from zero.

### 4.3.3 Wilcoxon Rank Sum Test

This statistical test deals with two sets of data. The first set of data is taken from a real experiment which measures $C_{\ell}^{TE}$ with some unknown $r$. The second set of data is generated by Monte Carlo simulations (see Section 4.3.1) with $r = 0$. The objective of the Wilcoxon rank sum test is to give the probability that the hypothesis $r = 0$ is wrong ([77]).

First, we choose some random variable $U$, whose probability distribution is known if $r = 0$. For that, let us combine all data from first set with $n_1$ multipoles and second set with $n_2$ multipoles into one large data set, which obviously contains $n_1 + n_2$ multipoles. Then, we rank all multipoles in the large data set from 1 to $n_1 + n_2$ according to their amplitude (rank 1 for the smallest and rank $n_1 + n_2$ for the largest). Now, the variables $R_1$ and $R_2$ are defined as the sum of the ranks for the first original data set and the second original data set, correspondingly. Finally, the variable $U$, is
\[ U = \min(U_1, U_2), \text{ where} \]
\[ U_i = R_i - n_i(n_i + 1)/2, \quad i = 1, 2 \quad (4.17) \]

If all multipoles of the first data set are larger than all multipoles of the second data set, then \( U_1 = n_1n_2 \) and \( U_2 = 0 \). It is not difficult to show that \( U_1 + U_2 = n_1n_2 \). If both sets of measurements have no evidence for PGWs, \( \langle U_1 \rangle = \langle U_2 \rangle \). It is also simple to see that \( U_1 + U_2 = n_1n_2 \).

It is important to emphasize that the ranks of multipoles are random variables because all multipoles themselves are random variables, hence \( U_1, U_2, \) and \( U \) are random variables. If \( n_1 + n_2 \) is large, the distribution of \( U \) can be approximated as a gaussian with a known mean and standard deviation. In this approximation we have

\[ m_U = n_1n_2/2 \quad (4.18) \]
\[ \sigma_U = \sqrt{\frac{n_1n_2(n_1 + n_2 + 1)}{12}} \quad (4.19) \]

In some cases, instead of \( U \), the variables \( R_1 \) or \( R_2 \) are used. The reason \( U \) is used here is because \( m_U \) is symmetric in the data sets. If \( r = 0 \) in both sets of data, then the distributions of \( U_1 \) and \( U_2 \) are the same, no matter what \( n_1 \) and \( n_2 \) are. The distributions of \( R_1 \) and \( R_2 \) would be the same only if \( n_1 = n_2 \). The probability that the first data set corresponds to \( r \neq 0 \) obtained from the test in which \( R_1 \) or \( R_2 \) is used is the same as if \( U \) is used.

Since this test requires Monte Carlo simulations for the second set of data, we ran this test many times for many different data sets to get an accurate mean value for \( U \).

To reject the hypothesis \( r = 0 \) means to detect PGWs. Using the Wilcoxon rank sum test the allowable value of \( r \) is determined, if instead of comparing with simulated data with \( r = 0 \), we compare with simulated data with \( r = r_0 \neq 0 \). In order to get a range of allowable values for \( r \), we need to run multiple Monte Carlo simulations with multiple values for \( r_0 \). This is where the assumption that the \( C_{\ell,t}^{\tau E} \)
are from a random distribution that is independent of $\ell$ is used. This implies that the ranks are random variables. If the errors on the $C^{TE}_{\ell \ell}$ are small enough, then the ranks will be predetermined. Therefore, our assumption about the distribution of $U$ will not be true and the test would have to be modified. Fortunately, this is not the case for even an experiment only limited by cosmic variance.

To illustrate how this test works, let us consider the following example. Assume there are 4 multipoles in the first set of data and consider that $r = 0.3$ is the correct value. There are also 4 multipoles in the second set of data (which for sure corresponds to $r = 0$). All quantities below are expressed in $\mu K^2$. The value for the first data set are $C^{TE}_{10} = -0.005$, $C^{TE}_{20} = 0.02$, $C^{TE}_{30} = -0.015$, and $C^{TE}_{40} = -0.01$. The values for the second data set are $C^{TE}_{10} = 0.03$, $C^{TE}_{20} = 0.003$, $C^{TE}_{30} = -0.02$, and $C^{TE}_{40} = -0.003$. A ranking of multipoles gives the ordering from lowest to highest, with 1 referring to the first data set and 2 referring to the second data set, as 21112212. This results in $R_1 = 2 + 3 + 4 + 7 = 16$, $U_1 = 16 - 10 = 6$, and $U_2 = 16 - 6 = 10$. Therefore $U = \min\{10, 6\} = 6$. For $n_1 = n_2 = 4$, to reject the hypothesis that $r = 0$ at 95% confidence level, $U_1$ should be less than one (see, for example, [78]). In this example, since $U_1 = 6 > 1$, the first set of data cannot be considered as a detection of PGWs.

### 4.3.4 Comparison of Tests

The $S/N$ test is greatly affected by outlying measurements. A measurement of one large negative multipole could falsely imply a detection. Both the sign test and the Wilcoxon rank sum test are not affected by individual outlying measurements. In the sign test, the value of individual measurements is irrelevant, because the test is sensitive only to the sign of individual measurements. The Wilcoxon rank sum test is affected by outliers, but considerably less than the $S/N$ test. If the outlier is larger (or smaller) than every other multipole, its rank does not depend on its particular value.

If we have two completely different sets of data, the main disadvantage of the sign test, as mentioned in Section 4.3.2, is that it could give the same result, while for the two other tests the chance to obtain the same value of $r$ is negligible.
For example, one set of data, consisting of 4 small negative multipoles and 4 large positive multipoles, gives the same result as another set of data, consisting of 4 large negative multipoles and 4 small positive multipoles. The $S/N$ test gives two very different values of $S/N$ for these two sets of data. We can also use the Wilcoxon rank sum test to compare these two sets of data. In this case $U = 16 = \frac{1}{2} m_U$, which corresponds to a confidence level of hypothesis that $r = 0$ of less than 10%.

With observational data, the sign test can be applied and does not require any Monte Carlo simulations (which could be considered as an advantage of this test). The $S/N$ test requires Monte Carlo simulations, but only for the distribution of the random variable $S/N$. The Wilcoxon rank sum test requires large Monte Carlo simulations and combines the data sets generated by these simulations with observational data. In other words, Monte Carlo simulations are absolutely necessary after obtaining observational data, which may be considered a disadvantage of this test. Thus, each of the three tests has advantages and disadvantages, suggesting that the best way to work out observational data is to apply all these three tests.

### 4.4 Discussion and Results

[58] used equal amplitudes of scalar and tensor perturbations to sharpen the discussion in their plots. They defined the tensor-to-scalar ratio, $R$, as the ratio of the temperature quadrupoles, $R \equiv C_{TT}^{2,2}/C_{TT}^{0,0}$ and set $R = 1$. Using standard WMAP3 cosmological parameters ([67]), the definition of tensor-to-scalar ratio, $r$, used in this chapter is approximately twice as large as their definition of $R$. The exact relationship between $r$ and $R$ will depend on the cosmological parameters used. This means that $R = 1$ is equivalent to $r \approx 2$, which has currently been strongly ruled out by WMAP in combination with previous experiments ([67]). We need to see if this method can detect a value of $r$ that is currently within the limits. We assume that there is no foreground contamination. In reality foregrounds affect the measured location of $\ell_0$ (we will consider the effects of foregrounds on $\ell_0$ elsewhere). For the experiments that do not observe the full sky, correlations
between multipoles must be taken into account. The multipoles are binned together
of such width that the correlations between the bins are sufficiently small.

Two different toy experiments, along with the two satellite experiments
WMAP and Planck, are considered to constrain \( r \). The first toy experiment is
a full sky experiment. It is idealized in two aspects. The first idealization is
that we can take measurements over the full sky while the second idealization is
that no detector noise. The only uncertainty is due to cosmic variance. Such experiment represents the best limit to which the gravitational
waves can be detected by the CMB TE correlation. This toy experiment is
close to a space-based experiment with access to the full sky. It is similar to what the
Beyond Einstein inflation probe would be able to detect. This toy experiment will
be hereafter referred to as the ideal experiment. The second toy experiment is a
more realistic one. In this experiment, measurements are on 3% of the sky, the
frequency is 100 GHz, and the duration of the experiment is 3 years. The noise
in each detector of the 50 polarization sensitive bolometer pairs can be described
by their noise equivalent temperature (NET) of 450 \( \mu K \sqrt{s} \). The detectors’ beam
profile is assumed to be gaussian and and it is described by the width at half of
the maximum sensitivity, abbreviated as FWHM of 0.85\(^\circ\).

This second toy experiment is similar to current ground-based experiments
and the constraints from this experiment represent those that can and will be ob-
tained in the next several years. This will be referred to as the realistic experiment.

The predicted errors for Planck are based on using the 100 GHz, 143 GHz,
and 217 GHz channel in the High Frequency Instrument (HFI). The numbers
are gotten from the Planck science case, the “bluebook”\(^2\). The WMAP noise was
obtained by 3 years of observations of the Q-band, V-band, and W-band detectors.

4.4.1 Ideal Experiment

A plot of TE for \( r = 0.3 \) and \( n_t = 0.0 \) with error bars for \( \ell \) binned in bins of
width \( \Delta \ell = 10 \) is shown in Fig. 4.4. This figure separately shows the contribution
to the TE mode of density perturbations, contribution of PGWs with \( r = 0.3 \),

---

\(^2\)http://www.rssd.esa.int/index.php?project=Planck
When the TE power spectrum due to density perturbations is approximately five times larger than the power spectrum due to PGWs at $\ell < \ell_0$.

The Monte Carlo simulation for the calculation of $\ell_0$, with an input model of $r = 0.3$ and $n_t = 0$, results in the value of $\ell_0 \approx 49$ with an uncertainty of $\Delta \ell_0 \approx 1.3$. A contour plot of the limits on the resulting measurement of $r$ is shown in Fig. 4.5. The white is the allowed region for $r$ and $n_t$ that falls within the 1$\sigma$ errors of $\ell_0$. The black is the region forbidden with 68% confidence. If $n_t = 0$, then we measure $r \approx 0.3 \pm 0.1$. If we consider the inflationary consistency relation, $n_t = -r/8$ ([64]), we then get the constraint $r = 0.3^{+0.09}_{-0.1}$. The uncertainty is smaller, but not by much. We predict a 3$\sigma$ detection of PGWs by the zero multipole method.

The detectability of $\ell_0$ using the ideal experiment is shown in Fig. 4.6. For $n_t = 0$ the effective number of $\sigma$ detection is $\sigma \approx 10r$. We make this approximation by determining the detectability for several values of $r$ and then approximating a

**Figure 4.4:** The black line is the total TE mode with a $r = 0.3$. The red line is the contribution from PGWs only while the light blue line is the contribution from the density perturbations. Blue is the error bars for the ideal experiment binned in intervals of $\Delta \ell = 10$. 
Figure 4.5: This is a plot of the allowed $r$ and $n_t$ for the 1$\sigma$ region of $\ell_0$ for the ideal experiment. The white is the 1$\sigma$ region while the black is the forbidden region.
Figure 4.6: The signal-to-noise ratio for the zero multipole method are shown as the solid black, for ideal experiment, and dashed blue, for realistic experiment, lines. The signal-to-noise ratio for realistic measurements of the BB power spectrum is shown as the dash-dot red curve. For all curves \( n_t = 0 \).

For comparison the results are also shown for the zero-multipole method with the realistic experiment and for measurements of the BB power spectrum with the realistic experiment described above. We assume we can make measurements over a range of 60 multipoles for BB measurements.

The Monte Carlo simulation for the Wiener filtering gives an average of 19 measured TE power spectrum multipoles greater than zero out of a total of 52 independent multipoles. If the null hypothesis was true, the sign test would indicate there is a 3.5% chance of measuring \( \leq 19 \) positive multipoles. This is equivalent to a \( \approx 1.8\sigma \) detection. A plot of the distribution of the number of positive multipoles is shown in the upper panel plot of Fig. 4.7. There is an 81% chance for the observed \( N_+ \) to give a 1\( \sigma \) detection of PGWs.

The \( S/N \) test gives a mean value of \( S/N = -17.1 \) and standard deviation of 7.21. The upper left panel in Fig. 4.8 shows the distribution of the \( S/N \) values.
Figure 4.7: This is a plot of the distribution of the number of positive multipoles for the Monte Carlo simulation for the ideal experiment (upper left), the realistic experiment (upper right), Planck (lower left), and WMAP (lower right). The dotted red line shows where $N_+ = \frac{1}{2}N_{\text{bins}}$. 
Figure 4.8: The $S/N$ statistic distribution for the ideal experiment (upper left), realistic experiment (upper right), Planck (lower left), and WMAP (lower right). The dotted red line shows where $S/N = 0$.

for the Monte Carlo simulation with $r = 0.3$. If $r = 0.3$ we would have a 0.8% probability of the measured $S/N > 0$. This negative value signifies that a non-zero tensor-to-scalar ratio produced an anti-correlation. We can assume that the standard deviation would be the same if the mean of $S/N$ was 0 (equivalent to $r = 0.0$), because it is equivalent to adding a constant value to every measured value (and hence adding a constant to $S/N$ which would not change the error). Therefore, if $r = 0$, the probability of getting $S/N < -17.4$ is 0.8%, and hence we have a 99% chance that $r \neq 0$. A plot of $\langle S/N \rangle$ and $\sigma_{S/N}$ as a function of $r$ is shown in Fig. 4.9. As can be seen from the plot, we can predict a value of $r$ for any value of $S/N$. The value of $\sigma_{S/N}$ is a relatively constant function of $r$ and so our prediction about the distribution of $S/N$ for different value of $r$ is a good approximation to the true distribution.

The Wilcoxon rank sum test gives $U_{avg} - m_U = -1.23\sigma_U$. The variable $U_{avg}$ is the mean value for $U$ in the Monte Carlo simulations described earlier. The
Figure 4.9: This is a plot of $\langle S/N \rangle$ and $\sigma_{S/N}$ as a function of $r$ for the ideal experiment. The black line is $\langle S/N \rangle$ and the red line is $\sigma_{S/N}$. 
Figure 4.10: This is the plot of the distribution of $U$ for the ideal experiment (upper left), realistic experiment (upper right), Planck (lower left), and WMAP (lower right). The red dotted line is the value for $m_U$ and the light blue dashed lines enclose the 1$\sigma$ region for $U$ assuming the hypothesis that $r = 0$

values $m_U$ and $\sigma_U$ are given in Section 4.3.3. The distribution of $U$ for the Monte Carlo simulations with $r = 0.3$ is shown in Fig. 4.10. The standard deviation of the distribution of measured $U$ is the same as the standard deviation of the distribution of $U$ assuming the hypothesis that $r = 0$. The only difference between the distributions is that $m_U$ is shifted by a constant value. Therefore, there is a 22% chance that $U - m_U < -2\sigma_U$. There is also a 40% chance that we measure $U - m_U < -1\sigma_U$, and are not even able to make a 1$\sigma$ detection of PGWs.

A comparison of the three tests is shown in Fig. 4.11. This is obtained by simulated with with several values of $r$ and then interpolating between them. A 2$\sigma$ detection is obtained for $r = 0.26$ ($S/N$ test), $r = 0.3$ (sign test), and $r = 0.5$ (Wilcoxon rank sum test), highlighting its intended use as a monitor of a false positive detection for large $r$. 
Figure 4.11: This is the plot of the signal-to-noise ratio (number of $\sigma$s) for different values of $r$ for the three different tests. The black line is the $S/N$ test, the dashed dark blue line is the sign test, and the dotted-dashed light blue line is the Wilcoxon rank sum test.
Figure 4.12: This figure is the same as Fig. 4.4 but presents for the realistic experiment with $r = 0.9$.

4.4.2 Realistic Ground Based Experiment

A plot of the error bars for the realistic experiment is shown in Fig. 4.12 with $r = 0.9$. Observations on an incomplete sky require the multipoles to be binned in sizes of $\Delta \ell = 10$. This experiment has much larger error bars than the ideal experiment and it is not able to detect low values of $r$ with the TE cross-correlation only. Plots of the TE power spectrum due to density perturbations and PGWs are shown in Fig. 4.12 along with the combined TE power spectrum.

For this experiment, the constraints on measuring $\ell_0$ are significantly larger than those for the ideal experiment. The $1\sigma$ uncertainty on $\ell_0$ is $\Delta \ell_0 \approx 10$. This corresponds to a limit of $r < 0.9$ with 68\% confidence. If we want a $2\sigma$ limit, then the constraint expands to $r \leq 1.5$. If we assume the inflationary consistency relation, then this error on $\ell_0$ would correspond to a $1\sigma$ upper limit of about $r \lesssim 0.7$. Fig. 4.13 shows the region of $r$ and $n_t$ allowed with 68\% confidence of $\ell_0$.

As mentioned earlier, Fig. 4.6 shows the signal-to-noise ratio of the zero
Figure 4.13: An upper limit on $r$ due to the realistic experiment with $\Delta l_0 = 10$

multipole method for the realistic experiment. The measurements of the BB power spectrum are much more sensitive to PGWs and the sensitivity is roughly the same as in the ideal experiment. This shows that the zero multipole method is less sensitive to PGWs than measurements of the BB power spectrum.

The results for the Wiener filtering method are much worse than those for the ideal experiment for $r = 0.3$. Since this experiment observes a small portion of the sky, the multipoles are correlated and we must bin together to get reasonably uncorrelated measurements. For this experiment, we only have 7 to 8 uncorrelated multipoles, instead of 52 uncorrelated multipoles in the case where the full sky is observed. Getting 7 out of 8 negative multipoles is a 3% probability if there are no PGWs. For the Monte Carlo simulations of the realistic experiment, on average, half of measured multipoles are positive and half are negative. A plot of the distribution of the number of positive multipoles is shown in the upper right panel of Fig. 4.7. In this case, we cannot distinguish $r = 0.3$ from $r = 0.0$ with any significance.

The $S/N$ test gives an average value of $S/N = -0.95$ with standard devia-
tion of 2.64. For the realistic toy experiment, the distribution of $S/N$ for $r = 0.3$ is shown in the upper right panel of Fig. 4.8. In order to obtain 68% confidence detection of PGWs, we must use $r \approx 0.7$. In this sense the TE test provides monitoring and insurance against false positive detection with $r > 0.7$, which could arise, for example, if foregrounds or other systematic effects are improperly removed.

The last statistical test, the Wilcoxon rank sum test, gives $U_{\text{avg}} - m_U = -0.20\sigma_U$. The distribution of $U$ for $r = 0.3$ is shown in the upper right panel of Fig. 4.10. This gives the weakest result in terms of the three tests for the Wiener filtered data. The realistic experiment will not be able to constrain $r < 0.3$ using the TE cross correlation power spectrum. Its limit is closer to $r < 0.7 - 0.9$ at only 68% confidence depending on the test used. For a higher confidence in a detection of PGWs, the value of $r$ would need to be much higher. Since the observed distribution of $U$ corresponds almost exactly to the simulated distribution of $U$ under the assumption that $r = 0$, therefore we have a 16% chance of measuring $U - m_U < -1\sigma_U$.

### 4.4.3 WMAP

A constraint on $r$ using a measurement of $\ell_0$ for WMAP is almost impossible. Using error bars consistent with WMAP noise, we get $\Delta\ell_0 \approx 15$ for an input of $r = 0.3$ and $n_t = 0$. The published results of WMAP give limits of $r < 0.3$ so adding this method to the WMAP results would not change constraints significantly. In fact, using the real WMAP data\(^3\) we get $\ell_0 \approx 48$. With an uncertainty of $\Delta \ell_0 \approx 15$, the probability of getting a value farther away from $\ell_0 = 53$ is larger than 50%, so we cannot detect primordial gravitational waves in the published WMAP data using the zero multipole method.

The results of the Wiener filtering showed that the WMAP cannot make a detection of gravitational waves using the TE cross correlation power spectrum alone. As with the two toy experiments, the result of the scalar and tensor separation was similar. The Monte Carlo simulation gave on average gave 13 positive multipoles out of a total of 26 uncorrelated multipoles. We would get the same

\(^3\)http://lambda.gsfc.nasa.gov/
result if the input data had \( r = 0.0 \) so we cannot detect PGWs with WMAP using only the TE power spectrum. A plot of the distribution of the number of positive multipoles is shown in the lower right panel of Fig. 4.7. As can be seen, this distribution of \( N_+ \) for WMAP noise and \( r = 0.3 \) is simply the distribution for \( r = 0 \).

For WMAP, the S/N test gives the value of \( S/N = -0.02 \) with a standard deviation of 5.09. The distribution is shown in the lower right panel of Fig. 4.8. The distribution is centered around \( S/N = 0 \) so there is no chance of using this test to detect PGWs in WMAP’s TE power spectrum. The probability of getting a 1\( \sigma \) or 2\( \sigma \) detection is the same probability that we would randomly get a detection if there are no PGWs.

The rank sum test gives a value of \( U_{avg} - m_U = -0.004\sigma_U \), which is implies no ability to distinguish WMAP’s observed TE data from a data set with no PGWs. A plot of the distribution of \( U \) for WMAP error bars is shown in the lower right panel of Fig. 4.10. We reach the same conclusion for WMAP noise as for the realistic experiment. There is only a 16\% chance that we can measure \( U - m_U < -1\sigma_U \) and make a 1\( \sigma \) detection of \( r = 0.3 \).

The published WMAP results show an anti-correlation of TE power spectrum at large scales. Unfortunately this is not a detection of PGWs as theorized in [58]. The contribution to the TE power spectrum due to PGWs only changes sign once for \( \ell \lesssim 90 \). If a claimed evidence for gravitational waves is to be believed, then the TE power spectrum would have to change sign three times for \( \ell \lesssim 60 \). In fact, other than the two anticorrelations at low \( \ell \), the rest of the multipoles, up to \( \ell = 53 \), are consistent with \( r = 0 \). None of the described tests applied to the current WMAP data will give any detection of PGWs.

### 4.4.4 WMAP 5

We apply the test described in the previous section to the publically available WMAP5 data. We use both the binned and unbinned versions of the data. The unbinned version of the data provides values and errors for every multipole. The binned version of the data provides fewer measurements, but smaller error
bars because binning means the averaging over $\ell$ from $\ell$ to $\ell + \Delta \ell$. The current best constraint on $r$ is $r < 0.2$ at 95% confidence level. This constraint is provided by WMAP5 in combination with distance measurements of Type Ia supernovae and imprints of baryon acoustic oscillations on the spatial distribution of galaxies ([38]). By itself, WMAP5 provides a constraint of $r < 0.43$ at 95% confidence level ([79]). The $\Lambda CDM$ model of WMAP5 gives $\ell_0 = 52$. A plot of the WMAP5 best fit within the framework of the $\Lambda CDM$ model and their results of $C_{\ell}^{TE}$ measurements are shown in Fig. 4.14.

We use several different fitting routines to determine the value of $\ell_0$ from the WMAP5 data.

**a)** The first routine is a linear fit. This routine minimizes the $\chi^2$ error criterion. In other words, this is the least squares technique. We minimize the value $S_1 = \sum_i (f(\ell_i) - C_{\ell_i})^2$, where $f$ is our linear fitting function and $\ell_i$ and $C_{\ell_i}$
are the data.

b) The second routine, which is also a linear fit, is a least absolute deviations fitting routine. Instead of minimizing $S_1$, we minimize $S_2 = \sum |f(\ell_i) - C_{\ell}}|$. An advantage to this routine is that it should be more robust to outlying data compared to the least squares technique. A disadvantage is that it is unstable. By instability, we mean that small variations in $\ell$ can cause considerable variations in the slope of the fitted line. In contrast, the least squares technique is stable. The second disadvantage is that the minimum of $S_2$ may correspond to more than one fitting line.

c) Our third fitting routine, in contrast to both previous ones, is a polynomial fit rather than linear. We use the same least squares fitting routine as our first routine, except we fit to a quadratic polynomial instead of a linear one.

For all our routines, we fit over the range $\ell = 35$ to $\ell = 70$. The TE correlations can be approximated as a line over this range for our first two routines and $\ell_0$ will be within this range unless $r$ is extremely large.

The results for the calculation of $\ell_0$ for the two linear fitting routines are shown in Fig. 4.15 and the result for the polynomial fitting routine is shown in Fig. 4.16. A table of the calculated $\ell_0$ and their standard deviation is shown in Table 4.1. There is no detection of PGWs using this method. The measured values are all consistent with $\ell_0 = 52$. To go from a limit on $\ell_0$ to a limit on $r$, we first calculate the $\ell_0$ as a function of $r$ and $n_t$. We then marginalize over $n_t$ by integrating the likelihood function to remove the dependance on $n_t$. Doing this, we get a limit of $r < 2.0$ at 95% confidence. If we use the assumption that the PGWs are generated by inflation and apply the inflationary consistency relation, $n_t = -r/8 ([80])$, we get $r < 1.0$ at 95% confidence. Neither of these is better than $r < 0.43$ at 95% confidence.

Applying the filtering method, we assume that the power spectrum of scalar perturbations is given by the $\Lambda CDM$ model, which is the best fit to the WMAP5 data. Then, we apply the statistical tests $a$, $b$, and $c$ to the difference between the power spectrum of this model and power spectrum formed from the raw data.

The results of the filtering are shown in Fig. 4.17. For the Wilcoxon rank
Figure 4.15: These plots show the results of the calculation of $\ell_0$ for the two linear fitting routines. The top row is for the unbinned data and the bottom row is for the binned data. The left column is the routine which minimizes the $\chi^2$ error criterion. The right column is the least absolute deviation fitting routine.
Figure 4.16: These plots show the results of the calculation of $\ell_0$ for the polynomial fitting routine. The top plot is for the unbinned data and the bottom plot is for the binned data.
sum test, the plots show the mean value of $U$ if $r = 0$ in the WMAP5 data set and the mock data set (red dashed line) and the distribution of $U$ given the WMAP5 data set and a mock data set with $r = 0$ (solid black line). Results using both the unbinned WMAP5 data along with the binned WMAP5 data are shown in Fig. 4.17. For the Wilcoxon rank sum test, the distribution of $U$ is centered somewhat below the mean value we would get if $r = 0$ in the WMAP5 data. The difference is only 0.34σ for the unbinned data and 0.6σ for the binned data so we cannot reject the hypothesis that $r = 0$. The $S/N$ values are less than half of a standard deviation away from a value of zero, which they would be if the TE power spectrum due to density perturbations matched perfectly to the measured TE power spectrum. We cannot place a limit on $r$ using these tests because they are only testing hypotheses that $r = 0$. Since these are non-parametric statistical tests, they can help to answer the question whether $r = 0$ or not. In other words, all these tests do not help constrain $r$.

4.4.5 Planck

The uncertainty in $\ell_0$ is much better for Planck than for the realistic experiment and about twice as large for the ideal experiment. The Monte Carlo simulations resulted in $\Delta \ell_0 \approx 3.75$ for an input TE power spectrum with $r = 0.3$ and $n_t = 0$. This results in $\approx 68\%$ confidence that $r \neq 0$, under the assumption that $n_t = 0$.

The sign test gives on average 10 positive measurements of the TE power spectrum out of a total of 26 uncorrelated multipoles. There is a 16% chance of getting $\leq 10$ positive multipoles if $r = 0$. A plot of the distribution of the number of positive multipoles for Planck is shown in the lower left panel of Fig. 4.7. There is a 50% chance that we will measure $N_+ < 10$ and hence have a $1\sigma$ detection of $r = 0.3$.

The $S/N$ test gives a value of $S/N = -6.24$ with a standard deviation of 5.09. There is only a 10% chance that the $S/N$ test results in a value of $S/N$ larger than zero, if $r = 0.3$, and a 10% chance getting $S/N < -3.12$ if $r = 0$. This is close to a 90% probability of detection. The distribution of the $S/N$ variable is
Figure 4.17: The upper left plot shows the results for the Wilcoxon rank sum test using the unbinned data. The dashed red line shows the mean value of $U$ if $r = 0$. The solid black line is the distribution of $U$ with the WMAP5 data set and a mock data set with WMAP5 error bars and $r = 0$. The upper right plot is the same as the upper left plot except it uses the binned data. The lower left plot shows the results for the $S/N$ test using the unbinned data. The dashed red line in the value of $S/N$ for WMAP5. The solid black line is the distribution of the $S/N$ value for a mock data set with $r = 0$ and WMAP5 error bars. The lower right plot is the same as the lower left plot except it uses the binned data.
shown in lower left panel of Fig. 4.8.

Again, the rank sum test gives the lowest confidence result with a value of $U_{\text{avg}} - m_U = -0.66 \sigma_U$. A plot of the distribution of $U$ is shown in the lower left panel of Fig. 4.10. There is a 37% probability that we will measure $U - m_U < -1 \sigma_U$ and a 9% probability that we measure $U - m_U < -2 \sigma_U$ for Planck.

4.5 Comparing Measurements of the TE Power Spectrum to the BB Power Spectrum

As mentioned earlier, it was originally suggested that it might be easier to detect PGWs using the TE power spectrum instead of the BB power spectrum. For both methods, this turned out not to be true. The reason for this is because we are trying to measure the TE power spectrum at the place where the signal is lowest ($C_{\ell}^{TE} = 0$). In measurements of the BB power spectrum, if we neglect instrumental noise, the signal decreases with a decrease in $r$ and so does the cosmic variance limited uncertainty. This is not the case for the TE power spectrum. The uncertainty in the measurement of the TE power spectrum due to PGWs is determined by the total TE, TT, and EE power spectra. When the TE power spectrum goes to zero, the TT and EE power spectrum do not approach zero (in fact, they increase as we approach to $\ell_0$). We therefore have a low signal-to-noise ratio around $\ell_0$ making it very hard to detect PGWs using the zero multipole method. Below we give simple summarizing arguments why the same is true for the Wiener filtering of the TE power spectrum.

If $N_\ell \ll C_\ell^{BB}$, the signal-to-noise ratio for the BB power spectrum is

$$ (S/N)_{BB} = \frac{C_\ell^{BB}}{\Delta C_\ell^{BB}} = \gamma \frac{C_\ell^{BB}}{C_\ell^{BB} + N_\ell} \approx \gamma, \quad (4.20) $$

where

$$ \gamma = \sqrt{\frac{(2\ell + 1)f_{\text{sky}}}{2}} \quad (4.21) $$
If $N_\ell > C_{\ell}^{BB}$ then we will not be able to detect PGWs and a comparison with the TE power spectrum is not worthwhile.

If $N_\ell \ll C_{\ell}^{EE}$ and $r < 1$, for the TE power spectrum, the signal-to-noise ratio is

$$ (S/N)_{TE} = \frac{C_{\ell T}^{TE}}{\Delta C_{\ell T}^{TE}} $$

$$ = \sqrt{2\gamma} \frac{C_{\ell T}^{TE}}{\left[ (C_{\ell T}^{TE})^2 + (C_{\ell T}^{TT} + N_\ell/2)(C_{\ell T}^{EE} + N_\ell) \right]^{1/2}} $$

$$ \approx \sqrt{2\gamma} \frac{C_{\ell T}^{TE}}{\left[ (C_{\ell T}^{TE})^2 + C_{\ell T}^{TT} C_{\ell T}^{EE} \right]^{1/2}} $$

$$ \approx \sqrt{2\gamma} \frac{r}{\alpha + \beta r} \quad (4.22) $$

where $\alpha$ and $\beta$ are

$$ \alpha = \frac{\sqrt{(C_{\ell,s}^{TE})^2 + C_{\ell,s}^{TT} C_{\ell,s}^{EE}}}{D_{\ell}^{TE}}, $$

$$ \beta = \frac{2C_{\ell,s}^{TE} D_{\ell}^{TE} + D_{\ell}^{TT} C_{\ell,s}^{EE} + C_{\ell,s}^{TT} D_{\ell}^{EE}}{2D_{\ell}^{TE} \alpha}, \quad (4.23) $$

where

$$ D_{\ell}^{XY} = C_{\ell,s}^{XY} / r \quad (4.24) $$

One can see that $\alpha$ and $\beta$ are on the order of unity. Therefore, the signal-to-noise ratio is approximated as

$$ (S/N)_{TE} = \sqrt{2\gamma} \frac{r}{\alpha + \beta r} \approx \sqrt{2\gamma} \frac{r}{\alpha} \quad (4.25) $$

In other words if $r < \alpha/\beta \sim 1$, BB measurements have the obvious advantage in comparison with the Wiener filtering of the TE power spectrum. Indeed if $r \lesssim 1$, $(S/N)_{BB} \sim \gamma$, while $(S/N)_{TE} \sim \gamma r < \gamma$. This is because in BB measurements, applying proper data analysis, we can entirely eliminate contributions of scalar perturbations to CMB polarization signal as well as to the uncertainties. For the perfect Wiener filtering of the TE power spectrum, we can eliminate the contribution of scalar perturbations to the signal only, but cannot eliminate their contribution to the uncertainties.
4.6 Conclusion

The measurement of where the TE cross correlation first changes sign can be used to detect or put constraints on PGWs. Such constraints are not as strong as the ones given by measurements of the BB power spectrum, however it is useful to have a supplementary method to detect PGWs. We have shown how well the TE mode can constrain the amount of PGWs from just a measurement of the angular scale where it first changes sign for two different toy experiments and two real satellite experiments. The absolute best limit with which we can measure $\ell_0$ only gives us less than a $3\sigma$ detection of the PGW component if $r = 0.3$. The current confidence limits gives us $r < 0.3$ at 95% confidence level. Current and future experiments are optimized to measure the BB power spectrum if $r \leq 0.1$ even in the presence of foregrounds, which are not taken into account in this chapter. Future satellite experiments should be able to detect $r < 0.01$ which is 10 times better than the sensitivity to $r$ than the result of the ideal experiment. If one neglects even cosmic variance, the discreteness of $\ell$ limits the calculation of $\ell_0$, and the sensitivity to $r$, to values considerably larger than 0.01. The cosmic variance is largest at low $\ell$ and is proportional to the total power spectrum. Since the TE cross correlation has contributions from density perturbations the errors in the measured TE power spectrum make detecting deviations of $\ell_0$ from 53 difficult, though they also provide insurance against a false detection or imperfect subtraction of instrumental and foreground systematic effects.

The other method described in this chapter is one in which we filter out the signal due to density perturbations, leaving only the contribution to the TE power spectrum due to PGWs. We then test the resulting TE power spectrum to see if it is negative. Three different statistical tests were used to see if there was a significant detection of PGWs. The $S/N$ test can give a value for $r$ using a comparison with Monte Carlo simulations, while the Wilcoxon rank sum test can only give an allowable range for $r$. The sign test will only tell us if $r \neq 0$.

Using the Wiener filtering method, we are unable to make as significant of a detection as using the zero multipole method. The best result was for the $S/N$ test which would give a $2.3\sigma$ detection of $r = 0.3$. To detect PGWs on the level
of 3σ, the tensor-to-scalae ratio r should be r ≥ 0.4. The sign test would give 2σ detection for r = 0.3 and a 3σ detection for r = 0.45. The Wilcoxon ranked sum test gives only a 1.2σ detection for r = 0.3 and a 3σ detection for r = 0.7. Similar results were gotten for the other three experiments tested. Thus in the sense of potential to detect PGWs, the zero multipole method is the best, next best is the $S/N$ test, then the sign test, and the worst is the Wilcoxon ranked sum test.

[58] present illustrative examples in which high r is consistent with measured TT, EE, and TE correlations. The value of r is so high in these examples that if PGWs with such r really existed, current BB experiments would already detect PGWs. All models predict that the TE cross correlation power spectrum change sign only once for $\ell < 100$. The fact WMAP cannot exclude several multipoles with $C_{\ell}^{TE} > 0$ in between multipoles of $C_{\ell}^{TE} < 0$ means that the TE cross correlation power spectrum either changes sign several times for $\ell < 100$ or there is some instrumental noise which causes some anticorrelation measurements. Using instrumental noise consistent with WMAP, our Monte Carlo simulations give $\Delta \ell_0 \approx 16$ and $\ell_0 > 40$, which means that there is no evidence of PGWs in the TE correlation power spectrum.

We applied our results to the released WMAP5 dataset. The WMAP5 data was chosen as WMAP5 has made the best measurements of the TE power spectrum so far at the scales we are looking at. QUaD has also made high sensitivity measurements of the TE power spectrum, but on smaller scales ([81]). We are able to say that $r < 2.0$ at 95% confidence, which is nowhere near the current $r < 0.43$ limits at 95% confidence provided by WMAP5 alone. Using this technique, it will be impossible to improve this constraint. These techniques, however, are helpful as insurance against a false detection of $r$ from such effects as beam systematics [2]. These effects could be potential pitfalls for upcoming experiments with higher signal-to-noise than WMAP.

This chapter is the combined text of the material that appears in Monthly Notices of the Royal Astronomical Society, Volume 386, Issue 2, pp 1053-1063, 2008, Polnarev, A.G, Miller, N.J., and Keating, B.G ”CMB Temperature Polarization Correlation and Primordial Gravitational Waves” and Advances in Astron-
omy, 309024, 2009, Miller, N.J. Keating, B.G., and Polnarev, A.G., "CMB Temperature Polarization Correlation and Primordial Gravitational Waves: WMAP5". The dissertation author was the primary investigator and author of these papers.
Table 4.1: A table of the zero multipole, $\ell_0$, and the uncertainty in $\ell_0$, $\Delta\ell_0$, for the different fitting routines and data sets considered in Section 4.4.4

<table>
<thead>
<tr>
<th>Fitting</th>
<th>Data</th>
<th>$\ell_0$</th>
<th>$\Delta\ell_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear, $\chi^2$</td>
<td>Unbinned</td>
<td>46.2</td>
<td>14.2</td>
</tr>
<tr>
<td>linear, abs. dev.</td>
<td>Unbinned</td>
<td>55.5</td>
<td>14.8</td>
</tr>
<tr>
<td>quadratic, $\chi^2$</td>
<td>Unbinned</td>
<td>46.8</td>
<td>11.2</td>
</tr>
<tr>
<td>linear, $\chi^2$</td>
<td>Binned</td>
<td>52.26</td>
<td>13.6</td>
</tr>
<tr>
<td>linear, abs. dev.</td>
<td>Binned</td>
<td>51.7</td>
<td>14.3</td>
</tr>
<tr>
<td>quadratic, $\chi^2$</td>
<td>Binned</td>
<td>41.3</td>
<td>10.1</td>
</tr>
</tbody>
</table>
Chapter 5

Using the CMB to Constrain Neutrino Mass and Chemical Potential

The CMB holds a wealth of information about the evolution of the universe. From measurements of the CMB, we can constrain basic cosmological parameters such as the spatial curvature of the universe and the energy density of baryons, dark matter, and dark energy. The neutrino energy density, which is related to the sum of the neutrino masses, is a parameter that has already been constrained by CMB temperature and polarization measurements. Several groups have determined that future CMB experiments will be able to measure neutrino properties to unprecedented accuracy [28, 82]. This chapter will go further and look at how well future CMB experiments will be able distinguish between the different masses of the three neutrinos, not just the neutrino energy density which is related to the sum of the neutrino masses, and how well we will be able to constrain the neutrino degeneracy parameters. In section 5.1, we will give an introduction to neutrinos and the current limits on their masses and parameters describing the neutrino mixing matrix. In section 5.2, we will discuss how neutrinos affect Big Bang Nucleosynthesis (BBN), the CMB, and large scale structure. In section 5.3, we will describe the MCMC simulations we ran. In section 5.4, we will show the results of our MCMC simulations. In section 5.5, we will give some concluding
5.1 Introduction

A neutrino is an electrically neutral and weakly interacting particle [83]. It was first proposed by Wolfgang Pauli in 1930 to preserve conservation of energy, momentum, and angular momentum in beta decay (the decay of a neutron into a proton, electron, and anti-neutrino). In the standard model, there are three flavors of neutrinos that participate in the weak interaction: the electron neutrino, the muon neutrino, and the tau neutrino. However, if neutrinos have mass, then the mass eigenstates are not the same as their flavor eigenstates. The neutrino that has mass \( m_1 \), \( \nu_1 \) is a quantum mechanical superposition of the three flavor eigenstates. This leads to a phenomenon known as neutrino oscillation, where a neutrino created with a specific flavor can later be measured to have a different flavor. The probability of detecting a different flavor of neutrino oscillates as the neutrino propagates leading to the name neutrino oscillation.

The matrix that takes the neutrino mass eigenstates to flavor eigenstates is called the Maki-Nakagawa-Sakata mixing matrix. Neutrino mixing can be written as

\[
|\nu_\alpha\rangle = \sum_i U_{\alpha i} |\nu_i\rangle \tag{5.1}
\]

where \( U \) is the Maki-Nakagawa-Sakata mixing matrix. In the equation, the subscript \( \alpha \) refers to a flavor state and \( i \) refers to a mass state. The mixing matrix is described by three mixing angles and a CP violating term. The matrix is

\[
U = \begin{pmatrix}
c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\
-s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} & s_{23}c_{13} \\
s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & -c_{12}s_{23} - s_{12}c_{23}s_{13}e^{i\delta} & c_{23}c_{13}
\end{pmatrix} \tag{5.2}
\]

where \( s_{ij} = \sin \theta_{ij} \) and \( c_{ij} = \cos \theta_{ij} \). The parameters \( \theta_{12} \), \( \theta_{23} \), and \( \theta_{13} \) are the three mixing angles and \( \delta \) is the CP violating term. The columns refer to the different mass states, while the rows are for the different flavor states.

Neutrino oscillation depends on the mass squared differences between the different mass eigenstates. The constraints are therefore limits on \( \Delta m_{ij}^2 \equiv m_i^2 - m_j^2 \).
The current limits, from atmospheric and solar neutrino experiments, are $\Delta m^2_{21} = 7.9_{-0.4}^{+0.6} \times 10^{-5} \text{ eV}^2$, $\Delta m^2_{31} = 2.43_{-0.13}^{+0.13} \times 10^{-3} \text{ eV}^2$. Since $\Delta m^2_{31} \gg \Delta m^2_{21}$, there are two different possible neutrino hierarchies. The normal hierarchy is when $m_3 \gg m_1 \approx m_2$. The inverted hierarchy is when $m_1 \approx m_2 \gg m_3$. The current limits on the neutrino mixing matrix parameters are $\sin^2 2\theta_{13} < 0.032$, $\tan^2 \theta_{12} = 0.45_{-0.07}^{+0.09}$, and $\sin^2 2\theta_{23} = 1_{-0.01}^{+0.0}$. 

Neutrinos obey Fermi-Dirac statistics where the distribution function can be written as

$$f_\nu(p; T\nu; \xi) = \frac{1}{e^{\frac{p}{T\nu} - \xi} + 1}$$

$$f_\bar{\nu}(p; T\nu; \xi) = \frac{1}{e^{\frac{p}{T\nu} + \xi} + 1} \quad (5.3)$$

where $\xi \equiv \mu/T\nu$ is the degeneracy parameter and $T\nu$ is the neutrino temperature [84]. We are using natural units where $\hbar = c = k_B = 1$. The degeneracy parameter is a comoving invariant, unchanged as the universe expands. Combining CMB measurements (BOOMERANG and DASI) with BBN (helium and deuterium abundance) and SNIa data gives the following 2$\sigma$ constrains on the degeneracy parameter [85]:

$$-0.01 < \xi_{\nu_e} < 0.22$$

$$\left| \xi_{\nu_{\mu,\tau}} \right| < 2.6. \quad (5.4)$$

If the neutrino degeneracy parameters are not independent and they all have the same value, then we get the following constraint [86, 87, 88]

$$|\xi_\nu| \leq 0.1. \quad (5.5)$$

We can write the neutrino energy density and pressure in terms of their distribution function and comoving momentum, $q = pa$, as

$$\rho_\nu + \rho_{\bar{\nu}} = \frac{a^{-4}}{2\pi^2} \int_0^\infty q^2 dq \sqrt{q^2 + (aM)^2} \left[ f_\nu(q/a; T\nu; \xi) + f_{\bar{\nu}}(q/a; T\nu; \xi) \right]$$

$$P_\nu + P_{\bar{\nu}} = \frac{a^{-4}}{6\pi^2} \int_0^\infty q^2 dq \frac{q^2}{\sqrt{q^2 + (aM)^2}} \left[ f_\nu(q/a; T\nu; \xi) + f_{\bar{\nu}}(q/a; T\nu; \xi) \right] \quad (5.6)$$

where $M = m_\nu/T\nu$. 
When calculating the energy density and pressure of massive neutrinos, the usual equations require the mass and the distribution function. Since the distribution function depends on the degeneracy parameters of the flavor eigenstates and the masses depend on the mass eigenstates, this is not as simple. Since neutrino masses are small enough, we can define an effective mass for the flavor eigenstates using

\[ m_{\alpha,\text{eff}}^2 = \sum_i m_i^2 |U_{\alpha i}|^2. \]  

(5.7)

Using \( m_{\alpha,\text{eff}} \) as the mass for the neutrinos in the equations for the energy density and pressure is a good approximation and what is done for our simulations.

### 5.2 Neutrinos, Big Bang Nucleosynthesis, and the CMB

Neutrinos play a crucial role in the early universe. Neutrinos participate in reactions that determine the neutron-to-proton ratio which, in turn, affects the abundances of the light elements produced during Big Bang Nucleosynthesis (BBN). The weak reactions that set the neutron-to-proton ratio are

\[
\begin{align*}
\nu_e + n &\rightleftharpoons p + e^- \\
\bar{\nu}_e + p &\rightleftharpoons n + e^+ \\
n &\rightleftharpoons p + e^- + \bar{\nu}_e.
\end{align*}
\]

(5.8)

The rates of these reactions depend on the electron neutrino and anti-neutrino distribution functions, \( f_{\nu_e} \) and \( f_{\bar{\nu}_e} \), which depend on the electron neutrino degeneracy parameter, \( \xi_{\nu_e} \). The neutron-to-proton ratio and light element abundances also depend on the expansion rate of the universe. This depends on all three neutrinos and their degeneracy parameters. BBN therefore distinguishes \( \xi_{\nu_e} \) from \( \xi_{\nu_\mu} \) and \( \xi_{\nu_\tau} \).

The light element abundance that we are mainly concerned with is the helium abundance, \( Y_p \). \( Y_p \) is determined principally by the neutron-to-proton ratio at \( T \approx 100 \text{ keV} \). This is set by the weak reactions in Eq. 5.8 and the baryon density,
Therefore, $Y_p$ depends strongly on the neutrino degeneracy parameters. A plot of the helium abundance as a function of neutrino degeneracy parameter is shown in Figure 5.1. The electron neutrino degeneracy parameter $\xi_{\nu_e}$ has a much stronger (and opposite) effect on $Y_p$ than the muon neutrino degeneracy parameter $\xi_{\nu_\mu}$. $Y_p$ decreases significantly as we increase $\xi_{\nu_e}$, but slightly increases as we increase $\xi_{\nu_\mu}$. $\xi_{\nu_\mu}$ and $\xi_{\nu_e}$ have the exact same effect on $Y_p$ so a plot for $\xi_{\nu_e}$ not shown.

The helium abundance has a strong effect on the temperature anisotropy and polarization of the CMB. Since helium recombination occurs before hydrogen recombination, for a given baryon density, the number density of free electrons at hydrogen recombination depends directly on the helium abundance. In Chapter 1.1, we described Silk damping. The photon mean free path, which determines the scale at which the anisotropies are damped, is inversly proportional to the number density of free electrons. Increasing $Y_p$ reduces the number density of free electrons and therefore increases the photon mean free path. The result would be a suppression of the anisotropy on larger angular scales (lower $\ell$).
Neutrinos will also affect the temperature anisotropy and polarization of the CMB through their contribution to the energy density and pressure of the universe. Neutrinos will affect the growth of large-scale structure which in turn affects the amount of lensing of the CMB. The matter power spectrum is sensitive to the epoch when neutrinos became non-relativistic. Non-relativistic neutrinos are a source of cold dark matter (CDM). They can be deflected by gravitational potential wells and contribute to the growth of large scale structure. Relativistic neutrinos are a source of hot dark matter (HDM). They have too much energy to be caught in gravitational potential wells and will suppress structure below their free-streaming scale. Knowing when neutrinos became non-relativistic is important in determining the effects of neutrinos on large scale structure. For a flat universe, $\Omega_k = 0$, and a fixed dark energy fraction, $\Omega_\Lambda$, decreasing the neutrino masses will increase the amount of HDM at the expense of CDM at a given redshift. This will cause a suppression of structure formation at high redshifts. The neutrino degeneracy parameters have a similar effect. Changing the degeneracy parameters will affect the neutrino distribution function and hence the amount of HDM and CDM at any given redshift. Since the lensing of the CMB is a direct probe of large scale structure formation, if large scale structure is suppressed, then the CMB deflection angle power spectrum, $C_{\ell}^{dd}$, will be smaller on all scales.

A plot of the CMB $TT$, $EE$, $TE$, and $dd$ power spectra as a function of neutrino degeneracy parameter is shown in Figure 5.2. A large neutrino degeneracy parameter is chosen to illustrate its effect on the theoretical power spectra.

### 5.3 MCMC Simulations

As has been done in [89, 90, 91], we modified the CMB Boltzmann code CAMB [25], by replacing the neutrino distribution function

$$ f_\nu(q) + f_\bar{\nu}(q) = \frac{1}{e^q + 1} \quad (5.9) $$

with

$$ f_\nu(q; \xi) + f_\bar{\nu}(q; \xi) = \frac{1}{2} \left( \frac{1}{e^{q+\xi} + 1} + \frac{1}{e^{q-\xi} + 1} \right) \quad (5.10) $$
Figure 5.2: A plot of the CMB power spectrum for different neutrino degeneracy parameters. For each plot, black is the fiducial WMAP model, blue is $\xi_e = 3.0$, and red is $\xi_\mu = 3.0$. 
where \( q \equiv p/T \) and \( \xi = \mu/T \) is the neutrino degeneracy parameter. We allowed the three neutrino flavors to have different degeneracy parameters \( \xi_{\nu_e}, \xi_{\nu_\mu}, \) and \( \xi_{\nu_\tau}. \) For the Maki-Nakagawa-Sakata neutrino mixing matrix, we chose \( \theta_{13} = 0, \theta_{23} = \pi/4, \theta_{12} = 0.59, \) and \( \delta = 0, \) which are consistent with current observations.

We also integrated the Wagoner-Kawano BBN code into CAMB. Given \( \Omega_b h^2 \) and a set of neutrino denegeracy parameters, we can calculate the helium abundance, \( Y_p, \) with the BBN code. We can then input the calculated helium abundance into CAMB instead of using a constant helium abundance for all the different cosmological models.

We used the Markov chain Monte Carlo code “CosmoMC” [26] to determine the constraints on the parameters for different experiments. CosmoMC calls CAMB to generate its theoretical models. In our simulations we adopted a 14 parameter cosmological model. We allowed \( m_1, \Delta m^2_{21}, \Delta m^2_{31}, \xi_{\nu_e}, \xi_{\nu_\mu} \) and \( \xi_{\nu_\tau} \) to be free parameters in addition to the equation-of-state of dark energy, \( w, \) and the seven standard cosmological parameters: \( \Omega_b h^2, \Omega_c h^2, \theta, \tau, n_s, \log(10^{10} A_s), \) \( r. \) We assumed the normal hierarchy for the masses of the neutrinos. We implemented priors on \( \Delta m^2_{21}, \) and \( \Delta m^2_{31} \) consistent with the current constraints from neutrino oscillation experiments. We could have allowed \( \theta_{13}, \theta_{23}, \theta_{12}, \) and \( \delta \) to also be free parameters with priors from neutrino experiments, but we chose to limit ourselves to only six neutrino parameters in order to get results in a reasonable timeframe.

With our choice of mixing parameters, the mixing matrix is

\[
U \approx \begin{pmatrix}
0.83 & 0.56 & 0 \\
-0.39 & 0.59 & 0.71 \\
0.39 & -0.59 & 0.71
\end{pmatrix}
\] (5.11)

As can be seen from our mixing matrix and equation 5.7, \( \nu_\mu \) and \( \nu_\tau \) have the same effective mass. Because the muon and tau neutrinos have the same effective mass, we can swap their degeneracy parameters and not change any of our results. In addition, because the CMB only depends on the sum of neutrino and anti-neutrino distribution functions, a negative degeneracy parameter is the same as a positive degeneracy parameter.

Simulations were run for three experiments: POLARBEAR, PLANCK, and
the Experimental Probe for Inflationary Cosmology (EPIC). POLARBEAR is a CMB experiment that was constructed in the Atacama desert in 2011 [92, 93] and is described in Chapter 6. PLANCK is a satellite mission run by the European Space Agency that launched in May 2009 [94]. EPIC is a mission concept study for a future satellite mission to measure the CMB polarization [95, 96]. The specifications used for each experiment is shown in Table 5.1. The specifications for POLARBEAR are taken from an early version of the POLARBEAR focal plane, but it is similar to the final version. The specifications for EPIC are chosen from the “Intermediate Mission” concept study. To generate a simulated power spectra, we used WMAP5 cosmological parameters with neutrino masses of $m_1 = 0.01\text{eV}$, $\Delta m_{21}^2 = 7.9 \times 10^{-5}\text{eV}^2$, and $\Delta m_{31}^2 = 2.4 \times 10^{-3}\text{eV}^2$. For this simulation, all neutrino degeneracy parameters were set to zero.

### 5.4 Results

A table of the results for the relevant neutrino parameters from our simulations are shown in Table 5.2. The parameter $M_\nu$ is the sum of the masses of the three neutrinos. All upper limits are 95% or 2σ upper limits. One dimensional likelihoods for the neutrino parameters are shown in Figure 5.3. None of the CMB experiments are able to constrain $\Delta m_{21}^2$ or $\Delta m_{31}^2$ better than the priors we implemented. As such, their likelihoods look like the gaussian prior, so they are not shown. PLANCK is able to constrain the parameters to higher precision that POLARBEAR as a result of its ability to map the whole sky instead of the 3% that POLARBEAR will map from the ground. The constraints from EPIC should be considered the best constraints that we would ever be able to get from the CMB. The limits on $\xi_{\nu_e}$ are competitive with the results that can be obtained from ground based neutrino experiments. Several 2-dimensional likelihood plots for $\xi_{\nu_e}$ and other neutrino parameters are shown in Figure 5.3. The slight degeneracy between $\xi_{\nu_e}$ and $\Omega_c h^2$ results from the fact that an increase in neutrino energy density must be compensated by increasing the density of CDM in order to keep the change in the matter power spectrum from neutrino free-streaming fixed.
Table 5.1: Sensitivity parameters of the CMB experiments considered in this work: $f_{\text{sky}}$ is the observed fraction of the sky, $\nu$ is the center frequency of the channels in GHz, $\theta_b$ is the full width at half maximum in arc-minutes, $\Delta_T$ is the temperature sensitivity per pixel in $\mu$K and $\Delta_E = \Delta_B$ is the polarization sensitivity.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$f_{\text{sky}}$</th>
<th>$\nu$ [GHz]</th>
<th>$\theta_b$ [1']</th>
<th>$\Delta_T$ [$\mu$K]</th>
<th>$\Delta_E$ [$\mu$K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLANCK</td>
<td>0.65</td>
<td>30</td>
<td>33</td>
<td>4.4</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>23</td>
<td>9.8</td>
<td>6.5</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>9.5</td>
<td>6.5</td>
<td>8.8</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>143</td>
<td>7.1</td>
<td>6.0</td>
<td>10.9</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>217</td>
<td>5.0</td>
<td>13.1</td>
<td>12.6</td>
<td>26.7</td>
</tr>
<tr>
<td></td>
<td>353</td>
<td>5.0</td>
<td>40.1</td>
<td>41.2</td>
<td>81.2</td>
</tr>
<tr>
<td></td>
<td>545</td>
<td>5.0</td>
<td>401</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td></td>
<td>857</td>
<td>5.0</td>
<td>18300</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>POLARBEAR</td>
<td>0.03</td>
<td>90</td>
<td>6.7</td>
<td>1.1</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>4.0</td>
<td>1.7</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>2.7</td>
<td>8.0</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td>EPIC</td>
<td>0.65</td>
<td>30</td>
<td>28</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>19</td>
<td>0.3</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>12</td>
<td>0.2</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>8.4</td>
<td>0.2</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>5.6</td>
<td>0.3</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>3.8</td>
<td>0.7</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>340</td>
<td>2.5</td>
<td>2.2</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1.7</td>
<td>9.4</td>
<td>13.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>850</td>
<td>1.0</td>
<td>740</td>
<td>1047</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.2: Constraints on neutrino parameters for the different experiments

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Parameter</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLARBEAR</td>
<td>(\xi_{\nu_e})</td>
<td>0.16 ± 0.18</td>
</tr>
<tr>
<td></td>
<td>(\xi_{\nu_\mu})</td>
<td>&lt; 1.1</td>
</tr>
<tr>
<td></td>
<td>(m_1)</td>
<td>&lt; 0.23 eV</td>
</tr>
<tr>
<td></td>
<td>(M_\nu)</td>
<td>&lt; 0.80 eV</td>
</tr>
<tr>
<td>PLANCK</td>
<td>(\xi_{\nu_e})</td>
<td>0.030 ± 0.036</td>
</tr>
<tr>
<td></td>
<td>(\xi_{\nu_\mu})</td>
<td>&lt; 0.45</td>
</tr>
<tr>
<td></td>
<td>(m_1)</td>
<td>&lt; 0.084 eV</td>
</tr>
<tr>
<td></td>
<td>(M_\nu)</td>
<td>&lt; 0.29 eV</td>
</tr>
<tr>
<td>EPIC</td>
<td>(\xi_{\nu_e})</td>
<td>0.012 ± 0.016</td>
</tr>
<tr>
<td></td>
<td>(\xi_{\nu_\mu})</td>
<td>&lt; 0.29</td>
</tr>
<tr>
<td></td>
<td>(m_1)</td>
<td>&lt; 0.054 eV</td>
</tr>
<tr>
<td></td>
<td>(M_\nu)</td>
<td>&lt; 0.20 eV</td>
</tr>
</tbody>
</table>

In this analysis, we have calculated \(Y_p\) from \(\Omega_b h^2\) and the three neutrino degeneracy parameters. It is useful to look at which of these parameters drives the calculated value of \(Y_p\). Two-dimensional likelihood plots for \(Y_p\) and the parameters it depends on (\(\xi_{\nu_e}\), \(\xi_{\nu_\mu}\), and \(\Omega_b h^2\)) are shown in Figure 5.5. There is a strong anti-correlation between \(Y_p\) and \(\xi_{\nu_e}\) that can be seen in Figure 5.5a. A correlation between \(Y_p\) and \(\Omega_b h^2\) can be seen in Figure 5.5c, because the baryon density directly influences the reaction rates in BBN and hence \(Y_p\). As a result, there is an anti-correlation between \(\xi_{\nu_e}\) and \(\Omega_b h^2\), which can be seen in Figure 5.5d. No correlation can be seen between \(Y_p\) and \(\xi_{\nu_\mu}\) in Figure 5.5b. The effect of \(\xi_{\nu_\mu}\) on \(Y_p\) is just too small compared to \(\xi_{\nu_e}\) and \(Y_p\) to see in our simulations. That is the reason why our constraints on \(\xi_{\nu_\mu}\) are much worse than our constraints on \(\xi_{\nu_e}\).

### 5.5 Conclusions

In addition to a probe of the standard cosmological model, the CMB has become a probe of fundamental physics. It has been able to set constraints on the energy scale of inflation through constraints on \(r\) as well as limiting extensions to the standard model such as non vanishing degeneracy. While, WMAP has already
Figure 5.3: Likelihoods on different neutrino parameters from the three different experiments. The blue lines is the constraint from POLARBEAR. The green line is the constraint from PLANCK. The red line is the constraint from EPIC.
Figure 5.4: 2-D likelihoods for different neutrino parameter combinations. The blue contour is the constraint from POLARBEAR. The green contour is the constraint from PLANCK. The red contour is the constraint from EPIC.
Figure 5.5: 2-D likelihoods for the $Y_p$ and the parameters that affect $Y_p$. The blue contour is the constraint from POLARBEAR. The green contour is the constraint from PLANCK. The red contour is the constraint from EPIC.
constrained the sum of the neutrino masses to $< 1 \text{ eV}$, future experiments will be able to better constrain both the neutrino masses and their degeneracy parameters. Neutrinos are not directly detected, but seen through their effects on the CMB and large scale structure.

In this chapter, we looked at how the CMB is affected by the changing the neutrino mass and their degeneracy parameters, and investigated how well future experiments would be able to constrain these neutrino parameters. Our approach is unique in that we allowed each neutrino flavor to have its own independent degeneracy parameter. Normally, the degeneracy parameters for all three neutrinos are assumed to be equal. We have shown that POLARBEAR will be able to lower the constraint of the degeneracy parameters from CMB measurements alone. PLANCK and EPIC will be able to do even better because they observe the full sky. The CMB experiments have the ability to get these constraints due to their improved resolution and sensitivity. The ability to extract lensing information from the CMB data provides an extremely sensitive handle on neutrino masses and their degeneracy parameters.
Chapter 6

POLARBEAR

POLARBEAR is a CMB polarization experiment designed to search for the inflationary gravitational waves through detection of the B-mode power spectrum [92, 93]. It also has a secondary goal of mapping the lensing of the CMB due to large scale structure. This structure of this chapter is as follows. In Section 6.1, I give an overview of the experiment and its current status. In 6.2, I describe several observations we used to calibrate the telescope at Cedar Flat. In 6.3, I give conclusions about our analysis on Cedar Flat data. In 6.4, I describe the future plans for the POLARBEAR experiment.

6.1 Overview

The POLARBEAR receiver resides on the Huan Tran Telescope (HTT) which is located at the James Ax Observatory in the Atacama desert in Chile. The HTT is an off-axis Gregorian-Dragone telescope and has been designed to precisely control of systematic effects. The POLARBEAR focal plane consists of seven wafers with each wafer having 91 pixels (182 TES bolometers), giving a total of 637 pixels (1274 TES bolometers) in the experiment. The photons are coupled to the bolometers through a double slot dipole antenna. Each bolometer will have a sensitivity of $\text{NET} \approx 360\mu K\sqrt{s}$ and a beam FWHM of $\approx 4\arcmin$.

The expected errorbars on measurements of the $EE$ and $BB$ power spectrum for POLARBEAR are shown in Figure 6.1. We show the error bars on the
Figure 6.1: A plot of predicted measurements to the $EE$ and $BB$ power spectra for $r = 0.1$ and $r = 0.025$ from POLARBEAR. Also shown is the $BB$ power spectrum due to lensing. The blue error bars are generated from the raw sensitivity of POLARBEAR from 1.5 years of observation. The red error bars are generated when we account for foregrounds. We use FDS model 8 [3] with the assumption of 5% polarization. We assume there is foreground subtraction and add 10% of the predicted foreground as an extra source of noise.

power spectra from the raw sensitivity of POLARBEAR and from a simulation of foreground subtraction. With POLARBEAR, we can expect to detect $r = 0.025$ at $2\sigma$ confidence. As can be seen from the figure, we will also be able to measure the lensed $B$-modes over a large range over angular scales. In addition, we will be able to make a significant detection of the power spectrum of the lensing potential.

In the summer of 2010, POLARBEAR was deployed to the CARMA site at Cedar Flat in California. The deployment was used as an engineering run to test the performance of the experiment. The choice of location at Cedar Flat was due to the existing infrastructure at the CARMA site and the location which is within driving distance for the collaborators in Berkeley and San Diego. The
HTT was constructed at Cedar Flat in the summer of 2009. The receiver was first deployed to the telescope in April 2010 with first light coming on April 18, 2010. We observed with POLARBEAR until August 22, 2010 when it was taken down in preparation for its move to Chile. An aerial photograph of the HTT at Cedar Flat is shown in Figure 6.2. The HTT is located at the center of the image (surrounded by the black circle). The other telescopes seen in the photo are the telescopes that make up the Combined Array for Research in Millimeter-wave Astronomy (CARMA). In Figure 6.3, we see a photograph of the POLARBEAR receiver as it is being removed from the HTT at the end of the engineering run.

The focal plane consisted of three wafers which were named 8.2.0, 8.2.1, and KT8. We only had enough readout electronics for two wafers as the Cedar Flat deployment was originally only going to have two wafers in the focal plane, so several pixels on wafer 8.2.1 were not connected to any readout electronics. These
Figure 6.3: A photo taken by Prof. Brian Keating of the POLARBEAR receiver as it is being removed from the HTT at the end of the 2010 engineering run.
electronics were instead connected to several pixels on wafer KT8.

The telescope has been reassembled in the Atacama desert in Chile. This location was chosen for its high altitude and dry weather. Ground based telescopes, such as POLARBEAR, must observe through the atmosphere which contaminates the signal. A high altitude and dry weather limits the atmospheric emission that is detected and improves the sensitivity of the experiment compared to a lower altitude and wetter site. The Atacama desert site also provides sky rotation. In order to measure the polarization of the CMB, we must observe the sky using several different orientations of our pixels. This is done automatically when we observe the same point on the sky at different times as the sky rotates. The South Pole, which is one of the only places better than the Atacama desert in terms of altitude and dryness, is at a pole and there is no sky rotation.

6.2 Calibration

In order to make any measurements of the CMB, we must calibrate the telescope. If we do not properly calibrate the telescope, then systematic effects, such as the beam systematics described in Chapters 2 and 3, will contaminate our results. We must also calibrate the telescope in order to make any physical measurements. There are many different calibrations that must occur before we can begin CMB observations. We must focus the telescope. We must have a pointing model so we know where the boresight is pointing at all times. Given the location of the boresight, we must know where each bolometer is pointing on the sky and the polarization orientation of each bolometer. We must also know the shapes of the beam for each pixel. The timestream of a bolometer is recorded in generic ADC counts, and so we must know the relation between an ADC count and change in polarized and unpolarized intensity. In this we will describe the procedure used to make maps of the beams for the different bolometers, which were used to determine the shapes and location of the beams. We will also discuss and show results for an expansion of a beam over Hermite-Gauss polynomials and how we focused the telescope using beam measurements.
6.2.1 Beam Maps

To measure our beams, we make observations of a point-like source. We need to observe an object that is large enough that we can resolve in our beams with a high signal-to-noise and small enough so that maps of the object are maps of our beams. Planets are a good choice to use as a source. At Cedar Flat, we observed the planet Jupiter to make maps of our beams. Jupiter’s apparent diameter as seen from Earth is $\approx 45''$, which is smaller than our beams that have a FWHM of $4'$. We therefore can model it as a point source when we map our beams. In order to map Jupiter, we first had the telescope track Jupiter. While tracking Jupiter, we rastered the telescope in elevation while scanning in azimuth. A plot of the raster scan is shown in Figure 6.4. Each raster scan consisted of scanning both up and down in elevation so each offset is scanned over twice and we finished at the same place we started with respect to Jupiter. Several of these raster scans starting at different elevation and azimuth offsets from Jupiter were run back to back in order to map every bolometer in the focal plane. Before and after each raster scan we did a short elevation scan, or “el nod”, that is used to determine the relative gain between bolometers. We do not use the data from the el nods when mapping the beams. After each raster scan the bolometers were re-nulled. This is a process that moves the measured signal to zero ADC counts, but does not change the relation between an ADC count and change in temperature. The bolometer timestreams are stored as a 2-byte integer (0 to $\pm 32767$). If we do not re-null, then changing elevation and atmospheric conditions can cause the measured ADC count to overload.

We cannot fit to the beam parameters from the raw timestream. A plot of the raw timestream for a single bolometer is shown in Figure 6.5. This timestream consists of 11 raster scans. The atmosphere can clearly be seen to drift over each raster scan. The large negative signal after each raster scan is an artifact of the re-nulling process. In order to measure of the beams, we must remove this atmospheric signal. To remove the atmosphere we first break the timestream into halfscans. A halfscan is defined as a continuous period where the telescope is scanning at constant velocity in azimuth. Since all the el nods and re-nulling do not occur
Figure 6.4: A plot of a single raster scan. The start and end of the scan is at the origin.

during a halfscan we can set the signal during those times to be zero to make the filtered timestreams look prettier. We do not fit to points outside of the halfscans so it does not matter that we set the values to zero. We then subtract the best fit 7th order polynomial from each halfscan to remove the atmospheric fluctuations. The planet is masked before we fit to the 7th order polynomial so we do not fit to the large change in signal due to the planet. A plot of the filtered timestream is shown in Figure 6.6. We can then fit the signal during each halfscan and within 15′ of Jupiter to an elliptical gaussian model described by

$$S(x, y) = Ae^{-\frac{x'^2}{2\sigma_x^2} - \frac{y'^2}{2\sigma_y^2}}$$ (6.1)

where $x'$ and $y'$ are defined as

$$
\begin{pmatrix}
  x' \\
  y'
\end{pmatrix} =
\begin{pmatrix}
  \cos \psi & \sin \psi \\
  -\sin \psi & \cos \psi
\end{pmatrix}
\begin{pmatrix}
  x - x_0 \\
  y - y_0
\end{pmatrix}
$$ (6.2)

and $x$ and $y$ are projections of $az_{off}$ and $el_{off}$ to flat space: $x = az_{off} \cos el_{off}$ and $y = el_{off}$. Each bolometer is fit to a model with six free parameters: $A$, $x_0$, $y_0$, $\sigma_{x'}$, $\sigma_{y'}$. 


Figure 6.5: A plot of the raw unfiltered timestream for a single bolometer during an observation of Jupiter. The periodic spikes are due to motion of the telescope.

\[ \sigma_{y'}, \psi. \]

We can apply this process to fit to every active bolometer. A map of the focal plane from a Jupiter observation on June 19, 2010 is shown in Figure 6.7. The bottom wafer is wafer 8.2.0. The top wafer is wafer 8.2.1. The two pixels off to the right are from wafer KT8. The electronics that were used to read out the pixels on KT8 would have been used to read the set of pixels in the middle and bottom of 8.2.1. The offsets are the offset that we must apply to the boresight center in order to see Jupiter in that bolometer. This means the figure is a mirror image from what you would see if you looked at the focal plane from the cryostat window. A positive y-offset means the bolometer is below the boresight center.

Using the fitted beam positions we can make a coadded beam map from all the active bolometers in Cedar Flat. This is shown in Figure 6.8. The coadded beam is not a perfect elliptical gaussian. It has a slight triangular shape, plus in a few areas the signal is not decreasing as you get farther away from the center of the beam. This had been predicted for POLARBEAR and the HTT by simulations.
Figure 6.6: A plot of the filtered timestream for a single bolometer during an observation of Jupiter. Every point that is not a part of a halfscan is set to zero.
Figure 6.7: A plot of the location on the focal plane for all the active bolometers in the engineering run at Cedar Flat. Plotted are the fitted centers plus an ellipse showing the $1\sigma$ width of each beam.
Figure 6.8: A plot of the coadded beam map from all $\approx 170$ active bolometers in Cedar Flat.

using Zemax, a program used for the design and analysis of optical systems.

In Chile, we will have seven wafers instead of three and we will redo the beam fitting. We will observe Jupiter with the whole focal plane and make beam maps multiple times throughout our deployment. This will allow us to determine how the beam positions and shapes change over time.

6.2.2 Beam Expansion

The observed CMB power spectra is a product of the real CMB power spectra and the power spectra of the beam. In order to make accurate predictions about the real CMB power spectra, we must know more about our beams than what we extract in our beam fits. An elliptical gaussian is not the best model for our beams. A plot of the difference between the simulated timestream for the elliptical gaussian fit and the real timestream is shown in Figure 6.9. An elliptical gaussian model does not accurately represent the beam. You can draw
this conclusion by just looking at the coadded beam map in Figure 6.8.

We can get a better approximation of the beam by expanding it over a complete set of basis functions. We want to choose a set of basis functions such that most of the power will be in the lowest order functions. We will choose to use Hermite-Gauss functions. This was done for PLANCK [97] and we will follow the exact same procedure here. The Hermite-Gauss functions are written as

\[ \Phi_{n_1,n_2}(x) = \frac{H_{n_1}(x'_1)H_{n_2}(x'_2)}{\sqrt{2^{n_1+n_2}n_1!n_2!}} \exp\left(-x' \cdot x'/2\right) \]  

where \( H_n \) is the Hermite polynomial of order \( n \). This is a 2-dimensional problem and the two indices correspond to two orthogonal directions. The best-fit elliptical gaussian parameters are encoded in the transformation as

\[ x' = \begin{pmatrix} \sigma_x^{-1} & 0 \\ 0 & \sigma_y^{-1} \end{pmatrix} R^{-1}(\psi)(x-x_0). \]  

This transformation offsets, rotates, and scales the axes so that the best-fit elliptical gaussian is mapped to a set of axes where it is a circular gaussian with \( \sigma = 1 \). These
functions are a good choice as $\Phi_{00}$, the lowest order term, is the best-fit elliptical gaussian. Most of the power in the beam will be in this term in the expansion. Higher order terms have fluctuations on smaller scales. These fluctuations will be of smaller order than the fluctuations in our beam. Therefore, we can cutoff our expansion at $n = n_{\text{max}}$ and we will approximate our beam better than an elliptical gaussian fit. A larger $n_{\text{max}}$ will result in a better approximation.

We can expand the beam as

$$B(x) = \sum_n s_n \Phi_n(x).$$

(6.5)

where we can re-index the eigenmodes as

$$n = \frac{(n_1 + n_2)^2 + n_1 + 3n_2}{2}.\quad (6.6)$$

With this reindexing, the modes satisfying $n_1 + n_2 = N$ are all mapped to a smaller $n$ than any modes satisfying $n_1 + n_2 = N + 1$. With the normalization defined in Eq. 6.3, the maximum of the ground state is unity, and the orthogonality relation is

$$\int d^2x \Phi_m(x) \Phi_n(x) = \pi \sigma_x \sigma_y \delta_{mn}.\quad (6.7)$$

To recover the basis coefficients $s_n$, we must integrate

$$s_n = \frac{1}{\pi \sigma_x \sigma_y} \int d^2x \Phi_n(x) B(x).\quad (6.8)$$

POLARBEAR discretely samples the sky instead of continuously sampling so the integral must be turned into a sum

$$\int d^2x (\ldots) \approx \frac{A}{N} \sum_i (\ldots),$$

(6.9)

where $A$ is the area of the sampled area and $N$ is the number of detector samples. When observing the sky, we do not sample the full sky evenly. The orthogonal functions will only be approximately orthogonal when we sum over all samples. If we do not correct for this, then our estimates for the beam coefficients will be biased.

We address the sampling issue by computing an overlap matrix

$$I_{mn} = \frac{1}{\pi \sigma_x \sigma_y} \frac{A}{N} \sum_i \Phi_m(x_i) \Phi_n(x_i).\quad (6.10)$$
Figure 6.10: A plot of the overlap matrix, $I_{mn}$, for an observation at Cedar Flat. The color represents the value of $I_{mn}$. It is normalized to a maximum value of unity. The matrix was calculated for $n_{\text{max}} = 90$, which corresponds to all terms satisfying $n_1 + n_2 \leq 12$.

Using the overlap matrix, we can then calculate an unbiased estimate for the basis coefficient

$$\hat{s}_m = \sum_n I_{mn}^{-1} \frac{1}{\pi \sigma_x \sigma_y} A \sum_i \Phi_n(x_i)d_i,$$  \hspace{1cm} (6.11)

where $d_i$ is the timeordered data at position $x_i$.

When we expand over the basis functions, we must choose a $n_{\text{max}}$ at which we will stop the expansion. We will usually choose to calculate the coefficients for all terms satisfying $n_1 + n_2 \leq N$ for different values of $N$.

The overlap matrix for an observation of Jupiter from Cedar Flat is shown in Figure 6.10. The diagonal elements are nearly unity, while the off-diagonal elements range between $-0.15$ and $0.15$. If we did not correct for non-uniform sampling, our results would be incorrect.

A plot of $s_n$ for a single bolometer is shown in Figure 6.11. Since the beam is fairly well approximated by an elliptical gaussian, the largest coefficient is $s_0$. The
Figure 6.11: A plot of the coefficients, $s_n$, in the Hermite-Gauss expansion as a function of $n$. The coefficients were calculated out to a $n_{\text{max}} = 90$, which corresponds to all terms satisfying $n_1 + n_2 \leq 12$.

rest of the terms are close to zero and are used to add corrections to the elliptical gaussian that help us better approximate the beam. A larger $n$ corresponds to smaller scale fluctuations. The coefficients tend towards zero as we will eventually be looking at terms that quantify smaller scale fluctuations that what is in our beam.

A comparison of a simulated timestream for the beam expansion versus the real timestream is shown in Figure 6.12. There are three different simulated timestreams plotted in Figure 6.12a. We plot the real timestream, the simulated timestream from the expansion up to $n_{\text{max}} = 90$, and the simulated timestream from the elliptical gaussian fit. It is impossible to see if the Hermite-Gauss expansion improves the fit, so in Figure 6.12b we plot the difference between the real timestream and the two different simulated timestreams. From the difference timestreams, it is easy to see that the expansion reproduces the real timestream much better than the elliptical gaussian fit. To get a quantitative measurement of
Figure 6.12: A comparison of the real versus simulated timestreams. a) The blue line is the real timestream. The red line is the simulated timestream from the expansion up to $n_{\text{max}} = 90$. The green line is the simulated timestream from the elliptical gaussian fit. b) The blue line is the difference between the real and the elliptical gaussian fit. The red line is the difference between the real and the expansion up to $n_{\text{max}} = 90$.

This, we can calculate the reduced $\chi^2$ value. A plot of the reduced $\chi^2$ as a function of $n_{\text{max}}$ is shown in Figure 6.13. The elliptical gaussian fit has $\chi^2_{\text{red}} = 8.11$, while expanding up to $n_{\text{max}} = 90$ results in $\chi^2_{\text{red}} = 1.52$, and $n_{\text{max}} = 860$ gives $\chi^2_{\text{red}} = 1.23$. The noise for this calculation is calculated as the standard deviation of the timestream when we are $> 15'$ away from the center of the beam.

Expanding the beam over Hermite-Gauss functions indeed improves the reconstructed timestream. We are able to measure our beam, convert it to $\approx 95$ parameters, and reconstruct the beam very well, however our knowledge of the beam is still not perfect. The next step is to determine the bias is the power spectrum due to our imperfect knowledge of the beam caused by limiting the number of basis functions for beam reconstruction. That calculation is ongoing.
Figure 6.13: A plot of $\chi^2_{\text{red}}$ as a function of $n_{\text{max}}$. This is calculated from the simulated and real timestreams.

6.2.3 Focusing

Beam fits are used to focus the telescope. If the telescope is out of focus then the beams can be highly elliptical. There are several different ways of focusing the telescope, both in the way of taking data and the modifications to the telescope. In this section, the analysis was done on the ellipticity and beam size of the active bolometers in POLARBEAR, while in order to put the telescope into focus, we moved the location of the receiver. Jupiter observations for focusing the telescope were done on May 5, 6, 12, 19, and 22, 2010.

Using the Jupiter measurements on May 5, 6, and 12, we predicted the how we should move the receiver in order to focus the telescope. A plot of the mean ellipticity as a function of the receiver position in Figure 6.14. The blue line is the quadratic fit to the 3 measurements. The minimum of the ellipticity is predicted to occur at $z = 8.5$ mm. Additional fits were done to the mean of the mean FWHM and the FWHM of the coadded beam maps. The mean FWHM predicted a movement of $\approx 7.7$ mm, while the FWHM of the coadded beam maps predicted
Figure 6.14: The red dots are the mean ellipticity as a function of the receiver position. The data for the 3 positions were taken on May 5, 6, and 12. The blue line is the quadratic fit to the red dots.

a movement of 8 mm. We chose to move 8.5 mm as we were initially considering a move of 9 mm. Because we did not have a pointing model, we noticed a shear between wafers 8.2.0 and 8.2.1 on the May 19 measurements. we eventually moved back to the May 6 position, which is $z = 6.2$ mm, and data was retaken on May 22. The persistence of the shear in the May 22 data, and the fact that a single bolometer had two different positions when it was mapped at different times of the day. The receiver was roughly in the focus position given the optical models so it was left at its May 6 position for the rest of the Cedar Flat observations. For Chile, it is expected that we will determine a pointing model before attempting to focus the telescope. The focusing efforts should therefore be more successful.
6.3 Conclusion

POLARBEAR had a very successful engineering run at Cedar Flat in the Inyo mountains in 2010. We were able to calibrate our telescope and show that it meets performance requirements for Chile. We made measurements of the beams by observing Jupiter. We were able to see begin analysis of our beams and make sure that they meet design expectations. Beam systematics will not limit our detection of $r$ in Chile.

6.4 Future Plans

POLARBEAR and the HTT are currently deployed in Chile for its CMB observations. It will begin observations in late 2011 and observe for 3 years.

In 2014, the cryostat will be replaced by a second receiver that is currently in development. The focal plane in this cryostat will feature planar, sinuous antennas compared to the double slot dipole antennas currently in POLARBEAR. These antennas will be sensitive to multiple frequency bands so we can observe at both 90 GHz and 150 GHz in a single pixel. Each frequency band will have two associated bolometers corresponding to the two orthogonal polarizations giving a total of four bolometers per pixel. This experiment is POLARBEAR-II.

POLARBEAR will eventually be extended to multiple telescopes. Each telescope will be a replica of the HTT and the receivers will be POLARBEAR-II type receivers. Some receivers will hold antennas that are sensitive to 90 and 150 GHz, while some antennas will be sensitive to 150 and 220 GHz. This will give us even more sensitivity to foregrounds and allow foreground removal without having to use data from other experiments. This will be called POLARBEAR-Extended.
Chapter 7

Cosmological Birefringence and BICEP

Background Imaging of Cosmic Extragalactic Polarization (BICEP) is a polarimeter that observed the CMB from the South Pole for three years (2006-2008). The characterization of the telescope and analysis of the first two years of data were initially published in 2009 [10, 98]. Later in 2009, Xia, Li, and Zhang published a paper in which they claim a $2.5 - 3\sigma$ detection of cosmological birefringence from measurements of the $TB$ and $EB$ power spectra in the BICEP data. These two power spectra should be zero in the standard cosmological model [99]. In Section 7.1, we will first give an introduction to the jackknife technique used during our analysis. In Section 7.2, we will look at the claim of detection through power spectra constructed from data in different frequencies. In Section 7.3, we will analyze the jackknife power spectra BICEP uses to test whether it has accounted for systematics. Finally, in Section 7.4, we will analyze results from simulations that take into account different beam systematics. In Section 7.5, we will give some conclusions based on our analysis of the BICEP data.

7.1 Resampling using the Jackknife Technique

While analyzing the BICEP three year data, we employed a statistical resampling technique known as the jackknife. The process was first proposed by
M.H. Quenouille in 1956 [100] and expanded upon by Tukey in [101]. A more general review of the technique can be found in [102, 103, 104]. The jackknife is used to remove biases in measured data. The idea is that our estimator for the cosmological birefringence angle $\alpha$, $\hat{\alpha}$, is biased to some degree because of systematics leaking into a small number of bins in our power spectra. For estimates of the power spectra with $n$ bins, we say that

$$\hat{\alpha} = \alpha + \frac{c_1}{n} + \frac{c_2}{n^2} + \ldots$$

(7.1)

where $\hat{\alpha}$ is our estimator for $\alpha$, the true, underlying cosmological birefringence angle, and $c_1, c_2$ are constant bias values. By resampling, we can remove these biases.

The process of removing the biases consists of removing a single data point, in our case a single bin from our measured power spectra, and then refitting for $\alpha$. We do this for all measured bins in our power spectra. The bias is amplified when we fit to fewer data points. We can use the differences in the fits to estimate the bias and the uncertainty in the measurements. The first order jackknife can be used to remove the $1/n$ bias in the dataset, while the second order jackknife, which uses fits when we remove two measured bins, can also remove the $1/n^2$ bias.

We will describe the process for the first and second order jackknife procedure here. If we let $\hat{\alpha}$ be the fit to the cosmological birefringence angle to the full data set, $\alpha_{-i}$ represent the fit if we remove $i$th bin from the dataset, and $\alpha_{-ij}$ represent the fit if we remove the $i$th and $j$th bin from the dataset, then we can then define
\[ \alpha_i = n\hat{\alpha} - (n - 1)\alpha_{-i} \]
\[ \alpha_{ij} = \frac{1}{2} [n^2\hat{\alpha} - 2(n - 1)^2\alpha_{-i} + (n - 2)^2\alpha_{-ij}] \]
\[ J(\alpha) = \frac{1}{n} \sum_i \alpha_i \]
\[ J^{(2)}(\alpha) = \frac{1}{n(n-1)} \sum_{i\neq j} \alpha_{ij} \]
\[ \sigma_\alpha^2 = \frac{n-1}{n} \sum_i (\alpha_{-i} - \hat{\alpha})^2 \]  
(7.2)

then \(J(\alpha)\), the first order jackknife, is the estimate for \(\alpha\) with the \(1/n\) bias removed, \(J^{(2)}\), the second order jackknife, is the estimate for \(\alpha\) with the \(1/n\) and \(1/n^2\) biases removed, and \(\sigma_\alpha^2\) is an estimate for the variance on \(\alpha\) from the jackknife procedure. The equations for the first and second order jackknifes are taken from [100, 102].

## 7.2 Power Spectra at Different Frequencies

BICEP observed the sky at primarily two frequencies: 100 GHz and 150 GHz. Two 220 GHz pixels were used as foreground monitors. The published data are a combination of the two lower frequencies, however maps of the sky and power spectra can be extracted from each of these frequencies separately. From these observations in two frequencies, we can produce four sets of power spectra. We can auto-correlate the 100 GHz and 150 GHz with themselves, which we will call the 100 and 150 GHz spectra, respectively. We can also cross-correlate the 100 GHz data with the 150 GHz data in two different ways. For example, in the \(TB\) power spectra, we can take the temperature data \((T)\) from 100 GHz, while taking the \(B\)-mode polarization data \((B)\) from 150 GHz, or we can take the temperature data from 150 GHz observations and the \(B\)-mode polarization data from the 100 GHz observations. We will call these spectra the “cross” and the “alt-cross” or “alt” power spectra. For the simplest model of birefringence claimed by Xia et. al. in [99], we expect to measure the same cosmological birefringence angle in all four frequency combinations and in both the \(TB\) and the \(EB\) power spectra. Plots of
Figure 7.1: Plots of the $TB$ power spectra from all the different datasets. The 100 GHz data is blue. The 150 GHz data is red. The cross data is green. The alt-cross data is magenta. The black data is the combined dataset. The black line is the best fit $C_\ell$ to the combined dataset.

We looked at the 3-year BICEP data plus results from simulated data. For each frequency combination we compared the $\chi^2$ under the null hypothesis measured in the real data to the simulated data. We calculated a probability-to-exceed (PTE) based on the number of times a simulated data set had a larger $\chi^2$ than the real BICEP data. A smaller PTE means that it is less likely that the null hypothesis, of zero CB angle, is true. A table of the calculated PTEs is shown in Table 7.1. The detections of a non-zero $\alpha$ all come from the $TB$ power spectra where the $B$ is taken from the 150 GHz data. When the $B$ is taken from the 100 GHz data, it is consistent with the null hypothesis. It is likely that there is some systematic affecting the $B$ power spectra at 150 GHz that is causing this detection.

In Table 7.2, we show the results from applying the 1st order jackknife resampling technique to the different power spectra. Unfortunately, the results are
Figure 7.2: Plots of the $EB$ power spectra from all the different datasets. The 100 GHz data is blue. The 150 GHz data is red. The cross data is green. The alt-cross data is magenta. The black data is the combined dataset. The black line is the best fit $C_\ell$ to the combined dataset.
less clear than those from the PTEs. There is a detection of non-zero $\alpha$ in the alt-cross $EB$ power spectra, however there is still reason to believe that the detections are due to systematics as the results between each frequency combination and power spectra are not consistent with each other.

7.3 Experimental Jackknife Power Spectra

A way to test for systematics in the observed data is to split the data into two separate sets that should give the same results and then difference the resulting maps. The power spectra constructed from these maps should all be consistent with zero in all six power spectra, unless there is some systematic contaminating the results. They are null tests. These are the experimental “jackknife” power spectra. It is a simple derivative of the statistical Quenouille jackknife technique described in Section 7.1 where there are only two data points and we are testing whether the two data points are consistent with each other. If the data are not consistent with each other, then we must not be accounting for some systematic in the analysis.

BICEP generates six different experimental jackknife spectra. “Jackknife 1” is a deck angle jackknife. BICEP has the ability to rotate its cryostat, and hence its focal plane, while keeping the telescope az and el angles fixed. The angle describing the orientation of the focal plane is the deck angle. This jackknife is formed from different orientations of the focal plane. “Jackknife 2” is a scan directions jackknife. When the telescope scans, it moves in both the positive and negative azimuth directions. Maps made from only positive az direction half scans and from only negative az direction half scans are differenced. “Jackknife 3” is generated from comparing the maps made from the first two seasons (2006 and 2007) and the third season (2008) of observations. “Jackknife 4” is a Q/U focal plane jackknife. Half the pixels in the focal plane are rotated by 45° relative to the other pixels. If one half is sensitive to the $Q$ Stokes parameter, then the other half is sensitive to the $U$ Stokes parameter. The maps made with “$Q$” pixels and the maps made with the “$U$” pixels are differenced. “Jackknife 5” is an elevation
coverage jackknife. BICEP covers an elevation range of \(55^\circ\) to \(60^\circ\). It covers this range over two sets of 9 hour blocks of observations, each covering half of the elevation range. Over a single 48 observation cycle, this is done twice. In the first two 9 hour blocks the lower half of the elevation range (\(55^\circ\) to \(57.5^\circ\)) is mapped first, while in the second two 9 hour blocks, the upper half of the elevation range (\(57.5^\circ\) to \(60^\circ\)) is mapped first. These two sets of two 9 hour blocks, each covering the full elevation range, are differenced to generate the el coverage jackknife. The scan strategy is described in more detail in \[98\]. "Jackknife 6" is a frequency jackknife. The maps from the two different frequencies (100GHz and 150GHz) are compared and differenced.

The fitted \(\alpha\), 1st order jackknife, 2nd order jackknife, and the signal-to-noise ratio are shown in Table 7.4. The uncertainties shown in this table are \(\sigma_\alpha\) as calculated in Eq. 7.2 and therefore may vary slightly if calculated through the likelihood function. There are only three combinations that result in \(S/N > 3\) or \(J_2(S/N) > 3\). We chose a signal-to-noise of greater than three as that is around the size of the alleged detection of CB in the BICEP data and corresponds to a 99.8% confidence probability. The three combinations are the deck-angle jackknife alt-cross \(TB\) power spectra, the split-season cross \(TB\) power spectra, and the split-season alt-cross \(TB\) power spectra. Again, detections are only seen in the \(TB\) power spectrum. A comparison of the \(\chi^2\) under the null hypothesis to simulations is shown in Figure 7.3. A plot of the fitted \(\alpha\) for both the real data and simulated data is shown in Figure 7.4. The deck-angle jackknife, alt-cross \(TB\) power spectrum is the only one we can consider to "detect" a non-zero \(\alpha\). Its \(\chi^2\) is much larger than any of the simulations and it measures an \(\alpha\) that is much larger than any of the simulations. It can be considered a failed jackknife. The split-season jackknife, cross \(TB\) spectra marginally detects a non-zero \(\alpha\), while the split-season jackknife, alt-cross \(TB\) spectra shows no evidence of a non-zero \(\alpha\) in either of the figures. The fact that only 3 of the 42 tests showed a \(S/N > 3.0\) can be considered a statistical fluctuation. If we do 42 tests, we should expect several of them to fail our jackknifes due to random chance. A histogram of the probability that we would get a larger \(S/N\) value just by random chance under the hypothesis that
\( \alpha = 0 \) is shown in Figure 7.5a. If our results are due to random chance, then every bin in this plot should be the same. There are slightly more measurements with a low probability to exceed (PTE). This does seem to indicate that there is some possibility of systematics in the data. However, if we calculate the uncertainty in \( \alpha \) from the likelihood function instead of calculating it using the statistical jackknife procedure, we get the PTE plot shown in Figure 7.5b. We don’t see any excess of jackknife failures given the amount of tests that we do. The statistical jackknife procedure seems to underestimate some of the uncertainties leading to a smaller PTE.

### 7.4 Systematics Simulations

If we suspect that the detection of CB is due to systematics, it is prudent to run simulations involving these systematics to see if they could generate the level of CB that is seen in the data. As part of the analysis of the two year data, the BICEP team ran several simulations involving relative gain leakage and polarization orientation error [98]. Both of these systematics can generate non-zero \( TB \) and \( EB \) power spectra. The BICEP team ran several different simulations involving relative gain leakage [98]. In simulation 1, the relative gain leakage was randomly generated from a gaussian distribution with 1% rms. Simulation 2 was the same as the first, except with a 0.5% rms. In simulation 3, the relative gain errors were modeled after observed pair-sum/pair-diff correlation coefficients. Simulation 4 was the same as the third, except the two pixels with the highest relative gain errors were removed from the analysis. Simulation 5 scaled the correlations to the best estimate of the underlying distribution. The reason for doing this was because simulations with no systematic errors showed a large scatter in the correlation coefficients. For the polarization angle leakage simulations, a consistent 1°, 2°, or 3° offset was applied to each bolometer depending on the simulation. These will be simulations 6, 7, and 8, respectively. A summary of all the simulations is shown in Table 7.5. For each simulation, there were \( \approx 20 \) realizations. We calculated the average power spectra and uncertainty on the average power spectra from the
Figure 7.3: A histogram of $\chi^2$ for the simulated BICEP jackknife data. The red line is the $\chi^2$ for the real BICEP jackknife data. The blue curve is the theoretical $\chi^2$ distribution function given the number of degrees of freedom.
Figure 7.4: A histogram of the fitted $\alpha$ for the simulated BICEP jackknife data. The red line is the fitted $\alpha$ from the real BICEP jackknife data.
Figure 7.5: A histogram of the PTEs for the measurement of $\alpha$ in each of the jackknife spectra. This is under the hypothesis that $\alpha = 0.0$.

different realizations. Using this average spectra, we fit for $\alpha$ using each of the simulations.

The results from the relative gain leakage simulations are shown in Table 7.6. A histogram of these results is shown in Figure 7.6a. At most, these simulations are able to generate $\alpha = 0.25^\circ$, which is a small fraction of the $\alpha = 2.5^\circ$ seen in the BICEP data. While relative gain leakage may cause some non-zero $\alpha$, it is not the main contributor to the detection in the BICEP data.

The results from the polarization orientation error simulations are shown in Table 7.7. A histogram of these results is shown in Figure 7.6b. The alt-cross power spectra was not calculated in these simulations. The results from the 100, 150, and cross power spectra give $\alpha$ consistent with what is seen in the BICEP data. We also get the same amount of cosmological birefringence in both the $TB$ and $EB$ data. BICEP saw a change of $\approx 1^\circ$ in the measured polarization orientations over a year [98] so there is a good chance this effect is biasing BICEP’s CB $\alpha$ results.
7.5 Conclusions

From analyzing the power spectra generated from the data at different frequencies there is good reason to believe that BICEP did not detect a non-zero $\alpha$, but it was, in fact, due to systematic effects. The measured $\alpha$ was consistent with zero at 100 GHz but different depending on the frequencies used, which conflicts with the most common and simplest model of CB that the CB angle should be the same in all frequencies. The detection of a non-zero $\alpha$ mainly occurs when we take the $B$ mode data from 150 GHz. The 100 GHz data is consistent with no CB.

The jackknife resampling technique did not help us as much as we had hoped. Several detections of non-zero $\alpha$ were not changed even after applying the first order jackknife correction to the fit. Unfortunately, we cannot just simply remove a single data point and get rid of the detection. If a systematic is affecting the BICEP measurements, then it is affecting more than one, and possibly all, of the bins.

The systematic that is most likely causing the detection of $\alpha$ is polarization angle rotation. This systematic mimics cosmological birefringence. A rotation of the polarization orientation of a pixel is the exact same as a rotation in the opposite direction of the polarization of the incoming photons. The $1^\circ$ differential rotation specified in [98] was determined through a measurement of the polarization
angles at two different times during BICEP’s measurements. They were found to be different by $1^\circ$ over a timespan of a year, but it is possible the differential rotation was larger and is the cause of the detection of CB in BICEP’s data. Even adding in a systematic uncertainty of $1^\circ$ makes BICEP’s measurement a non-detection.
Table 7.1: A table of the PTEs for all the different frequency combinations and different power spectra

<table>
<thead>
<tr>
<th>frequency</th>
<th>TB</th>
<th>EB</th>
<th>TB+EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.32</td>
<td>0.36</td>
<td>0.28</td>
</tr>
<tr>
<td>150</td>
<td>0.03</td>
<td>0.22</td>
<td>0.03</td>
</tr>
<tr>
<td>cross</td>
<td>0.06</td>
<td>0.66</td>
<td>0.15</td>
</tr>
<tr>
<td>alt-cross</td>
<td>0.52</td>
<td>0.35</td>
<td>0.45</td>
</tr>
<tr>
<td>combined</td>
<td>0.02</td>
<td>0.17</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 7.2: A table of the jackknife corrected fits for $\alpha$.

<table>
<thead>
<tr>
<th>frequency</th>
<th>TB</th>
<th>EB</th>
<th>TB+EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$-3.31^\circ \pm 2.63^\circ$</td>
<td>$-0.53^\circ \pm 2.33^\circ$</td>
<td>$-1.98^\circ \pm 1.74^\circ$</td>
</tr>
<tr>
<td>150</td>
<td>$-4.95^\circ \pm 1.57^\circ$</td>
<td>$-3.07^\circ \pm 1.12^\circ$</td>
<td>$-3.73^\circ \pm 0.92^\circ$</td>
</tr>
<tr>
<td>cross</td>
<td>$-5.21^\circ \pm 1.60^\circ$</td>
<td>$-1.04^\circ \pm 1.50^\circ$</td>
<td>$-2.76^\circ \pm 1.10^\circ$</td>
</tr>
<tr>
<td>alt-cross</td>
<td>$-0.74^\circ \pm 3.01^\circ$</td>
<td>$-4.60^\circ \pm 2.18^\circ$</td>
<td>$-3.57^\circ \pm 1.73^\circ$</td>
</tr>
<tr>
<td>combined</td>
<td>$-4.98^\circ \pm 1.31^\circ$</td>
<td>$-2.39^\circ \pm 0.93^\circ$</td>
<td>$-3.23^\circ \pm 0.76^\circ$</td>
</tr>
</tbody>
</table>

Table 7.3: A table of the calculated bias in $\alpha$ from the jackknife resampling technique.

<table>
<thead>
<tr>
<th>frequency</th>
<th>TB</th>
<th>EB</th>
<th>TB+EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$0.57^\circ$</td>
<td>$-1.53^\circ$</td>
<td>$-0.38^\circ$</td>
</tr>
<tr>
<td>150</td>
<td>$-0.10^\circ$</td>
<td>$-0.07^\circ$</td>
<td>$-0.07^\circ$</td>
</tr>
<tr>
<td>cross</td>
<td>$0.28^\circ$</td>
<td>$0.31^\circ$</td>
<td>$0.02^\circ$</td>
</tr>
<tr>
<td>alt-cross</td>
<td>$-0.78^\circ$</td>
<td>$-0.05^\circ$</td>
<td>$-0.04^\circ$</td>
</tr>
<tr>
<td>combined</td>
<td>$-0.19^\circ$</td>
<td>$0.48^\circ$</td>
<td>$-0.01^\circ$</td>
</tr>
</tbody>
</table>
Table 7.4: The results from fitting to the experimental jackknife spectra. The values for the jackknife spectra are described in Section 7.3.

<table>
<thead>
<tr>
<th>Jackknife</th>
<th>Freq</th>
<th>Data</th>
<th>$\alpha$</th>
<th>$J_1(\alpha)$</th>
<th>$J_2(\alpha)$</th>
<th>$\Delta \alpha$</th>
<th>$S/N$</th>
<th>$J_2(S/N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>$EB$</td>
<td>0.81</td>
<td>1.66</td>
<td>1.65</td>
<td>3.04</td>
<td>0.27</td>
<td>0.54</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>$TB$</td>
<td>0.13</td>
<td>0.11</td>
<td>0.15</td>
<td>0.077</td>
<td>1.76</td>
<td>2.02</td>
</tr>
<tr>
<td>1</td>
<td>150</td>
<td>$EB$</td>
<td>0.36</td>
<td>0.70</td>
<td>0.82</td>
<td>0.83</td>
<td>0.44</td>
<td>0.99</td>
</tr>
<tr>
<td>1</td>
<td>150</td>
<td>$TB$</td>
<td>0.059</td>
<td>0.036</td>
<td>0.004</td>
<td>0.077</td>
<td>0.73</td>
<td>0.05</td>
</tr>
<tr>
<td>1</td>
<td>cross</td>
<td>$EB$</td>
<td>1.73</td>
<td>2.07</td>
<td>2.14</td>
<td>0.89</td>
<td>1.95</td>
<td>2.40</td>
</tr>
<tr>
<td>1</td>
<td>cross</td>
<td>$TB$</td>
<td>-0.052</td>
<td>-0.075</td>
<td>-0.045</td>
<td>0.11</td>
<td>0.48</td>
<td>0.42</td>
</tr>
<tr>
<td>1</td>
<td>alt-cross</td>
<td>$EB$</td>
<td>1.51</td>
<td>1.6</td>
<td>1.64</td>
<td>0.60</td>
<td>2.52</td>
<td>2.73</td>
</tr>
<tr>
<td>1</td>
<td>alt-cross</td>
<td>$TB$</td>
<td>0.36</td>
<td>0.38</td>
<td>0.35</td>
<td>0.064</td>
<td>5.57</td>
<td>5.49</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>$EB$</td>
<td>1.90</td>
<td>1.26</td>
<td>0.48</td>
<td>1.92</td>
<td>0.98</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>$TB$</td>
<td>-0.036</td>
<td>-0.048</td>
<td>-0.059</td>
<td>0.029</td>
<td>1.23</td>
<td>2.01</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>$EB$</td>
<td>0.10</td>
<td>-0.008</td>
<td>0.053</td>
<td>0.50</td>
<td>0.20</td>
<td>0.11</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>$TB$</td>
<td>0.002</td>
<td>0.011</td>
<td>-0.001</td>
<td>0.049</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>2</td>
<td>cross</td>
<td>$EB$</td>
<td>1.31</td>
<td>0.48</td>
<td>-0.28</td>
<td>1.54</td>
<td>0.85</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>cross</td>
<td>$TB$</td>
<td>0.010</td>
<td>0.016</td>
<td>-0.009</td>
<td>0.045</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>2</td>
<td>alt-cross</td>
<td>$EB$</td>
<td>0.31</td>
<td>0.67</td>
<td>0.82</td>
<td>1.24</td>
<td>0.25</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>alt-cross</td>
<td>$TB$</td>
<td>-0.065</td>
<td>-0.054</td>
<td>-0.074</td>
<td>0.075</td>
<td>0.87</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>$EB$</td>
<td>0.14</td>
<td>1.04</td>
<td>0.43</td>
<td>2.99</td>
<td>0.05</td>
<td>0.14</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>$TB$</td>
<td>0.066</td>
<td>0.038</td>
<td>0.080</td>
<td>0.089</td>
<td>0.73</td>
<td>0.89</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>$EB$</td>
<td>-0.080</td>
<td>-0.032</td>
<td>-0.052</td>
<td>0.45</td>
<td>0.18</td>
<td>0.12</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>$TB$</td>
<td>-0.019</td>
<td>-0.031</td>
<td>-0.032</td>
<td>0.059</td>
<td>0.33</td>
<td>0.48</td>
</tr>
<tr>
<td>3</td>
<td>cross</td>
<td>$EB$</td>
<td>0.034</td>
<td>-0.017</td>
<td>-0.38</td>
<td>0.46</td>
<td>0.07</td>
<td>0.83</td>
</tr>
<tr>
<td>3</td>
<td>cross</td>
<td>$TB$</td>
<td>0.095</td>
<td>0.13</td>
<td>0.15</td>
<td>0.038</td>
<td>2.52</td>
<td>3.92</td>
</tr>
<tr>
<td>3</td>
<td>alt-cross</td>
<td>$EB$</td>
<td>1.18</td>
<td>1.29</td>
<td>1.51</td>
<td>0.79</td>
<td>1.49</td>
<td>1.90</td>
</tr>
<tr>
<td>3</td>
<td>alt-cross</td>
<td>$TB$</td>
<td>0.12</td>
<td>0.12</td>
<td>0.10</td>
<td>0.034</td>
<td>3.59</td>
<td>3.02</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>$EB$</td>
<td>-0.17</td>
<td>-0.34</td>
<td>-0.92</td>
<td>0.66</td>
<td>0.25</td>
<td>1.38</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>$TB$</td>
<td>-0.054</td>
<td>-0.045</td>
<td>-0.031</td>
<td>0.034</td>
<td>1.59</td>
<td>0.90</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>$EB$</td>
<td>-0.086</td>
<td>0.17</td>
<td>0.20</td>
<td>0.98</td>
<td>0.09</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>$TB$</td>
<td>-0.023</td>
<td>-0.027</td>
<td>-0.070</td>
<td>0.052</td>
<td>0.43</td>
<td>1.35</td>
</tr>
<tr>
<td>4</td>
<td>cross</td>
<td>$EB$</td>
<td>-0.23</td>
<td>-0.39</td>
<td>-0.13</td>
<td>0.50</td>
<td>0.46</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>cross</td>
<td>$TB$</td>
<td>0.044</td>
<td>0.059</td>
<td>0.069</td>
<td>0.026</td>
<td>1.70</td>
<td>2.61</td>
</tr>
<tr>
<td>4</td>
<td>alt-cross</td>
<td>$EB$</td>
<td>-1.66</td>
<td>-2.04</td>
<td>-2.95</td>
<td>1.81</td>
<td>0.91</td>
<td>1.63</td>
</tr>
<tr>
<td>4</td>
<td>alt-cross</td>
<td>$TB$</td>
<td>0.995</td>
<td>0.089</td>
<td>0.10</td>
<td>0.063</td>
<td>1.51</td>
<td>1.59</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>$EB$</td>
<td>1.23</td>
<td>2.58</td>
<td>4.45</td>
<td>2.62</td>
<td>0.47</td>
<td>1.70</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>$TB$</td>
<td>0.066</td>
<td>0.078</td>
<td>0.080</td>
<td>0.034</td>
<td>1.96</td>
<td>2.37</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>$EB$</td>
<td>0.53</td>
<td>0.42</td>
<td>0.46</td>
<td>0.26</td>
<td>2.00</td>
<td>1.74</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>$TB$</td>
<td>-0.056</td>
<td>-0.047</td>
<td>-0.045</td>
<td>0.030</td>
<td>1.86</td>
<td>1.49</td>
</tr>
<tr>
<td>5</td>
<td>cross</td>
<td>$EB$</td>
<td>0.27</td>
<td>-0.43</td>
<td>-1.29</td>
<td>1.39</td>
<td>0.19</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>cross</td>
<td>$TB$</td>
<td>0.022</td>
<td>0.026</td>
<td>-0.026</td>
<td>0.039</td>
<td>0.57</td>
<td>0.66</td>
</tr>
<tr>
<td>5</td>
<td>alt-cross</td>
<td>$EB$</td>
<td>1.06</td>
<td>1.16</td>
<td>1.26</td>
<td>0.72</td>
<td>1.47</td>
<td>1.76</td>
</tr>
<tr>
<td>5</td>
<td>alt-cross</td>
<td>$TB$</td>
<td>-0.16</td>
<td>-0.18</td>
<td>-0.22</td>
<td>0.072</td>
<td>2.27</td>
<td>2.99</td>
</tr>
<tr>
<td>6</td>
<td>$EB$</td>
<td>-0.40</td>
<td>-0.36</td>
<td>-0.13</td>
<td>0.69</td>
<td>0.58</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>6</td>
<td>$TB$</td>
<td>-0.18</td>
<td>-0.099</td>
<td>-0.27</td>
<td>0.30</td>
<td>0.59</td>
<td>0.92</td>
<td>0.92</td>
</tr>
</tbody>
</table>
**Table 7.5:** A summary of different simulations run by the BICEP team and the purpose for each simulation.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>randomly generated relative gain leakage with 1% rms</td>
</tr>
<tr>
<td>2</td>
<td>randomly generated relative gain leakage with 0.5% rms</td>
</tr>
<tr>
<td>3</td>
<td>relative gain errors modeled after observations</td>
</tr>
<tr>
<td>4</td>
<td>same as 3 except with two pixels removed</td>
</tr>
<tr>
<td>5</td>
<td>errors are scaled to the estimate of the underlying distribution</td>
</tr>
<tr>
<td>6</td>
<td>1° polarization angle offset</td>
</tr>
<tr>
<td>7</td>
<td>2° polarization angle offset</td>
</tr>
<tr>
<td>8</td>
<td>3° polarization angle offset</td>
</tr>
</tbody>
</table>
Table 7.6: The fitted $\alpha$ and uncertainty for the different relative gain leakage simulations described in the text.

<table>
<thead>
<tr>
<th>Sim</th>
<th>Freq</th>
<th>Data</th>
<th>$\alpha$</th>
<th>$\Delta \alpha$</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>EB</td>
<td>0.030</td>
<td>0.035</td>
<td>0.87</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>TB</td>
<td>0.008</td>
<td>0.064</td>
<td>0.12</td>
</tr>
<tr>
<td>1</td>
<td>150</td>
<td>EB</td>
<td>0.002</td>
<td>0.032</td>
<td>0.08</td>
</tr>
<tr>
<td>1</td>
<td>150</td>
<td>TB</td>
<td>0.0</td>
<td>0.052</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>cross</td>
<td>EB</td>
<td>-0.021</td>
<td>0.032</td>
<td>0.65</td>
</tr>
<tr>
<td>1</td>
<td>cross</td>
<td>TB</td>
<td>-0.048</td>
<td>0.057</td>
<td>0.84</td>
</tr>
<tr>
<td>1</td>
<td>alt-cross</td>
<td>EB</td>
<td>$7.3 \times 10^{-4}$</td>
<td>0.001</td>
<td>0.72</td>
</tr>
<tr>
<td>1</td>
<td>alt-cross</td>
<td>TB</td>
<td>$3.7 \times 10^{-4}$</td>
<td>0.002</td>
<td>0.22</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>EB</td>
<td>0.020</td>
<td>0.032</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>TB</td>
<td>0.015</td>
<td>0.053</td>
<td>0.27</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>EB</td>
<td>0.027</td>
<td>0.029</td>
<td>0.93</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>TB</td>
<td>0.016</td>
<td>0.047</td>
<td>0.34</td>
</tr>
<tr>
<td>2</td>
<td>cross</td>
<td>EB</td>
<td>0.005</td>
<td>0.029</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>cross</td>
<td>TB</td>
<td>-0.031</td>
<td>0.053</td>
<td>0.58</td>
</tr>
<tr>
<td>2</td>
<td>alt-cross</td>
<td>EB</td>
<td>$2.7 \times 10^{-4}$</td>
<td>0.0009</td>
<td>0.29</td>
</tr>
<tr>
<td>2</td>
<td>alt-cross</td>
<td>TB</td>
<td>$-4.1 \times 10^{-4}$</td>
<td>0.0014</td>
<td>0.29</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>EB</td>
<td>-0.008</td>
<td>0.027</td>
<td>0.28</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>TB</td>
<td>0.050</td>
<td>0.046</td>
<td>1.09</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>EB</td>
<td>0.030</td>
<td>0.031</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>TB</td>
<td>0.18</td>
<td>0.049</td>
<td>3.70</td>
</tr>
<tr>
<td>3</td>
<td>cross</td>
<td>EB</td>
<td>0.15</td>
<td>0.033</td>
<td>4.71</td>
</tr>
<tr>
<td>3</td>
<td>cross</td>
<td>TB</td>
<td>0.14</td>
<td>0.053</td>
<td>2.59</td>
</tr>
<tr>
<td>3</td>
<td>alt-cross</td>
<td>EB</td>
<td>-0.0015</td>
<td>0.001</td>
<td>1.5</td>
</tr>
<tr>
<td>3</td>
<td>alt-cross</td>
<td>TB</td>
<td>0.0040</td>
<td>0.0014</td>
<td>2.87</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>EB</td>
<td>-0.040</td>
<td>0.047</td>
<td>0.85</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>TB</td>
<td>-0.056</td>
<td>0.090</td>
<td>0.62</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>EB</td>
<td>0.11</td>
<td>0.056</td>
<td>1.98</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>TB</td>
<td>0.047</td>
<td>0.11</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>cross</td>
<td>EB</td>
<td>0.25</td>
<td>0.060</td>
<td>4.14</td>
</tr>
<tr>
<td>4</td>
<td>cross</td>
<td>TB</td>
<td>-0.026</td>
<td>0.10</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>alt-cross</td>
<td>EB</td>
<td>-0.0024</td>
<td>0.0017</td>
<td>1.47</td>
</tr>
<tr>
<td>4</td>
<td>alt-cross</td>
<td>TB</td>
<td>-0.0024</td>
<td>0.0026</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>EB</td>
<td>-0.041</td>
<td>0.046</td>
<td>0.89</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>TB</td>
<td>-0.11</td>
<td>0.088</td>
<td>1.27</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>EB</td>
<td>0.11</td>
<td>0.053</td>
<td>2.06</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>TB</td>
<td>0.091</td>
<td>0.088</td>
<td>1.03</td>
</tr>
<tr>
<td>5</td>
<td>cross</td>
<td>EB</td>
<td>0.23</td>
<td>0.056</td>
<td>4.13</td>
</tr>
<tr>
<td>5</td>
<td>cross</td>
<td>TB</td>
<td>0.077</td>
<td>0.087</td>
<td>0.89</td>
</tr>
<tr>
<td>5</td>
<td>alt-cross</td>
<td>EB</td>
<td>-0.0019</td>
<td>0.0016</td>
<td>1.17</td>
</tr>
<tr>
<td>5</td>
<td>alt-cross</td>
<td>TB</td>
<td>-0.0016</td>
<td>0.0024</td>
<td>0.66</td>
</tr>
</tbody>
</table>
Table 7.7: The fitted $\alpha$ and uncertainty for the different polarization angle leakage simulations

<table>
<thead>
<tr>
<th>Sim</th>
<th>Freq</th>
<th>Data</th>
<th>$\alpha$</th>
<th>$\Delta\alpha$</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>100</td>
<td>EB</td>
<td>1.02</td>
<td>0.048</td>
<td>21.30</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>TB</td>
<td>0.93</td>
<td>0.056</td>
<td>16.69</td>
</tr>
<tr>
<td>6</td>
<td>150</td>
<td>EB</td>
<td>0.79</td>
<td>0.041</td>
<td>19.17</td>
</tr>
<tr>
<td>6</td>
<td>150</td>
<td>TB</td>
<td>0.91</td>
<td>0.038</td>
<td>23.88</td>
</tr>
<tr>
<td>6</td>
<td>cross</td>
<td>EB</td>
<td>0.79</td>
<td>0.049</td>
<td>16.21</td>
</tr>
<tr>
<td>6</td>
<td>cross</td>
<td>TB</td>
<td>0.83</td>
<td>0.043</td>
<td>18.96</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>EB</td>
<td>1.91</td>
<td>0.057</td>
<td>33.48</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>TB</td>
<td>1.85</td>
<td>0.057</td>
<td>32.58</td>
</tr>
<tr>
<td>7</td>
<td>150</td>
<td>EB</td>
<td>1.46</td>
<td>0.045</td>
<td>31.90</td>
</tr>
<tr>
<td>7</td>
<td>150</td>
<td>TB</td>
<td>1.79</td>
<td>0.040</td>
<td>43.83</td>
</tr>
<tr>
<td>7</td>
<td>cross</td>
<td>EB</td>
<td>1.43</td>
<td>0.052</td>
<td>27.19</td>
</tr>
<tr>
<td>7</td>
<td>cross</td>
<td>TB</td>
<td>1.70</td>
<td>0.039</td>
<td>43.31</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>EB</td>
<td>2.74</td>
<td>0.064</td>
<td>42.73</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>TB</td>
<td>2.76</td>
<td>0.056</td>
<td>48.79</td>
</tr>
<tr>
<td>8</td>
<td>150</td>
<td>EB</td>
<td>2.39</td>
<td>0.060</td>
<td>39.39</td>
</tr>
<tr>
<td>8</td>
<td>150</td>
<td>TB</td>
<td>2.69</td>
<td>0.050</td>
<td>53.32</td>
</tr>
<tr>
<td>8</td>
<td>cross</td>
<td>EB</td>
<td>2.02</td>
<td>0.054</td>
<td>36.94</td>
</tr>
<tr>
<td>8</td>
<td>cross</td>
<td>TB</td>
<td>2.59</td>
<td>0.045</td>
<td>57.67</td>
</tr>
</tbody>
</table>
Bibliography


