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Abstract

Fluctuations in Water and their Relation to the Hydrophobic Effect

by

Patrick Stephen Varilly

Doctor of Philosophy in Physics

University of California, Berkeley

Professor David Chandler, Co-chair
Associate Professor Jan T. Liphardt, Co-chair

The hydrophobic effect, or the tendency for oil and water not to mix, is a fundamental force that strongly influences the shape, behavior and assembly of solutes in solution. Hydrophobicity emerges from the collective behavior of large numbers of solvent molecules, so its accurate treatment is challenging. A decade ago, Lum, Chandler and Weeks (LCW) addressed this challenge indirectly by modeling how solvent density fluctuations couple to external solutes and constraints, and then inferring hydrophobic behavior from the resulting mean solvent density. LCW theory is successful because it distinguishes between, and separately models, small-length-scale and large-length-scale density fluctuations. In this thesis, we develop methods for probing the statistics of large-length-scale density fluctuations in computer simulations of water. We use these tools to study solvation phenomena in model systems and in proteins, in bulk water and near surfaces, and we rationalize these phenomena in terms of LCW ideas. Building on these ideas and on past efforts by others, we construct a tractable, efficient and accurate theory of solvation on a coarse-grained lattice. The final theory allows us to model the solvation behavior of uncharged, static solutes of arbitrary shape, and we outline the steps necessary to model charged, dynamic solutes in the future. A unifying thread in our solvation studies is the importance of fluctuations of liquid-vapor interfaces. At the end of this thesis, we describe how these fluctuations may play a role in water evaporation.
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Chapter 1

Introduction

Water is a fascinating liquid. Unlike most simple liquids, its structure is not determined by packing constraints, but is instead dictated by a strong, dynamic network of hydrogen bonds, the result of strong electrostatic interactions between small, polar molecules [13]. Most biological processes, as well as many important chemical and industrial ones, take place in aqueous solution. In these processes, water is not just a passive solvent, but an active participant, whose unusual interaction with other solutes is key to the functions that these processes accomplish.

One of water’s many unusual properties, which we explore in detail in this thesis, is the hydrophobic effect, or the tendency for oil and water to demix. Qualitatively, the effect arises because favorable hydrogen bonding interactions between waters induce them to interact with themselves rather than with oil. Quantitatively, however, the effect is much more subtle. We discuss three such subtleties below.

It has long been observed that water hydrates small solutes differently than large solutes. On the one hand, gases of small molecules are less soluble in warm water than in cold water [105], a fact that renders warm beer unpleasant and makes warm oceans less capable of dissolving carbon dioxide. On the other hand, larger solutes, like micron-sized oil droplets, are more soluble in warm water, not less, which is why it’s more effective to wash dishes and clothes with warm water. For simple solutes, this length-scale dependence can be explained in terms of hydrogen bonding. Small solutes can be accommodated in water without breaking hydrogen bonds, so the primary cost to solvating them is a reduction in entropy of the surrounding water. Large solutes, however, cannot be dissolved without breaking large numbers of hydrogen bonds, so a liquid-vapor-like interface forms around them. The surface tension of this interface decreases with temperature, rendering the solutes more soluble. While this explanation is qualitatively satisfying, the distinction between “small” and “large” is not transparent for many interesting solutes. Most prominently, the building blocks of proteins (amino acids) are “small”, the folded protein is “large”, and the topographical

---

1Most solvents exhibit a “solvophobic” effect on solutes with which they interact only weakly [49], but water is unique in the magnitude and importance of the effect.
features on the surface of the protein, where drugs, signaling molecules and other proteins bind, are intermediate in size.

Another subtle manifestation of hydrophobicity is the effective interactions between solutes in water, such as when oil droplets on the surface of water in a pot of pasta come together and coalesce into larger and larger droplets. In biology, many proteins are driven to fold to bring many of their hydrophobic amino acids into a compact core, leaving mostly hydrophilic amino acids on their outer surface [1]. When heated, most proteins denature (unfold) because the larger entropy of extended random conformations can overcome the forces, hydrophobic ones among them, that stabilize the folded state. More puzzlingly, though, some proteins also denature when they are cooled or when subjected to high pressures [91]. This phenomenon is believed to be caused by changes to the hydrophobic effect that affect the folded and unfolded states differently [12]. For example, cold denaturation can be rationalized in terms of the small amino acids becoming more soluble while the large folded protein becomes less so, which favors exposing the hydrophobic groups in an unfolded state.

When hydrophobic solutes assemble, the water around them plays a surprisingly active role. Naïvely, since hydrophobicity is a collective effect that results from the statistical behavior of large numbers of water molecules, one might expect that the net effect of the solvent could be reduced to an effective potential on the solute. This assumes that solutes in water move very slowly compared to the water molecules, and is analogous to using the Born-Oppenheimer approximation to construct effective potentials for the nuclei of atoms in molecules. While this approach is often sensible, it fails spectacularly in important cases. Studies of model hydrophobic polymers undergoing hydrophobic collapse [78, 106] and of model hydrophobic plates coming together [6, 52] both show that the two end states are separated by large free energy barriers that are due entirely to the solvent degrees of freedom. That is, the main bottleneck to collapse or assembly in these systems is a large-scale collective rearrangement of the solvent. Such a bottleneck is invisible in a solute-centric description of the process. Similar phenomena have been observed in simulations of protein systems [64], and it is tempting to speculate that several puzzling free energy barriers observed in FRET experiments between stable states of certain chaperones [77] may be due to solvent motions and not protein rearrangements.

About a decade ago, Lum, Chandler and Weeks (LCW) presented a solid theoretical framework for understanding various aspects of hydrophobicity [68]. LCW theory attempts to reduce the behavior of water (and other solvents) to an understanding of solvent density fluctuations, from which hydrophobic behaviors can then be inferred. Solvent density fields are described in terms of a large-length-scale, smooth component and an overlying component of small-length-scale fluctuations. The physics describing fluctuations in either component individually are transparent (interfacial energetics vs. Gaussian fluctuations), and the two components are then coupled weakly. In this framework, most of the subtleties of the hydrophobic effect arise from the interplay between large-scale interfacial physics and molecular-scale fluctuations. The theory has been implemented at different levels of detail and been used to quantify many of the above phenomena, with significant
success\cite{46–49, 68, 71, 106, 107, 123, 124}. Unfortunately, because of its technical complexity, LCW theory is not yet used routinely in fields like biomolecular simulations, where many of its most interesting consequences are yet to be discovered. This thesis makes an important advance in this direction.

Before proceeding, we present an outline for the remainder of the thesis. In Chapter 2, we lay down the statistical mechanical framework for quantifying the hydrophobic effect. We summarize the theoretical aspects of small- and large-length-scale solvation, and conclude with a presentation of LCW theory in its continuum formulation. In Chapter 3, we focus on quantifying various kinds of fluctuations in atomistic models of water. We introduce computational probes for performing the relevant probability distribution measurements and systematically quantify large-length-scale fluctuations in bulk, near hydrophobic and hydrophilic surfaces and around hydrophobic protein surfaces. We further discuss tools to probe liquid-vapor interfaces and their relations to dissolved solutes. In Chapter 4, we present a coarse-grained theory of solvation on a lattice, based on LCW ideas, improving and extending previous attempts to do this. We discuss some of the pitfalls involved in discretizing the LCW equations, their consequences, and satisfactory alternative discretizations that avoid them. We also discuss the validity of many of the approximations made. A detailed comparison of the final theory is made with the detailed numerical results of Chapter 3 to demonstrate the theory’s accuracy. We conclude with a discussion the future developments necessary for widespread use of LCW theory in biological and other settings.

In Chapter 5, we consider how hydrophobic and hydrophilic surfaces influence the hydrophobic effect in nearby dissolved solutes. We first present detailed numerical results, and then build a minimal LCW-like theory to rationalize all the observed behavior. Our main conclusion is that hydrophobic surfaces may act as generic catalysts for unfolding proteins, an observation that may contribute to our understanding of chaperone function. Finally, in Chapter 6, we employ our tools for looking at liquid-vapor interfaces to examine the process of water evaporation. We find an interesting connection between local surface curvature and evaporation. However, we also find that in our simulations, the process appears to be barrierless, in slight disagreement with recent experiments, and we suggest a possible reason for the disagreement.
Chapter 2

Theories of Solvation

2.1 Preliminaries

At heart, hydrophobicity is a collective effect, so we need statistical mechanics to understand it. On the other hand, quantum effects play an insignificant role in most liquids at ambient conditions [41]. Hence, we work within the Born-Oppenheimer approximation and treat a system of \( N \) atoms as if the nuclei were classical point particles at positions \( \mathbf{R}^N = \{ \mathbf{R}_1, \mathbf{R}_2, \ldots, \mathbf{R}_N \} \). These nuclei interact via a classical many-body potential \( U(\mathbf{R}^N) \) that results from integrating out the electronic degrees of freedom. We assume that \( U(\mathbf{R}^N) \) is well modeled by a force field of (a) pairwise interactions that capture intermolecular effects like Pauli exclusion, dispersive attractions and electrostatic attractions, and (b) harmonic or low-order Fourier expansion terms that capture chemical bonding detail, and involve between two and four atoms each. As in most other work in the field, we neglect the effects of polarization on the electron densities of molecules.¹

For concreteness, we use the following form of \( U(\mathbf{R}^N) \), common to many force fields like AMBER [16] and CHARMM [70]:

\[
U(\mathbf{R}^N) = \sum_{i,j} 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{R_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{R_{ij}} \right)^{6} \right] + \sum_{i,j} \frac{q_i q_j}{4\pi\epsilon_0 R_{ij}} \\
+ \sum_{i-j \text{ bonds}} \frac{1}{2} K^{(b)}_{ij} (R_{ij} - R_{ij}^{(0)})^2 \\
+ \sum_{i-j-k \text{ angles}} \frac{1}{2} K^{(a)}_{ijk} (\theta_{ijk} - \theta_{ijk}^{(0)})^2 \\
+ \sum_{i-j-k-l \text{ torsions}} \sum_{n} \frac{1}{2} K^{(t)}_{ijkl,n} \left[ 1 + \cos(n\chi_{ijkl} - \delta_{ijkl,n}) \right] \tag{2.1}
\]

¹For water in particular, this is approximation is reasonable. Its static dielectric constant, 80, results primarily from molecular rearrangements, not electronic polarization. The dielectric constant at optical frequencies, arising mostly from electronic polarization, is close to 2.
The indices $i$ through $l$ denote atomic nuclei, and unrestricted sums are over all the nuclei in the system. Here and everywhere, the vector $\mathbf{R}_{ij}$ is defined as $\mathbf{R}_i - \mathbf{R}_j$, and its length is $R_{ij}$, i.e. the distance between nuclei $i$ and $j$. The angle $\theta_{ijk}$ is that formed between $\mathbf{R}_{ij}$ and $\mathbf{R}_{kj}$, and its length is $R_{ij}$, i.e. the distance between nuclei $i$ and $j$. The angle $\theta_{ijk}$ is that formed between $\mathbf{R}_{ij}$ and $\mathbf{R}_{kj}$, and its length is $R_{ij}$, i.e. the distance between nuclei $i$ and $j$. The torsion angle $\chi_{ijkl}$ is the angle between the vector $\mathbf{R}_{lk}$ and the plane containing atoms $i$, $j$ and $k$. The first term models Pauli exclusion and dispersion forces between all atoms $i$ and $j$ via a Lennard-Jones potential [34]. The second term captures electrostatic effects, and the charge density of molecules is modeled by point partial charges $q_i$ centered at the atomic nuclei. All chemical bonds are taken to be fixed, and the harmonic terms are the first terms in a Taylor expansion of $U(\mathbf{R}^N)$ about the equilibrium lengths of bonds and the equilibrium angles between bonded trios of atoms. Since rotation about single bonds is a relatively soft degree of freedom, the potential energy as a function of torsion angle $\chi$ is instead modeled by a few terms in a Fourier series. All remaining symbols are parameters of the force field. The chemical identity of the system being modeled is encoded in these parameters. These are determined through various heuristics [16, 70], but are generally either fit systematically to the results of detailed quantum-mechanical calculations for a representative set of small molecules, or chosen to match a canonical set of experimental measurements like normal mode frequencies, liquid densities and vaporization enthalpies.

When modeling bulk systems in a computer, we are restricted to small numbers of atoms. To mitigate the effect of small system size, we impose periodic boundary conditions on our systems [34]. That is, we imagine that the atomic nuclei are enclosed in a cubic box of dimensions $L_x \times L_y \times L_z$ that periodically tiles space. In such an infinite system, the potential energy is infinite, but the potential energy density is finite. Hence, when calculating $U(\mathbf{R}^N)$, we restrict sums over $i$ to be over the atoms in only one of the cubic boxes, and in terms describing atomic bonding, $\mathbf{R}_{ij}$ always refers to the vector joining atom $i$ in one cubic box to the nearest image of atom $j$ in any periodically-replicated box. For conciseness, we call the resulting value of $U(\mathbf{R}^N)$ the system’s potential energy, although strictly speaking, it is the potential energy density multiplied by the periodic box size. Because of periodic boundary conditions, the function $U(\mathbf{R}^N)$ depends implicitly on the system volume $V$, i.e., $U(\mathbf{R}^N) = U(\mathbf{R}^N; V)$.

Thermodynamic quantities are derived from the potential energy function $U(\mathbf{R}^N; V)$ in the usual way. When studying solvation behavior, the most natural external conditions to impose are fixed temperature $T$ and fixed pressure $P$. This corresponds to working in the isothermal-isobaric ensemble [41], where the system’s partition function, $\Delta(N, P, T)$, is given by

$$\Delta(N, P, T) = C^{-1} \int \beta P dV \int \prod_{i=1}^{N} \frac{d\mathbf{R}_i}{\Lambda_i^3} \exp \left[ -\beta PV - \beta U(\mathbf{R}^N; V) \right].$$ (2.2)

Here, $C^{-1}$ is a constant that ensures proper Boltzmann counting, $\Lambda_i = h/\sqrt{2\pi m_i k_B T}$ is the thermal wavelength of particle $i$, $h$ is Planck’s constant, $\beta$ is $1/k_B T$, and $k_B$ is Boltzmann’s constant. When integrating over volume $V$, the unit box’s shape is kept fixed. The
corresponding Gibbs free energy is given by
\[ G(N, P, T) = -k_B T \ln \Delta(N, P, T). \]  
(2.3)

The thermal average of an observable \( A(R^N; V) \), denoted by \( \langle A \rangle \), is given by
\[ \langle A \rangle = \int dV \int dR^N e^{-\beta PV - \beta U(R^N; V)} A(R^N; V) \int dV \int dR^N e^{-\beta PV - \beta U(R^N; V)}. \]  
(2.4)

When the choice of potential \( U(R^N; V) \) is ambiguous, it is specified as a subscript, i.e., \( \langle A \rangle_U \). The free energy difference between two systems with potential energy functions \( U_1(R^N; V) \) and \( U_2(R^N; V) \) is given by
\[ G_2(N, P, T) - G_1(N, P, T) = -k_B T \ln \frac{\int dV \int dR^N e^{-\beta PV - \beta U_2(R^N; V)}}{\int dV \int dR^N e^{-\beta PV - \beta U_1(R^N; V)}} \]  
(2.5a)
\[ = -k_B T \ln \left\langle e^{-\beta (U_2 - U_1)} \right\rangle_{U_1}. \]  
(2.5b)

The last equation is a conceptually simple way of determining a free energy difference by evaluating thermal averages only, which, unlike absolute free energies, can be estimated computationally. In practice, free energy differences are computed using more efficient methods, such as those described in Section 3.1.1.

In all subsequent sections, the distinction between the isothermal-isobaric ensemble and the more familiar canonical ensemble is not significant. Hence, for compactness, we usually write free energies and thermal averages in an ensemble-agnostic notation (as in Equation (2.5b)), and highlight the pressure dependence only where relevant.

In most cases, it is impractical and unnecessary to keep track of all the atomic nuclei in a system. It suffices to keep track of a few select degrees of freedom, which evolve approximately according to a mean field created by the remaining degrees of freedom. For example, there may be a natural separation of time scales between fast and slow degrees of freedom. Let \( q^K = \{q_1(R^N), \ldots, q_K(R^N)\} \) denote the \( K \) slow degrees of freedom. The effective free energy surface on which the dynamics of these degrees of freedom takes place is given by
\[ G(q^K) = -k_B T \ln \left( \left\langle \prod_{i=1}^K \delta (q_i(R^N) - q_i) \right\rangle / \left\langle \prod_{i=1}^K \delta (q_i(R^N_0) - q_i) \right\rangle \right). \]  
(2.6)

Here, \( R^N_0 \) is an arbitrary reference configuration chosen to fix the zero of the effective free energy. In the simplest description, when there indeed is a natural separation of time scales, the system’s dynamics might be described by Langevin dynamics, i.e., diffusion along the effective free energy surface, with the net effect of the fast degrees of freedom implicitly accounted for by an effective noise and friction [10]. The simplest realization of such dynamics is
\[ m_i \ddot{q}_i = -\partial G/\partial q_i - \gamma \dot{q}_i + \eta_i(t), \quad 1 \leq i \leq K, \]  
(2.7)
where $m_i$ is an effective mass for degree of freedom $i$, $\gamma$ is an effective friction constant, and $\eta_i(t)$ is a random variable that, to be consistent with the fluctuation-dissipation theorem, satisfies
\[
\langle \eta_i(t)\eta_j(t') \rangle = 2\gamma k_B T \delta_{ij} \delta(t-t'),
\]
where the average is over all possible realizations of the noise. We discuss in Section 2.2.2 which degrees of freedom of water may be treated as “slow”.

## 2.2 Thermodynamics of solvation

The solvation behavior of a solute is characterized by its solvation free energy, $\Delta G_{\text{sol}}$, defined as the free energy of transferring the solute from vacuum into a solution. More precisely, let $\mathbf{r}^n$ and $\mathbf{s}^m$ denote the positions of the $n$ solute and $m$ solvent nuclei. For the form of potential energy in Equation (2.1), we can identify terms involving only solute nuclei, those involving only solvent nuclei, and those coupling the two. These terms are grouped into potential energies $U_{rr}$, $U_{ss}$ and $U_{rs}$, respectively, so that
\[
U(\mathbf{r}^n, \mathbf{s}^m) = U_{rr}(\mathbf{r}^n) + U_{rs}(\mathbf{r}^n, \mathbf{s}^m) + U_{ss}(\mathbf{s}^m).
\]  
(2.9)

With this separation, we define $\Delta G_{\text{sol}}$ precisely as
\[
\Delta G_{\text{sol}} = -k_B T \ln \langle e^{-\beta U_{rs}} \rangle_{U_{rr}+U_{ss}} \]  
(2.10)

Conceptually, we can break down the transfer into three physically distinct steps [92], shown schematically in Figure 2.1. First, a cavity is carved into the solvent in the shape of the solute, at free energy cost $\Delta G_{\text{cav}}$. Second, the solute and the solvent are allowed to interact via short-range dispersive forces, at free energy cost $\Delta G_{\text{vdW}}$. Finally, the solute’s charge density is allowed to interact with and polarize the surrounding solvent, at free energy cost $\Delta G_{\text{pol}}$. Operationally, these steps correspond to splitting $U_{rs}(\mathbf{r}^n, \mathbf{s}^m)$ into three terms,
\[
U_{rs}(\mathbf{r}^n, \mathbf{s}^m) = U_{\text{cav}}(\mathbf{r}^n, \mathbf{s}^m) + U_{\text{vdW}}(\mathbf{r}^n, \mathbf{s}^m) + U_{\text{pol}}(\mathbf{r}^n, \mathbf{s}^m). \]  
(2.11)

and then, exactly as in Equation (2.10), calculating the free energy difference that arises from incorporating each successive term, yielding
\[
\Delta G_{\text{cav}} = -k_B T \ln \langle e^{-\beta U_{\text{cav}}} \rangle_{U_{rr}+U_{ss}}, \]  
(2.12)
\[
\Delta G_{\text{vdW}} = -k_B T \ln \langle e^{-\beta U_{\text{vdW}}} \rangle_{U_{rr}+U_{ss}+U_{\text{cav}}}, \]  
(2.13)
\[
\Delta G_{\text{pol}} = -k_B T \ln \langle e^{-\beta U_{\text{pol}}} \rangle_{U_{rr}+U_{ss}+U_{\text{cav}}+U_{\text{vdW}}}. \]  
(2.14)

\[^2\text{Strictly speaking, the average volume of the system depends upon whether the term } U_{rs}(\mathbf{r}^n, \mathbf{s}^m) \text{ is or is not included, so a small concentration correction must be added to ensure that both initial and final states represent equal concentrations of the solute. The correction is } k_B T \ln \langle V \rangle_{U_{rr}+U_{ss}} / \langle V \rangle_{U_{rr}+U_{rs}+U_{ss}}, \text{ and vanishes as } \langle V \rangle \to \infty.\]
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Figure 2.1: Schematic of solvation free energy $\Delta G_{\text{sol}}$, broken into three physically distinct free energies: a free energy of cavitation, $\Delta G_{\text{cav}}$, a free energy of dispersive solute-solvent interactions, $\Delta G_{\text{vdW}}$, and a free energy of polarization, $\Delta G_{\text{pol}}$.

These free energy differences are related by the equation

$$\Delta G_{\text{sol}} = \Delta G_{\text{cav}} + \Delta G_{\text{vdW}} + \Delta G_{\text{pol}}.$$  \hspace{1cm} (2.15)

In general, $\Delta G_{\text{cav}}$ is positive, whereas $\Delta G_{\text{vdW}}$ and $\Delta G_{\text{pol}}$ are negative. The sign of $\Delta G_{\text{sol}}$ is the simplest characterization of hydrophobicity. Solutés for which $\Delta G_{\text{sol}} > 0$ are hydrophobic, since it takes positive reversible work to insert one solute molecule into the solvent, whereas solutes for which $\Delta G_{\text{sol}} < 0$ are hydrophilic.\(^3\) Indeed, the experimentally measured values of $\Delta G_{\text{sol}}$ of amino-acid side chains form the basis of the widely used Kyte-Doolittle hydropathy scale for measuring the hydrophobic character of the twenty naturally occurring amino acids [62].

The definitions of the various $\Delta G$ above include the difference in free energy owing to internal motions of the solute. For example, a butane molecule dissolved in water is found in a compact cis configuration slightly more often than in the gas phase [53]. We can remove this complication by defining a configuration-dependent solvation free energy $\Delta G_{\text{sol}}(q^n)$ to be the free energy of transferring the solute frozen into configuration $q^n$ from vacuum into solution. Explicitly,

$$\Delta G_{\text{sol}}(q^n) = -k_B T \ln \left< e^{-\beta U_{rs} \sum_{i=1}^{n} \delta(r_i - q_i)} \right>_{U_{rs} + U_{ss}}$$  \hspace{1cm} (2.16)

In general, for a large macromolecule, $\Delta G_{\text{sol}}(q^n)$ will have a non-trivial dependence on $q^n$. Hence, $\Delta G_{\text{sol}}(q^n)$ acts as an effective potential on the macromolecule that describes the effect of the solvent on the molecule’s configurations. For purely hydrophobic polymers, for

\(^3\)These criteria apply for a solute in bulk vapor or in bulk liquid. The issue is more subtle in the presence of interfaces, as the recent work of Pat Shaffer and Phil Geissler has demonstrated (personal communication, in preparation). For example, a surface-adsorbed ion has $\Delta G_{\text{sol}} < 0$, so overall, the ion is “hydrophilic” (it prefers the water to the vapor). However, from the point of view of bulk water, it appears hydrophobic, as it is expelled towards the interface.
example, $\Delta G(q^n)$ is much lower when the polymer is collapsed into a globule than when it is extended, which reflects the hydrophobic polymer’s tendency to adopt a compact shape when in solution. Similarly, in the context of proteins, $\Delta G_{\text{sol}}(q^n)$ is much lower than otherwise for configurations $q^n$ in which the protein’s hydrophobic residues are buried inside a globular core and only the hydrophilic residues are exposed to the surrounding water. The configurational dependence of $\Delta G_{\text{sol}}(q^n)$ thus captures the collective effects that lead to the hydrophobic effect. Thermodynamically, understanding the hydrophobic effect means having a tractable theory for estimating the configurational dependence of $\Delta G_{\text{sol}}(q^n)$.

### 2.2.1 Length-scale dependence of solvation free energies

We can estimate $\Delta G_{\text{sol}}$ analytically in several limits, where the essential physics of the hydrophobic effect is transparent. Before proceeding, we introduce the simplifying concept of an ideal solute, one that interacts with the solvent only by excluding solvent atoms from its interior, denoted by $V(r^n)$, so that $\Delta G_{\text{vdW}} = \Delta G_{\text{pol}} = 0$. More precisely,

\begin{align*}
U_{\text{cav}}(r^n, s^m) &= \begin{cases} 
\infty, & \text{any } s_i \text{ in } V(r^n), \\
0, & \text{otherwise}, 
\end{cases} 
(2.17a) \\
U_{\text{vdW}}(r^n, s^m) &= 0,
(2.17b) \\
U_{\text{pol}}(r^n, s^m) &= 0.
(2.17c)
\end{align*}

Such solutes are strongly hydrophobic, and we can understand most aspects of the hydrophobic effect by focusing on $\Delta G_{\text{cav}}$ alone.

For a macroscopic solute of volume $v$ and surface area $A$, $\Delta G_{\text{cav}}$ is dominated by pressure, $p$, and surface tension, $\gamma$, so that

$$\Delta G_{\text{cav}} \approx pv + \gamma A.$$  
(2.18)

The surface tension is that of the liquid solvent with vacuum. For a liquid near its triple point, such as water at ambient conditions ($T = 298$ K and $p = 1$ atm), it is essentially equal to the liquid-vapor surface tension at saturation, $\gamma_{lv}$. Its value at 298 K in various common units is [63]

\begin{align*}
\gamma_{lv} &= 72.00 \text{ mJ/m}^2, \\
&= 17.50 \text{ kJ/mol/nm}^2, \\
&= 43.36 \text{ kJ/mol/nm}^2, \\
&= 103.6 \text{ cal/mol/Å}^2.
\end{align*}
(2.19)

Microscopically, this high surface tension is due to large numbers of hydrogen-bonds being broken at a liquid-vapor interface. That is, when a large solute is embedded in water, it
is impossible for the hydrogen-bonding network of water to deform and accommodate the presence of the solute without many such bonds being broken.

The surface tension of water decreases nearly linearly with increasing temperature essentially up to the very near the critical point \(T_c = 647\, \text{K}\). At the critical point, it is exactly zero. Its temperature derivative at ambient conditions is

\[
\frac{\partial \gamma_{lv}}{\partial T} = -0.15\, \text{mJ/m}^2.
\]  

(2.20)

Hence, \(\Delta G_{\text{sol}}\) decreases with increasing temperature, so that macroscopic solutes are more soluble in hot water than in cold water.

Owing to liquid water’s high surface tension, and the fact that 1 atm of pressure is essentially equal to zero pressure at molecular scales, the surface tension term generally overwhelms the pressure term for all but the largest common solutes. For example, for a sphere of radius \(R\) at 1 atm pressure, the term \(\gamma A\) exceeds \(p v\) when \(R \lesssim 2\, \mu\text{m}\). Moreover, the excluded volume \(v\) is nearly independent of solute configuration, so that most of the configurational dependence of \(\Delta G_{\text{sol}}(r^n)\) results from changes in surface area. For these two reasons, we can safely ignore the \(p v\) term in subsequent discussions.

For nanoscopic solutes, \(\Delta G_{\text{sol}}\) behaves differently. When \(v\) is tiny, the number of water molecules inside it, \(N\), will almost always be 0, only every so often be 1, and almost never be any higher.\(^4\) Let \(p_0\) and \(p_1 \approx 1 - p_0\) be the probabilities of observing 0 or 1 waters in \(v\). The average number of waters observed in this cavity is \(\rho_{\ell} v\), where \(\rho_{\ell} \approx 33.3\, \text{waters/nm}^3\) is the number density of water molecules at ambient conditions. Hence, \(p_1 \approx \rho_{\ell} v\), so that \(p_0 \approx 1 - \rho_{\ell} v\). It follows from Equation (2.12) that

\[
\Delta G_{\text{cav}} \approx -k_B T \ln(1 - \rho_{\ell} v) \approx k_B T \rho_{\ell} v, \quad \text{(tiny } v\text{).}
\]  

(2.21)

Hence, for a tiny solute, the solvation free energy scales with excluded volume and temperature, so small solutes are less soluble in hot water than in cold water. Physically, small solutes, unlike large ones, can be accommodated within the existing hydrogen-bonding network of water. The volume exclusion merely reduces the number of configurations available to the surrounding water, so the solvation free energy is dominated by entropic considerations.

The solutes where the above argument applies are impossibly tiny. For the argument to work, we need \(\rho_{\ell} v \ll 1\), so that \(v \ll 30\, \text{Å}^3\), the volume of a sphere of radius 1.9 Å. This is roughly the solvent-excluding volume of a hydrogen atom. If we admit using additional empirical information, we can treat somewhat larger solutes analytically, as follows.

Computer simulations of various liquids near their triple point have shown that small density fluctuations in them are Gaussian to an excellent approximation (Chapter 3 describes

\(^4\)It is generally clear from context whether \(N\) is the total number of waters in the system or just the number of waters inside the probe volume \(v\).
methods to probe large fluctuations, where deviations from Gaussian behavior become evident). Indeed, Chandler showed that many approximate theories of liquid structure are equivalent to assuming Gaussian statistics for small density fluctuations [11]. One way to test this approximation, introduced by Hummer et al [53], is to measure the probability of finding \( N \) water molecules inside a probe volume \( v \), denoted by \( P_v(N) \). Similar measurements have been made for a fluid of hard spheres [18] and for a fluid of Lennard-Jones particles [46]. Figure 2.2 shows a representative set of probability distributions for spherical volumes of various sizes, and corresponding Gaussian fits that confirm the accuracy of the Gaussian approximation.

The moments of \( P_v(N) \) can be estimated analytically using only experimentally accessible information. The mean, \( \langle N \rangle_v \), is given by

\[
\langle N \rangle_v \approx \rho v,
\]  

(2.22)
and the variance, $\langle (\delta N)^2 \rangle_v$ is equal to $\sigma_v$, given by

$$\sigma_v = \langle (\delta N)^2 \rangle_v \approx \int_{r \in v} \int_{r' \in v} \langle \delta \rho(r) \delta \rho(r') \rangle.$$  \hfill (2.23)

It can be shown [41] that the integrand, denoted by $\chi(r, r')$, is trivially related to the pair distribution function, $g(r)$, by the equation

$$\chi(r, r') = \langle \delta \rho(r) \delta \rho(r') \rangle = \rho_v \delta(r - r') + \rho_v^2 [g(|r - r'|) - 1].$$  \hfill (2.24)

The Gaussian model predicts that $P_v(N)$ is well approximated by

$$P_v(N) \approx \frac{1}{\sqrt{2\pi \sigma_v}} \exp \left[ -\frac{(N - \langle N \rangle_v)^2}{2\sigma_v} \right].$$  \hfill (2.25)

For small enough volumes, the Gaussian approximation to $P_v(N)$ holds even at $N = 0$. From Equation (2.12), we deduce that

$$\Delta G_{\text{cav}} = -k_B T \ln P_v(0),$$  \hfill (2.26)

so

$$\Delta G_{\text{cav}} \approx k_B T \langle N \rangle_v^2 / 2\sigma_v + k_B T \ln \sqrt{2\pi \sigma_v}.$$  \hfill (2.27)

This analytical expression for $\Delta G_{\text{cav}}$ is surprisingly powerful and accurate. For example, when the solvent is water, it correctly predicts the solvation free energies of spheres of up to about 4 Å in radius, the potential of mean force between two methyl-sized cavities (including an effective “hydrophobic bond” between the cavities stabilized by a single water molecule between them) and the bias for the cis configuration of butane with respect to the trans configuration in water [53].

We can approximate the right-hand side of Equation (2.27) further by noting that $\chi(r, r')$ is translationally invariant and local. As a result, when $v$ is not too small, we may approximate

$$\sigma_v \approx \int_{r \in v} \langle \delta \rho(r) \delta \rho(r') \rangle = v \int_{r} \langle \delta \rho(0) \delta \rho(r) \rangle = \rho_v \chi,$$  \hfill (2.28)

where $\chi = \partial \rho / \partial \beta p$ is the unitless isothermal compressibility of water [41], related to the unitful isothermal compressibility, $\chi_T = -(1/V)(\partial V / \partial P)_T$, by the relation $\chi_T = \rho k_B T \chi$. Its value for water at ambient conditions is about 0.06. Using this approximation and neglecting the typically small log-term in Equation (2.27), we obtain

$$\Delta G_{\text{cav}} \approx k_B T \frac{\rho}{2\chi} v.$$  \hfill (2.29)

\footnotesize
5This is strictly the pair distribution function of oxygen nuclei, which is equal, to an excellent approximation, to the pair distribution function of scattering centers measured by X-ray diffraction [81].
Quantitatively, the approximation is not too accurate, but qualitatively, it reveals that the solvation free energies of small volumes, up to about 1 nm in size, scales with volume and temperature, and arises primarily from entropic constraints on the surrounding solvent.

Considering the microscopic and macroscopic regimes just described, it must be the case that the underlying physics of solvation depends significantly on the length scale of the solutes. The solvation free energy of small solutes is proportional to temperature and volume, while that of large solutes is proportional to surface area and surface tension (so it decreases with temperature). Solutes of intermediate size will exhibit intermediate behavior. This is indeed the case [12, 49], as is shown in Figure 2.3.

The length scale at which the solvation physics crosses over from entropic considerations to that of formation of liquid-vapor-like interfaces is about 1 nm. This is precisely the scale at which several fundamental steps of biological processes, like folding and substrate binding, take place. For instance, proteins are polymers made of amino acids, whose side chains have dimensions between a few Angstroms and about 1 nm. Similarly, many common drugs are small molecules of nanometric size that act by binding a complementary pocket on a protein surface.
The length-scale dependence of solvation free energies in Figure 2.3 is related to the effective hydrophobic force of assembly. When a set of small solutes is dispersed in solution, their total solvation free energy scales with their cumulative volume, whereas when they aggregate, the solvation free energy scales like the area of the aggregate. The temperature dependence of this force of assembly is somewhat surprising. The free energy of aggregation increases with increasing temperature, since the isolated monomers are less soluble, whereas the aggregate is more so. This is in contrast what would be expected if solvation free energies of solutes of all sizes were proportional to surface area and surface tension. In that case, assembly of small solutes would also be observed, since the total surface area would then be reduced, but the free energy of aggregation, being proportional to surface tension, would decrease with increasing temperature. An example where this difference is strikingly visible is in protein folding. Proteins are observed to denature when heated, since at high temperatures, disordered conformations are always favored. However, many proteins also denature when cooled. This puzzling fact can be explained by noting that the hydrophobic force of assembly decreases when the solvent is colder, and forming a hydrophobic core is a key mechanism for proteins to fold. The unusual temperature dependence of assembly can also quantitatively explain other puzzling experimental observations, such as the non-monotonic temperature dependence of the critical concentration of amphiphilic monomers above which micelles form in solution [71].

2.2.2 The role of solvent in hydrophobic collapse and assembly

When a hydrophobic polymer collapses, as well as when two hydrophobic solutes come together, the solvent plays an important dynamical role beyond simply creating an effective free energy surface for the solute’s degrees of freedom. In essence, aggregation and collapse both involve a microscopic phase transition\(^6\) in the solvent: the individual monomers are hydrated by accommodating them in cavities that form spontaneously in the solvent, but the aggregate is embedded in a vapor-like region of the solvent. The barrier to nucleating such a vapor-like region and its concomitant liquid-vapor interface can be high, and may in fact be the highest free energy barrier to collapse or assembly.

Solvent-dominated free energy barriers have been observed explicitly in the collapse of model hydrophobic polymers, as shown in the two examples of Figure 2.4. In both examples, a model hydrophobic 12-mer with high bending resistance is embedded in a solvent, which stabilizes a collapsed-globule conformation. The transition paths between the extended and collapsed states are then examined, either by explicit sampling [7] or by constructing a minimum free energy path between the states.\(^7\) In one example, the solvent is represented by

\(^6\)By “microscopic phase transition”, we mean a prominent bistability in the system’s free energy landscape. Since the aggregate size is fixed, we cannot consider a thermodynamic limit for this transition, in which some free energy derivative becomes discontinuous. As a result, this bistability is not a true phase transition.

\(^7\)A minimum free energy path is a curve in a space of collective coordinates, such as the \(q^K\) coordinates of Section 2.1, that (a) connects two fixed points in this space (here, the extended and collapsed states of
a coarse-grained model based on Lum-Chandler-Weeks theory (discussed in Section 4.4.4), while in the second example, the water is modeled in atomistic detail. In both examples, a free energy surface is constructed by integrating out the small-length-scale density fluctuations of the solvent, while retaining an explicit description of the large-length-scale fluctuations. What is observed is that there are large free energy barriers along the solvent coordinates in this reduced description, which are absent when the free energy surface is further collapsed onto the solute coordinates alone. What this implies is that there is a subset of solvent degrees of freedom that evolves at least as slowly as the solute degrees of freedom. Hence, to capture the dynamics of hydrophobic collapse or assembly in these cases, qualitatively if not quantitatively, it is essential to represent these slow solvent degrees of freedom explicitly. A Langevin model for dynamics, like the one in Equation (2.7), where all the solvent degrees of freedom have been integrated out will instead underestimate the time scales for hydrophobic association and collapse by many orders of magnitude.

2.3 Lum-Chandler-Weeks theory

As discussed above, small-length-scale and large-length-scale solvent density fluctuations have qualitatively different thermodynamics and kinetics. One way to build a theory that describes solvation might therefore start by modeling these two kinds of density fluctuations separately, then introduce an effective coupling between the two. This is precisely what Lum-Chandler-Weeks theory (LCW) does [67, 68]. Our discussion of LCW theory here closely follows the modern presentation found in Ref. [13], instead of that found in the original LCW paper [68].

The aim of LCW theory is to describe the probability of observing any particular realization of the solvent density field, $\rho(r)$, in terms of an effective Hamiltonian. Orientational effects, such as hydrogen bonding, are captured implicitly in this Hamiltonian. To begin, it is useful to split the solvent density into a smooth part that varies slowly in space and time, and a field of overlying fluctuations, as follows

$$\rho(r) = \rho_n(r) + \delta\rho(r).$$

(2.30)

In doing so, we imagine that $n(r)$ captures the slow, large-length-scale features of the solvent density, and that $\delta\rho(r)$ time-averages to near zero on a few-picosecond time scale.

This split is not unique, so there is not a 1-1 mapping from $\rho(r)$ to $n(r)$. However, we can visualize a typical $n(r)$ associated with $\rho(r)$ by convoluting $\rho(r)$ with a Gaussian of width $\xi$ comparable to a correlation length in water (about 3-4 Å at ambient conditions). Two examples of this procedure are shown in Figure 2.5. In these systems, a slab of water is prepared in coexistence with its vapor, and a hard-sphere solute is inserted in the slab’s

the polymer) and (b) is everywhere parallel to the average direction of low-temperature diffusive motion in the reduced free energy landscape. It captures the dominant transition path between two states separated by a free energy barrier.
Figure 2.4: (a) Free energy for a model hydrophobic polymer in a coarse-grained model of water, as a function of radius of gyration, $R_g$ (Å), and size of largest contiguous vapor-like region, $U$ (arbitrary units of volume). From Ref. [106]. The dots trace configurations observed in representative hydrophobic collapse trajectories, with the transition state of each one marked in green. The transition states involve the formation of a vapor bubble in the liquid. (b) Free energy along minimum free energy path for a collapse of the same model hydrophobic polymer, in explicit SPC/E water. The collective variables are the polymer configurations and a coarse-grained solvent density. The barrier to collapse is dominated by solvent motions, not solute motions. From Ref. [78].
center. The field \( n(r) \) is essentially uniform in the liquid and the vapor regions, but capillary-wave fluctuations are clearly observed at the slab’s edge and around the larger solute.

The \( n(r) \) field describes the solvent on a mesoscopic scale, where a region of space is either liquid-like or vapor-like, with thin interfacial regions in between them. Such a behavior is well modeled by a Landau-Ginzburg Hamiltonian,

\[
H_L[n(r)] = \int \left[ w(n(r), \mu) + \frac{m}{2} |\nabla n(r)|^2 \right].
\]

(2.31)

Here and throughout we use an abbreviated integration notation for clarity. The function \( w(\rho/\rho_l, \mu) \) is the grand free energy density for the liquid solvent at a given density, \( \rho \), and chemical potential, \( \mu \), relative to that of the gas. It has two minima, at \( n = 0 \) and \( n = 1 \), corresponding to vapor-like and liquid-like phases, with a large barrier between them. The square-gradient term reflects the inability of the \( n(r) \) field to switch instantaneously from liquid-like to vapor-like values. The value of \( m \) and the shape of the barrier in \( w(n, \mu) \) determine the shape and width of the interfacial region, as well as the effective surface tension of the vapor-liquid interface [93].

In a region where \( n(r) \) is uniformly liquid-like, the field \( \delta \rho(r) \) has Gaussian statistics, as discussed previously. We assume that even in the non-uniform case, \( \delta \rho(r) \) has Gaussian statistics, although the fluctuation spectrum might depend on the field \( n(r) \). Hence, we have a model Hamiltonian for this fluctuating field

\[
H_S[\delta \rho(r); n(r)] = \frac{k_B T}{2} \int \int \delta \rho(r) \chi^{-1}(r, r'; n(r)) \delta \rho(r'),
\]

(2.32)

where \( \chi^{-1}(r, r'; n(r)) \) is defined by the relation

\[
\int \chi^{-1}(r, r'; n(r)) \chi(r', r''; n(r)) = \delta(r - r''), \quad \text{for all } r, r'',
\]

(2.33)

and \( \chi(r, r'; n(r)) \) is, by this construction, the fluctuation spectrum of \( \delta \rho(r) \) in the presence of a particular configuration of the slowly-varying field,

\[
\chi(r, r'; n(r)) = \langle \delta \rho(r) \delta \rho(r') \rangle_{n(r)}.
\]

(2.34)

In LCW theory, this fluctuation spectrum is assumed to be modeled well by the following formula, which is exact for uniform \( n(r) = 0 \) and \( n(r) = 1 \), and interpolates smoothly between these two limits:

\[
\chi(r, r'; n(r)) \approx \rho_v n(r) \delta(r - r') + \rho_i^2 n(r) |g(|r - r'|) - 1| n(r').
\]

(2.35)

For clarity, we henceforth omit the dependence of \( \chi(r, r') \) on the field \( n(r) \).
Figure 2.5: Approximate \( n(\mathbf{r}) \)-like fields derived from a full density field \( \rho(\mathbf{r}) \) extracted from an atomistically detailed simulation of water. A \( 60 \times 60 \times 60 \text{ Å}^3 \) slab of SPC/E water is set up in a \( 60 \times 60 \times 70 \text{ Å}^3 \) periodic box and evolved in time. At a fixed time, an \( n(\mathbf{r}) \)-like field is constructed by convoluting the atomistic water density with a Gaussian of width 4 Å. Shown is a cross-section of the density field in the presence of a sphere at the center of the slab of radius (a) 2.5 Å, or (b) 10 Å (yellow outline). The bulk region of the liquid is essentially smooth, but liquid-vapor interfaces are clearly seen at the slab edges and around the 10 Å hard sphere.
Finally, when there are large-length-scale inhomogeneities in the solvent density, there arises an effective coupling between the small- and large-length-scale solvent densities. In that case, the total Hamiltonian for the density fields $n(r)$ and $\delta \rho(r)$ is

$$H[n(r), \delta \rho(r)] = H_L[n(r)] + H_S[\delta \rho(r); n(r)] + H_I[n(r), \delta \rho(r)],$$  \hspace{1cm} (2.36)$$

where

$$H_I[n(r), \delta \rho(r)] = \int_r \int_{r'} [n(r) - 1]u(r, r')\delta \rho(r') + H_{\text{norm}}[n(r)].$$  \hspace{1cm} (2.37)$$

Here, $u(r, r')$ is a short-ranged, translationally- and rotationally-invariant coupling strength, discussed below in detail. The specific form is chosen so that $H_I[n(r), \delta \rho(r)]$ is zero for the uniform liquid $n(r) = 1$, and $H_{\text{norm}}[n(r)]$ is chosen so that

$$\int_D \delta \rho(r) e^{-\beta H[n(r), \delta \rho(r)]} = e^{-\beta H_L[n(r)]}. $$  \hspace{1cm} (2.38)$$

It can be shown that up to an irrelevant additive constant, $H_{\text{norm}}[n(r)]$ is given by the equation

$$H_{\text{norm}}[n(r)] = \frac{k_B T}{2} \int_r \int_{r'} \int_s \int_{s'} [n(r) - 1] \beta u(r, s)\chi(s, s')\beta u(s', r')[n(r') - 1]. $$  \hspace{1cm} (2.39)$$

These and other derivations are shown explicitly in Chapter 4.

The physical origin of this coupling has been worked out rigorously by Weeks and coworkers [114, 118, 120–122] for simple liquids in terms of “unbalancing forces”, as explained in detail in Appendix A. Physically, solvent molecules deep in the bulk liquid are attracted equally in all directions, so they experience zero net force, but particles near a liquid-vapor interface feel an unbalanced attraction towards the bulk, as shown in Figure 2.6. When the total density is divided into slowly and quickly varying portions, the unbalanced attractions between the slowly varying portions give rise to the square-gradient term in Equation (2.31), and the remaining coupling to the quickly varying field $\delta \rho(r)$ gives rise to the term $H_I[n(r), \delta \rho(r)]$. The coupling strength $u(r, r')$ describes the short-range attractions between solvent molecules, and the results of LCW theory are only appreciably sensitive to the energy and length scale of this attraction, not its exact form. To bring out these considerations explicitly, it is useful to rewrite the coupling in terms of an unbalancing potential, $\phi(r)$, given by

$$\phi(r) = -2a\rho_r[\bar{n}(r) - 1].$$  \hspace{1cm} (2.40)$$

Here, the “smearing” overbar operator smooths out the field $n(r)$ over a few Angstroms, the range of the coupling strength $u(r, r')$, and the parameter $a$ characterizes the strength of the coupling. Notice that $\phi(r)$ depends on $n(r)$, but we will generally omit this dependence for clarity. With this potential, the interaction Hamiltonian can be written as

$$H_I[n(r), \delta \rho(r)] = \int_r \phi(r)\delta \rho(r) + H_{\text{norm}}[n(r)], $$  \hspace{1cm} (2.41)$$
Figure 2.6: (a) Around a density inhomogeneity, such as near a hard wall (grey), solvent molecules (blue disks) experience unbalanced attractions, which result in effective forces (red arrows) towards higher density regions. (b) Such forces can be modeled by coupling an unbalancing potential $\phi(\mathbf{r})$ (solid), given by Equation (2.40), to the solvent density (dashes).
with
\[ H_{\text{norm}}[n(r)] = \frac{k_B T}{2} \int_r \int_{r'} \phi(r) \chi(r,r') \phi(r'). \] (2.42)

Since the formal derivation of the unbalancing potential coupling doesn’t extend to complex molecular liquids like water, the coupling shown here is to be regarded as a phenomenological model for the physically justified unbalancing forces that we expect are common to all cohesive liquids. The parameter \( a \) and the effect of the smearing operator \( n(r) \) are chosen either on physical grounds or to fit the results of a representative set of LCW calculations to results from atomistically detailed simulations.

The three energy terms discussed above, characterizing large- and small-length-scale density fluctuations and their coupling, form the basis of LCW theory. They describe the free energy cost of setting up a particular configuration of the slowly-varying density field \( n(r) \) and the quickly-varying field \( \delta \rho(r) \). For future reference, we group all the terms in a single equation,

\[ H[n(r), \delta \rho(r)] = \int_r w(n(r), \mu) + \frac{m}{2} |\nabla n(r)|^2 \] (\( = H_L[n(r)] \))
\[ \quad + \frac{k_B T}{2} \int_r \int_{r'} \delta \rho(r) \chi^{-1}(r,r'; n) \delta \rho(r') \] (\( = H_S[\delta \rho(r); n(r)] \))
\[ \quad + \int_r \phi(r) \delta \rho(r) + H_{\text{norm}}[n(r)] \] (\( = H_I[n(r), \delta \rho(r)] \)),

where \( \phi(r) \) is given in Equation (2.40) and \( \chi(r,r'; n(r)) \) is given by Equation (2.24). The Hamiltonian is built so that when the field \( \delta \rho(r) \) is thermally averaged, the resulting effective Hamiltonian is \( H_L[n(r)] \) (see Equation (2.38)).

Chandler has shown [11] that the presence of an ideal solute that excludes solvent from a region \( v \) can be effectively modeled as the constraint \( \rho_v n(r) + \delta \rho(r) = 0 \) for all points \( r \) in \( v \). When the field \( \delta \rho(r) \) is thermally averaged subject to this constraint an effective Hamiltonian \( H_{\text{eff}}[n(r)] \) results, as follows

\[ e^{-\beta H_{\text{eff}}[n(r)]} = \int \mathcal{D} \delta \rho(r) e^{-\beta H[n(r), \delta \rho(r)]} \prod_{r \in v} \delta (\rho_v n(r) + \delta \rho(r)). \] (2.44)

Since the Hamiltonian \( H[n(r), \delta \rho(r)] \) is quadratic in \( \delta \rho(r) \), the integral can be performed analytically, as shown in Chapter 4. The result is

\[ H_{\text{eff}}[n(r)] = H_L[n(r)] + \frac{k_B T}{2} \ln \text{det}(2\pi \chi_v) \]
\[ \quad + \frac{k_B T}{2} \int_{r \in v} \int_{r' \in v} \left[ \rho_v n(r) - \int_s \chi(r,s) \beta \phi(s) \right] \chi_v^{-1}(r,r') \left[ \rho_v n(r') - \int_{s'} \chi(r',s') \beta \phi(s') \right], \] (2.45)
where $\chi_v^{-1}(\mathbf{r}, \mathbf{r'})$ is the operator that satisfies
\[
\int_{\mathbf{r''} \in v} \chi_v^{-1}(\mathbf{r}, \mathbf{r''})\chi(\mathbf{r''}, \mathbf{r'}) = \delta(\mathbf{r} - \mathbf{r'}), \quad \text{for all } \mathbf{r}, \mathbf{r'} \text{ in } v. \quad (2.46)
\]

Equation (2.45) should be compared to the Gaussian model of Equation (2.27). The expression in square brackets is the linear response expression for the average solvent density at a point in the presence of the external field $\phi(\mathbf{r})$, so its integral over the volume $v$ is the average number of solvent particles in $v$. The last two terms of Equation (2.45) are thus revealed to be the multi-variable generalization of the Gaussian model expression of Equation (2.27).

The original LCW theory [68] is a mean field theory solution to Equation (2.45), as described in Appendix A. If the mean-field approximation is omitted, then Equation (2.45) encodes valuable information about the energetics of large-length-scale fluctuations, as first observed by Ten Wolde, Sun and Chandler [107].

Using the LCW Hamiltonian, the values of interesting observables can be immediately calculated. For example, the solvation free energy of an ideal solute that excludes solvent from volume $v$ is given by
\[
\Delta G_{\text{sol}} = -k_B T \ln \left( e^{-\beta (H_{\text{eff}}[n(\mathbf{r})] - H_L[n(\mathbf{r})])} \right)_{H_L}. \quad (2.47)
\]

For small solutes, where the $n(\mathbf{r}) = 1$ configuration dominates the thermal average, this formula reverts to the Gaussian model of small-solute solvation, Equation (2.27). Conversely, for large solutes, the field $n(\mathbf{r})$ is most likely 0 inside the solute and 1 outside, and the solvation free energy is dominated by the interfacial energetics, captured by the term $H_L[n(\mathbf{r})]$. The theory provides a physically sound interpolation between the small- and large-solute limits, without restrictions to simple geometries like spheres. In fact, LCW theory was the first quantitative theory of solvation to possess all of these attributes.

Another interesting observable is the average solvent density at a point $\mathbf{r}$, shown in Chapter 4 to be
\[
\langle \rho(\mathbf{r}) \rangle = \left( \rho n(\mathbf{r}) - \int_{\mathbf{r''} \in v} \int_{\mathbf{s} \in v} \chi(\mathbf{r}, \mathbf{r''})\chi_v^{-1}(\mathbf{r''}, \mathbf{s}) \left[ \rho n(\mathbf{s}) - \int_{\mathbf{s'} \in v} \chi(\mathbf{s}, \mathbf{s'})\beta \phi(\mathbf{s'}) \right] \right)_{H_{\text{eff}}}. \quad (2.48)
\]

For large solutes, the mean density is depleted just outside the solute, as would be expected from the entropy of capillary waves on the liquid-vapor interface around such solutes. When additional solute-solvent interactions are considered, this depletion layer disappears [48].

LCW theory is flexible enough to encompass microscopic phase transitions, since there is no a priori reason why $H_{\text{eff}}[n(\mathbf{r})]$ should not have more than one prominent minimum. As such, it captures the dewetting phenomena that play a critical role in assembly of model hydrophobic plates [51, 115], and the collapse of model hydrophobic polymers [78, 106], as discussed above.

Since LCW theory captures all of these important solvation phenomena, it is an attractive candidate for modeling solvation in more complicated contexts, such as protein folding,
drug discovery and self-assembly, where treating solvation too crudely is inappropriate and treating it explicitly is too expensive to be practical. A principal thrust of this thesis is to construct a tractable, efficient theory of solvation based on LCW ideas, which may eventually be used in these contexts.
Chapter 3

Molecular-scale probes for solvent density fluctuations

In this chapter, we develop tools to probe solvent density fluctuations in computer simulations of water, and discuss the implications of the results we find. In previous work, such density fluctuations have been probed in Lennard-Jones fluids and hard-sphere fluids using Monte Carlo simulations and umbrella sampling [18, 46]. When the solvent is water, simulations of equal statistical value are orders of magnitude more expensive to perform, so it’s important to distribute the computational effort over many computers. In this context, the straightforward methodology used in Refs. [18, 46] becomes impractical. An important objective of this chapter is to develop practical alternatives [84, 85].

The main tool we use for probing solvent density fluctuations are water number distributions, denoted \( P_v(N) \), which measure the probability of finding \( N \) water molecules in a probe volume \( v \). These are the distributions that, for small \( v \), were examined by Hummer et al [53] and discussed in Section 2.2.1. When \( v \) is large, the distributions are qualitatively different: for \( N \) significantly below \( \langle N \rangle_v \), the distributions deviate from the Gaussian behavior that occurs around the mean value. These deviations, or “fat tails”, belie the formation of a vapor bubble inside \( v \), as it is much easier to grow this vapor bubble than it is to isotropically rarify the bulk liquid. When \( v \) is located near a hydrophobic object, the fat tails appear at \( N \) much closer to \( \langle N \rangle_v \). This difference reflects the presence of a preformed liquid-vapor interface around the hydrophobic object, which can simply be enlarged to encompass \( v \) and evacuate the water molecules it contains. The consequences of this observation are apparent when two hydrophobic objects are brought close together. Water number distributions between two model hydrophobic plates are bistable, as anticipated by LCW theory. One stable state is a “wet” state, where the interplate region is filled with water, and the other is a corresponding “dry” state. Such bistabilities are present in more realistic systems, such as nearby dimers of the protein melittin, the main component of bee venom. Melittin dimers have a large hydrophobic patch that mediates assembly into tetramers, as has been observed in dynamical simulations [64]. Mutations to this protein affect the dewetting transition in
CHAPTER 3. PROBES FOR SOLVENT DENSITY FLUCTUATIONS

The remainder of this chapter is devoted to extensions of the methods we develop to probe density fluctuations. First, to further test whether small fluctuations in water and other liquids are truly Gaussian, we develop tools to probe the distribution functions for the Fourier components of the solvent density field. These tools are generally applicable in other contexts. Second, we develop tools to study fluctuations of the liquid-vapor interface. Our efforts are motivated by a recent development in identifying instantaneous liquid-vapor interfaces [125]. In Chapter 6, we use the tools we develop here to compute the potential of mean force for progressively pulling one water molecule out of the bulk liquid, an important object in water evaporation. These tools are also generally applicable, for instance, to study the driving forces for ions to move towards or away from liquid-vapor interfaces [59,82,87].

3.1 Umbrella sampling

In studying the thermodynamics of a system, many quantities of interest, including probability density functions, may be expressed as thermal averages of an observable. These averages may be estimated through sampling, as follows. A set of \( M \) statistically independent configurations of the system are first generated with a probability given by their Boltzmann weight [34], with the \( m \)th such configuration denoted by \( \mathbf{R}_m^N \). The thermal average of an observable \( A(\mathbf{R}^N) \) is then estimated as

\[
\langle A \rangle \approx \frac{1}{M} \sum_{m=1}^{M} A(\mathbf{R}_m^N).
\]

The statistical error associated with this estimate is small if the configurations that dominate the Boltzmann ensemble also have values of \( A \) that are close to \( \langle A \rangle \), but is much larger if the important configurations are badly sampled.

One common observable that is hard to estimate in this manner is the distribution function for \( A \), \( P(A) \), defined as

\[
P(A) = \langle \delta(A(\mathbf{R}^N) - A) \rangle.
\]

Practically, it is more convenient to bin this probability distribution, i.e., measure its integral over small, consecutive ranges of values of width \( \Delta A \). When doing this, the observable being estimated is

\[
P(A)\Delta A \approx \langle h_{\Delta A}(A(\mathbf{R}^N) - A) \rangle,
\]

where

\[
h_{\Delta A}(x) = \begin{cases} 
1, & -\Delta A/2 < x < +\Delta A/2, \\
0, & \text{otherwise.}
\end{cases}
\]

When \( P(A)\Delta A \) is exponentially small, the straightforward sampling estimate is extremely unreliable, because a tiny number is being estimated as the average of a large number of 0s and an exponentially small number of 1s.
Umbrella sampling, known as importance sampling in the general context of Monte Carlo integration, is a technique to avoid the problems of rare but important configurations. The key idea is to draw samples from a distribution that is not the Boltzmann distribution, but where the important configurations are well-represented, and then weighing any averages to recover Boltzmann statistics. Formally, this procedure corresponds to the trivial identity

\[
\langle A \rangle_U = \frac{\int dR^N e^{-\beta U(R^N)} A(R^N)}{\int dR^N e^{-\beta U(R^N)}} \quad (3.5a)
\]

\[
= \frac{\int dR^N e^{-\beta U(R^N) - \beta \Delta U(R^N)} A(R^N) e^{\beta \Delta U(R^N)}}{\int dR^N e^{-\beta U(R^N) - \beta \Delta U(R^N)}} \quad (3.5b)
\]

\[
= \frac{\langle A e^{\beta \Delta U} \rangle_{U+\Delta U}}{\langle e^{\beta \Delta U} \rangle_{U+\Delta U}}. \quad (3.5c)
\]

In other words, sampling is performed in the Boltzmann ensemble of a system with potential energy \( U + \Delta U \) instead of \( U \). The ratio of the thermal averages of \( A e^{\beta \Delta U} \) and \( e^{\beta \Delta U} \) yields the thermal average of \( A \) in the original Boltzmann ensemble. With an appropriate choice of \( \Delta U \), the configurations that dominate the average of \( A \) can be sampled well.

The above discussion may be generalized substantially. Thermal averages may be estimated with great precision by collecting samples in many different but related ensembles, and then combining all the information in an optimal way. The resulting algorithm, the Multi-state Bennett Acceptance Ratio (MBAR) \[97\], is very powerful and is critical to the rest of this thesis, so we discuss it in detail below. It generalizes the closely related Weighted Histogram Analysis Method (WHAM) \[32\]. Both algorithms also provide an optimal estimate of the free energy difference between the sampled ensembles.

The derivation of MBAR that we present below differs substantially from the original presentation and is inspired by similar derivations of related methods \[2, 60, 96\]. To the author’s knowledge, however, it is not available in this form in the literature.

### 3.1.1 Maximum-likelihood derivation of MBAR equations

We begin with a Boltzmann ensemble, called the “unbiased” ensemble, defined by a potential energy \( U \), whose partition function is \( Z \) and related free energy is \( F \). These quantities are given by

\[
Z = \int dR^N \exp[-\beta U(R^N)], \quad (3.6)
\]

\[
F = -k_B T \ln Z. \quad (3.7)
\]

We then have \( K \) biasing potentials, also called umbrella potentials, labeled \( V_1 \) through \( V_K \). For each biasing potential \( V_k \), we collect \( N_k \) statistically independent samples, labeled \( R_{k,n}^N \),
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that are Boltzmann-weighted with the potential \( U + V_k \). The partition function, \( Z_k \), and associated free energy, \( F_k \), of this ensemble are given by

\[
Z_k = \int \, d\mathbf{R}^N \exp[-\beta U(\mathbf{R}^N) - \beta V_k(\mathbf{R}^N)],
\]

\[
F_k = -k_B T \ln Z_k,
\]

We denote by \( \Delta F_k \) the free energy difference between this ensemble and the unbiased ensemble, given by

\[
\Delta F_k = F_k - F = k_B T \ln(Z/Z_k).
\]

As in any sampling method, a model for the full probability density of the unbiased ensemble, \( P(\mathbf{R}^N) \), is constructed as a sum of Dirac \( \delta \)-functions centered at each of the \( N_1 + \cdots + N_K \) samples observed, with unknown weights \( p_{j,n} \). In other words,

\[
P(\mathbf{R}^N) \approx Z^{-1} \sum_{j=1}^{K} \sum_{n=1}^{N_j} p_{j,n} \delta(\mathbf{R}^N - \mathbf{R}_{j,n}^N).
\]

The probability density of the \( k \)th biased ensemble, \( P_k(\mathbf{R}^N) \), is then given by

\[
P_k(\mathbf{R}^N) \approx Z_k^{-1} \sum_{j=1}^{K} \sum_{n=1}^{N_j} p_{j,n} e^{-\beta V_k(\mathbf{R}_{j,n}^N)} \delta(\mathbf{R}^N - \mathbf{R}_{j,n}^N).
\]

The normalization constants \( Z \) and \( Z_k \) are given by

\[
Z = \sum_{j=1}^{K} \sum_{n=1}^{N_j} p_{j,n},
\]

\[
Z_k = \sum_{j=1}^{K} \sum_{n=1}^{N_j} p_{j,n} e^{-\beta V_k(\mathbf{R}_{j,n}^N)}.
\]

Up to an undetermined measure factor, these normalization constants are the best estimates of the partition functions \( Z \) and \( Z_k \) corresponding to the sample weights \( \{p_{j,n}\} \), so that \( Z/Z_k \approx Z_k \). The choice of weights \( \{p_{j,n}\} \) parametrizes the model for the underlying probability distributions. Given the observed data, we can calculate the likelihood \( L \) of having observed that data by the relation

\[
L = \prod_{j=1}^{K} \prod_{n=1}^{N_j} P_j(\mathbf{R}_{j,n}^N).
\]

The data has a finite probability of being observed no matter what the model is. If we regard the model as a random variable for which we have no preconceived notion, then Bayes’
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Theorem tells us that the probability of observing the data given the model is proportional to the probability of the model being correct given the observed data. Hence, the choice of weights that maximizes the former, i.e., maximizes \( L \), is also the most likely model that explains the data.

We thus proceed to find the choice of weights \( \{p_{j,n}\} \) that maximizes \( L \), or equivalently, that maximizes \( \ln L \). We have

\[
\ln L = \sum_{j=1}^{K} \sum_{n=1}^{N_j} \ln(p_{j,n} e^{-\beta V_j(R_{j,n}^N) / Z_j}) + \text{const.} \quad (3.15)
\]

Setting \( \partial \ln L / \partial p_{j,n} = 0 \) yields the equation

\[
\frac{1}{p_{j,n}} - \sum_{k=1}^{K} N_k \frac{e^{-\beta V_k(R_{j,n}^N) / Z_k}}{Z_k} = 0. \quad (3.16)
\]

Solving for \( p_{j,n} \) and dividing throughout by \( Z \) yields

\[
\frac{p_{j,n}}{Z} = \frac{1}{\sum_{k=1}^{K} N_k \exp \left[ \beta \Delta F_k - \beta V_k(R_{j,n}^N) \right]} \quad (3.17)
\]

Hence, an estimate of the free energy difference between the biased ensembles and the unbiased ensemble is enough to estimate the probability of every observed sample in the unbiased ensemble. Using Equation (3.13), we find the following set of \( K \) equations that relate these free energies to each other,

\[
\Delta F_i = -k_B T \ln \sum_{j=1}^{K} \sum_{n=1}^{N_j} \frac{\exp[-\beta V_i(R_{j,n}^N)]}{\sum_{k=1}^{K} N_k \exp \left[ \beta \Delta F_k - \beta V_k(R_{j,n}^N) \right]}. \quad (3.18)
\]

These relations are known as the MBAR equations [97], and encompass the WHAM equations of Ref. [32]. They can be solved by self-consistent iteration, and are guaranteed to converge regardless of what starting guess is used for \( \{\Delta F_k\} \). The solution is defined up to an additive constant, which can be fixed in many different ways. A clean, symmetric choice is to demand that \( Z \) be 1.

Once the free energy differences \( \{\Delta F_k\} \) have been determined, the probability of observing each sample in the unbiased ensemble can be determined using Equation (3.17). The MBAR estimate of \( \langle A \rangle \) is then given by

\[
\langle A \rangle \approx Z^{-1} \sum_{j=1}^{K} \sum_{n=1}^{N_j} p_{j,n} A(R_{j,n}^N). \quad (3.19)
\]
This is the procedure we use for estimating all mean values and observable distributions in the rest of the thesis. The umbrellas we use are typically of the form

\[ V_k(R_N) = \frac{K}{2}(A(R_N) - A_k)^2. \]  

(3.20)

With such an umbrella potential, we can sample well configurations with values of \( A \) clustered within about \( 1/\sqrt{\beta K} \) of a mean value that is close to \( A_k \).

Since MBAR is a maximum-likelihood estimator for free energy differences and thermal averages, it has a number of advantages over most other estimators. In particular, it is the asymptotically unbiased estimator with smallest statistical uncertainty [97]. For this reason, it is preferable to use MBAR to any other method (such as Equation (2.5b)) when estimating free energy differences between many ensembles. Indeed, when only two umbrellas are used, MBAR reduces to the Bennett Acceptance Ratio (BAR) estimator for the free energy difference between the two biased ensembles, for which the optimality proof is transparent [4]. The performance of MBAR depends on the amount of “overlap” between the \( K \) ensembles. Two ensembles \( A \) and \( B \) “overlap” if the probability of observing a configuration in \( A \) is not too different from that of observing the configuration in \( B \). The free energy difference between \( A \) and \( B \) is only well estimated if there is a sequence of ensemble between \( A \) and \( B \), each of which overlaps with the previous and subsequent ensembles.

We now turn to two important details: sample correlation and error bar estimation. In general, it is not known how to draw statistically independent samples from a Boltzmann distribution. Instead, computer simulations use either Monte Carlo procedures, such as Metropolis sampling [76], or molecular dynamics, i.e., Newtonian evolution of the system’s equations of motion [34]. In both cases, consecutive samples are highly correlated. The correlation can be quantified by a correlation time \( \tau_k \), with units of samples, of some representative observable, such as the value of the umbrella potential \( V_k(R_N) \). Accounting for this correlation results in a simple modification of the MBAR equations [32], namely

\[ p_{j,n} = \frac{1}{Z} \frac{1}{g_j} \frac{N_j/g_j \exp \left[ \beta \Delta F_j - \beta V_j(R_{j,n}^N) \right]}{\sum_{k=1}^{K} N_k/g_k \exp \left[ \beta \Delta F_k - \beta V_k(R_{j,n}^N) \right]}, \]  

(3.21a)

\[ \Delta F_i = -k_B T \ln \left( \sum_{j=1}^{K} \frac{1}{N_j} \sum_{n=1}^{N_j} \frac{N_j/g_j \exp \left[ -\beta V_j(R_{j,n}^N) \right]}{\sum_{k=1}^{K} N_k/g_k \exp \left[ \beta \Delta F_k - \beta V_k(R_{j,n}^N) \right]} \right), \]  

(3.21b)

where \( g_k \) is the so-called statistical inefficiency of the sampling in ensemble \( k \), defined as

\[ g_k = 1 + 2\tau_k. \]  

(3.22)

The precise value of \( g_k \) depends on the observable used, but ratios of these statistical inefficiencies, the only quantities that appear in Equation (3.21), are more robust.

In principle, an alternative strategy would be to subsample the collected data in each umbrella \( k \) by keeping only one of every \( g_k \) samples. These samples are then independent,
so Equations (3.17) and (3.18) can be used directly. Moreover, in the large-sample limit, the likelihood \( L \) (Equation (3.14)) is approximately Gaussian, so error bars may be estimated directly by computing the Hessian of \( L \) with respect to the weights \( \{p_{ij,n}\} \). This is the approach taken in Ref. [97]. We have found this approach unsatisfactory because of the difficulty of estimating \( g_k \) reliably, which results in underestimation of the error bars. When MBAR is applied independently in this way to two halves of the sampled data, the estimates for thermal averages in each half differ by much more than would be expected from the size of the error bar estimates. Instead, we have chosen a more straightforward and conservative method for estimating errors. We divide our sample data into a number of blocks (usually 6 to 8), each of which is reasonably independent, then apply MBAR independently on each set, and then calculating the mean and standard error of the independent MBAR estimates of thermal averages. Unlike the direct error bar estimate, this procedure does yield consistent error estimates when the data is split into two halves and analyzed independently.

### 3.2 Probing density fluctuations in real space

In this section, we describe a method for computing water number distributions, i.e., \( P_v(N) \). For concreteness, we define the position of a water molecule to be the position of its oxygen atom, which nearly coincides with its center of mass and its center of electron density. Let \( O \) be the subset of system atoms that are water oxygen atoms. Given a configuration \( \mathbf{R}^N \), we define the observable \( N(\mathbf{R}^N) \) by the relation

\[
N(\mathbf{R}^N) = \sum_{i \in O} \int_{\mathbf{r} \in v} \delta(\mathbf{R}_i - \mathbf{r}).
\]  

(3.23)

It is useful to recast this expression in terms of an indicator function \( h(\mathbf{r}) \) defined as

\[
h(\mathbf{r}) = \int_{\mathbf{r}' \in v} \delta(\mathbf{r}' - \mathbf{r}).
\]  

(3.24)

This function takes the value 1 when \( \mathbf{r} \) is in \( v \), and 0 otherwise. With this notation, we have

\[
N(\mathbf{R}^N) = \sum_{i \in O} h(\mathbf{r}_i).
\]  

(3.25)

In principle, we could use MBAR to calculate \( P_v(N) \), using umbrellas of the form

\[
V_k(\mathbf{R}^N) = \frac{\kappa}{2} (N(\mathbf{R}^N) - N_k)^2.
\]  

(3.26)

This procedure is straightforward to implement in a Monte Carlo simulation, where only \( V_k(\mathbf{R}^N) \) needs to be computed, and is essentially the method used in Refs. [18, 46]. However, Monte Carlo simulations are hard to parallelize, since the Metropolis algorithm that
underpins them is inherently serial.\textsuperscript{1} An enormous community effort, on the other hand, has gone into implementing parallelized molecular dynamics (MD) codes, of which NAMD \cite{88}, LAMMPS \cite{89} and GROMACCS \cite{44} are three of the most widely used.

In MD, system configurations are generated by propagating configurations according to the forces implied by the system’s potential energy. We thus need to calculate $\nabla_j V_k(R_N)$ for all atoms $j$ in the system. This quantity is proportional to $\nabla_j N(R_N)$, given by the following integral over the surface, $\partial v$, of the probe volume,

$$\nabla_j N(R_N) = \begin{cases} \int_{\partial v} \delta(R_j - r) d\mathbf{A}, & j \in O, \\ 0, & \text{otherwise.} \end{cases}$$ (3.27)

The forces implied by the umbrella potential in Equation (3.26) are thus impulsive, and so cannot be treated by most existing MD codes. We now describe an alternative method that circumvents this issue.

3.2.1 Basic method: cubic cavities

We first construct an observable $\tilde{N}(R_N)$ that correlates closely with $N(R_N)$ but is a smooth, continuous function of particle positions. To this end, we replace the Dirac $\delta$-function in Equation (3.24) by a finite-width approximation, denoted by $\Phi(r)$, resulting in a smooth indicator function, $\tilde{h}(r)$. We obtain

$$\tilde{h}(r) = \int_{r' \in v} \Phi(r' - r),$$

$$\tilde{N}(R_N) = \sum_{i \in O} \tilde{h}(r_i).$$ (3.29)

To be useful, the smearing function $\Phi(r)$ must satisfy several conditions. It must be normalized, so $\int_r \Phi(r) = 1$. For prescribed volumes $v$, we must be able to quickly and analytically calculate the integrals in Equation (3.29), as well as their gradients with respect to atomic positions. In order to correlate strongly with $N(R_N)$, $\Phi(r)$ must be sharply localized. Finally, for the computational cost of calculating $\tilde{N}(R_N)$ to scale with the size of $v$ and not with the size of the entire system, $\Phi(r)$ should have finite support. For the simplest case where $v$ is a cube, all of the above conditions are satisfied when $\Phi(r)$ is a product of truncated Gaussians along each coordinate. Explicitly, our choice is

$$\Phi(r) = \phi(x)\phi(y)\phi(z),$$ (3.30)

where $r = (x, y, z)$ and

$$\phi(\alpha) = k^{-1} [e^{-\alpha^2/2\sigma^2} - e^{-\alpha^2/2\sigma^2}] \Theta(\alpha_c - |\alpha|).$$ (3.31)

\textsuperscript{1}Parallelization is possible and beneficial in certain restricted cases, e.g., Ref. [33].
Here, $\sigma$ is the width of the truncated Gaussian, $\alpha_c$ is distance from the mean at which the Gaussian is truncated, $\Theta$ is the Heaviside step function, and the normalization constant $k$ has the value $\sqrt{2\pi\sigma^2} \text{erf}(\alpha_c/\sqrt{2\sigma^2}) - 2\alpha_c \exp(-\alpha_c^2/2\sigma^2)$. The generic label $\alpha$ denotes one of the coordinate axes, $x$, $y$ or $z$. We generalize to different coordinate systems in Section 3.2.6.

For a cubic probe volume, we need to calculate the integral of $\phi(\alpha - \alpha_i)$ in the range $[\alpha_{\text{min}}, \alpha_{\text{max}}]$, where $\alpha_i$ is the $\alpha$-coordinate of atom $i$. We denote this integral by $\tilde{h}_\alpha(\alpha_i)$, which is a smooth indicator function of whether the $\alpha$-coordinate of particle $i$ is within the range of $\alpha$ values that define the probe volume. Explicitly,

$$
\tilde{h}_\alpha(\alpha_i) = \int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} d\alpha \phi(\alpha - \alpha_i),
$$

so

$$
\tilde{h}_\alpha(\alpha_i) = [k_1 \text{erf} \left( \frac{\alpha_{\text{max}} - \alpha_i}{\sqrt{2\sigma^2}} \right) - k_2 (\alpha_{\text{max}} - \alpha_i) - \frac{1}{2}] \Theta(\alpha_c - |\alpha_{\text{max}} - \alpha_i|)
$$

$$
+ [k_1 \text{erf} \left( \frac{\alpha_i - \alpha_{\text{min}}}{\sqrt{2\sigma^2}} \right) - k_2 (\alpha_i - \alpha_{\text{min}}) - \frac{1}{2}] \Theta(\alpha_c - |\alpha_i - \alpha_{\text{min}}|)
$$

$$
+ \Theta \left( \alpha_c + \frac{1}{2} (\alpha_{\text{max}} - \alpha_{\text{min}}) - \left| \alpha_i - \frac{1}{2} (\alpha_{\text{min}} + \alpha_{\text{max}}) \right| \right),
$$

where $k_1 = k^{-1} \sqrt{\pi\sigma^2/2}$ and $k_2 = k^{-1} \exp(-\alpha_c^2/2\sigma^2)$. The derivative of $\tilde{h}_\alpha(\alpha_i)$ with respect to $\alpha_i$ is particularly simple, namely,

$$
\tilde{h}_\alpha'(\alpha_i) = -[\phi(\alpha_{\text{max}} - \alpha_i) - \phi(\alpha_{\text{min}} - \alpha_i)].
$$

With these functions, the full indicator function $\tilde{h}(\mathbf{r})$ is given by

$$
\tilde{h}(\mathbf{r}) = \tilde{h}_x(x)\tilde{h}_y(y)\tilde{h}_z(z),
$$

where the boundaries of the cube define the ranges of integration along each coordinate. The value of the observable $\tilde{N}(\mathbf{R}^N)$ follows from Equation (3.29). Its gradient with respect to the position of atom $j$ is

$$
\nabla_j \tilde{N}(\mathbf{R}^N) = \begin{cases} 
\nabla \tilde{h}(\mathbf{r}_j), & j \in O, \\
0, & \text{otherwise},
\end{cases}
$$

where

$$
\nabla \tilde{h}(\mathbf{r}) = \begin{pmatrix}
\tilde{h}_x'(x)\tilde{h}_y'(y)\tilde{h}_z'(z) \\
\tilde{h}_x'(x)\tilde{h}_y'(y)\tilde{h}_z'(z) \\
\tilde{h}_x'(x)\tilde{h}_y'(y)\tilde{h}_z'(z)
\end{pmatrix}.
$$

This gradient is a finite and smooth function of particle coordinates, unlike the gradient in Equation (3.27). As a result, $\tilde{N}(\mathbf{R}^N)$ can be used to define an umbrella potential in MD simulations.
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To determine \( P_v(N) \) in a particular context, we employ umbrella potentials of the form

\[
V_k(R^N) = \frac{\kappa}{2} (\tilde{N}(R^N) - \tilde{N}_k)^2,
\]  

(3.38)

which are incorporated into MD simulations as an additional force on each atom \( j \) given by

\[
-\nabla_j V_k(R^N) = -\kappa(\tilde{N}(R^N) - \tilde{N}_k)\nabla_j \tilde{N}(R^N).
\]  

(3.39)

In constant pressure simulations, these forces also contribute to the calculation of the virial \[85\].

Arbitrarily-shaped probe volumes \( v \) can be approximated by a union of small, disjoint cubic cavities. We make use of this simple extension below when looking at density fluctuations in melittin. The details of this and other extensions to cavities of general shape are discussed in Section 3.2.6.

We have implemented the calculation of \( \tilde{N}(R^N) \) in LAMMPS, NAMD and GROMACS. The evaluation of the right-hand side of Equation (3.29) is well-suited to parallelization. In particular, we exploit a design decision of all MD codes we have used, whereby each computational node “owns” a certain subset of the system’s atoms. At all times, the positions of those atoms are available to the owning node without inter-node communication. Thus, in each node, we compute a partial sum of indicator functions \( \tilde{h}(r_i) \) for particles \( i \) that are both in \( O \) and owned by the node. Then, using a single global reduce operation, we add up these partial sums and distribute the result, the value of \( \tilde{N}(R^N) \), to all the nodes. The calculation of umbrella forces on each atom then proceeds independently in each node. Figure 3.1 shows that our NAMD code to calculate \( \tilde{N}(R^N) \) scales nearly perfectly with the number of computational nodes. Our LAMMPS and GROMACS codes perform similarly.

Typically, we prepare an initial set of simulations with umbrellas at \( \tilde{N}_k = 0, 4, 8, \ldots \) up to about \( \tilde{N}_k \approx 1.2 \rho v \), with \( \kappa = k_B T/2^2 \), so that there is sufficient overlap between consecutive umbrellas. The MBAR equations (3.18) are then solved self-consistently. Finally, the distribution \( P_v(N) \), recast in the form

\[
P_v(N) = \langle \delta_{N,N(R^N)} \rangle,
\]  

(3.40)

is estimated from all the sampled data using Equation (3.19). If it becomes clear that there are insufficient statistics for a given \( N \), additional umbrellas are employed. Empirically, we have found that setting \( \alpha_c = 0.3 \text{ Å} \) and \( \sigma = 0.1 \text{ Å} \) results in forces small enough to be handled by standard MD codes, and a correlation between \( N \) and \( \tilde{N} \) that is strong enough for the umbrella runs to effectively sample configurations with all values of \( N \). For some of the results below, the procedure we used was sometimes slightly different, but always in inconsequential ways (e.g., using \( \alpha_c = 0.2 \text{ Å} \)). Since these discrepancies don’t influence the results, we don’t state them explicitly.

One important consideration in all of the following computations regards the ensemble that is used. In order to allow the probe volume \( v \) to be fully evacuated, there must be
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Figure 3.1: Performance of \( \tilde{N}(R^N) \) umbrella code, as implemented in NAMD. The test system is has nearly 4000 water molecules (modeled with the TIP3P potential) forming a \( 50 \times 50 \times 50 \text{ Å}^3 \) slab in a \( 50 \times 50 \times 80 \text{ Å}^3 \) periodic box. The probe volume \( v \) is a \( 10 \times 10 \times 10 \text{ Å}^3 \) cube in the center of the water slab. Each MD step evolves the system dynamics over 2 fs. A typical sampling run consists of about 1 ns of data, or 500,000 MD steps. Perfect scaling would be achieved if the overhead of nodes communicating with each other were negligible. NAMD is built to scale close to perfectly, and our code to calculate \( \tilde{N}(R^N) \) leaves this scaling behavior nearly intact.
room in the rest of the simulation box to accommodate the expelled waters. In a constant
pressure simulation, the simulation box will automatically grow (at free energy cost $P \Delta V$) to
accommodate the expelled waters. Implementing a constant pressure MD simulation, however, is technically challenging\textsuperscript{2} and rife with subtle complications (for example, see Refs. [54, 56, 66, 74, 126]). In preferring simplicity, we instead perform most of our calculations in a fixed-volume simulation, with the important addition of a thin vapor layer in the box. This vapor layer ensures that the system’s effective pressure is equal to the vapor pressure of water at the simulated temperature. Like atmospheric pressure, the vapor pressure is negligible at the molecular scale. The vapor layer, however, is large enough to accommodate any expelled water molecules, ensuring that the system remains at its vapor pressure.

Our usual simulation setup, shown in Figure 3.2, resembles a thick slab of water, parallel
to the $xy$-plane, that is periodically replicated in space. Between the slabs, we place a fixed
wall of purely repulsive particles, to prevent the slabs from drifting in the $z$ direction. We
always place our probe volumes and other solutes at least 10 Å away from the liquid-vapor
interface to ensure that we probe bulk water behavior. shows a typical water slab setup.
Below, we show that results derived with this setup are indistinguishable from those obtained
in constant-pressure simulations.

### 3.2.2 Water number distributions in bulk

Using the tools developed in the previous section, we have calculated the water number distribution for a $12 \times 12 \times 12$ Å\textsuperscript{3} cube in water. Our results, computed in both the constant-volume setup of Figure 3.2 and in a constant-pressure bulk water system, are shown in Figure 3.3.

For $N \ll \langle N \rangle_v$, the value of $P_v(N)$ is much higher than would be predicted from Gaussian statistics alone (Equation (2.25)). We can rationalize this behavior by supposing that the most probable mechanism for evacuating $\delta N = \langle N \rangle_v - N$ water molecules from $v$ when $\delta N$ is large is for a spherical vapor bubble of volume $\delta N/\rho_l$ to form inside the probe volume $v$. The free energy cost of the liquid-vapor interface around this bubble scales as $\gamma (\delta N)^{2/3}$, and we make the crude assumption that geometric factors and other entropic factors contribute a constant amount to the total free energy. This vapor bubble model, shown in red dashes in Figure 3.3, captures the majority of the deviation of $P_v(N)$ from the Gaussian model. A more detailed treatment that accounts for the freedom of the vapor bubble to move inside the volume $v$, applied to a Lennard-Jones solvent in Ref. [46], rationalizes the downturn near $N = 0$ as an entropic cost to localizing the center of the vapor bubble to the center of $v$.

At higher pressure, the cost of creating a vapor bubble increases, and the free energy cost of emptying $v$ can, in fact, exceed the cost predicted by the Gaussian model. The water number distributions of the same cube calculated at pressures of up to 10 kbar are

\textsuperscript{2}To wit, when first computing the $P_v(N)$ distributions in Figure 3.4, we discovered a bug in the implementation of one of the constant pressure MD algorithms in GROMACS.
Figure 3.2: Typical water slab setup for calculating $P_v(N)$ distributions at water-vapor coexistence conditions. The blue outline depicts the boundaries of the periodic simulation box. The green particles are purely repulsive hard spheres that keep the intervening water slab (red and white particles) from drifting in the $z$-direction.
Figure 3.3: Water number distribution for a cubic probe volume of side 12 Å, in bulk water at 298 K. Black: computed in a fixed-volume simulation with a vapor bubble. Blue: computed in a fixed-pressure simulation at 1 bar. Dashes: Gaussian distribution with equal mean and variance. Red dashes: Distribution expected from vapor bubble model (see text).
Figure 3.4: $P_v(N)$ distributions for a 12 Å-side cube, relative to the Gaussian model (Equation (2.25)) at various pressures.
Figure 3.5: Free energy of solvation, $\Delta G_{\text{sol}} = -k_B T \ln P_v(0)$, of 12 Å-side and 9 Å-side cubes as a function of pressure. Dashed lines are fits to Equation (3.41).
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shown in Figure 3.4. From the value of $P_v(0)$, we can derive the solvation free energy of the cubes (Equation (2.26)). These are linear in $P$, as shown in Figure 3.4 and as expected from the macroscopic limit of Equation (2.18). Quantitatively, there are important finite-size corrections. We fit the solvation free energies to the form

$$\Delta G_{\text{sol}} = c_1 P v + c_2 \gamma A,$$

(3.41)

and find that $c_1 \approx c_2 \approx 0.7$ for the 12 Å-side cube. This value of $c_2$ results from the cross-over in the dominant solvation physics from entropic to enthalpic for solutes of size about 1 nm (Figure 2.3). The value of $c_1$ results from density oscillations around the empty cavity $v$. That is, when water is expelled from $v$, the system’s volume increases by somewhat less than $v$ because the density of water around $v$ is driven to be higher than the bulk density. The magnitude of both corrections is proportional to the cavity’s surface area, so both $c_1$ and $c_2$ tend to 1 for macroscopic solutes. In Figure 3.5, we also show the solvation free energies of a 9 Å-side cube under various pressures to illustrate this limiting behavior. To the best of our understanding, approximate equality of $c_1$ and $c_2$ in the case of cubic solutes appears to be a geometric coincidence.

3.2.3 Water number distributions near a model plate

In this section, we build a set of model hydrophobic and hydrophilic solutes that we will use throughout the rest of the thesis. We use them here to explore how water number distributions are modified when the probe volume is next to a solute.

To build the model solutes, we first prepare and equilibrate a bulk water system at 298 K in the presence of a vapor bubble. At an arbitrary time, we record the positions and orientations of all the water molecules whose oxygen atoms are inside a $3 \times 24 \times 24 \text{ Å}^3$ cuboid. These molecules, frozen and treated as one solute, are our model hydrophilic solute. To build a model hydrophobic solute, we replace all water molecules by WCA particles centered at the original oxygen atom positions. The energy and size parameters of the particles are as those of an OPLS/UA $sp^3$-hybridized CH$_2$ group, so that the model solute appears “oily” to the surrounding water.$^3$ The van der Waals radius of these particles is about 2 Å, and the effective hard-sphere radii of their solvent-excluded volume is 3.37 Å, so the plate’s complete solvent-excluding volume is approximately that of a $10 \times 31 \times 31 \text{ Å}^3$ cuboid. The atomic coordinates of the model hydrophobic solute are recorded in the Supplementary Information of Ref. [111].

To tune the hydrophobicity of the model solute, we scale the WCA attractive tail by a parameter $\eta$. When $\eta$ is 0, the model solute is essentially ideal in the sense of Equation (2.17). As $\eta$ is increased, a gradually more hydrophilic solute results.

---

$^3$The exact parameters are $\epsilon = 0.118\text{kcal/mol}$ and $\sigma = 3.905\text{ Å}$, taken from Ref. [58]. Lorentz-Berthelot mixing rules are used to obtain the water-solute interaction parameters.
To probe the effect of a solute on the surrounding solvent, we calculate $P_v(N)$ for a probe volume of size $3 \times 24 \times 24 \text{Å}^3$ adjacent to the model hydrophilic or hydrophobic solute, and compare it to $P_v(N)$ in the absence of the solute. Figure 3.6 shows that the distributions in bulk and next to the hydrophilic solute are essentially indistinguishable, but when the probe volume is placed next to the model hydrophobic solute (with $\eta$ one of 0, 1 or 2), a fat tail appears. In other words, it is orders of magnitude easier to empty the probe volume when it is next to the hydrophobic solute than when it is next to the hydrophilic solute or in bulk. Physically, the model hydrophobic solute is large enough to disrupt the hydrogen-bonding network of the surrounding water. As such, a soft liquid-vapor interface forms around the solute. To evacuate $v$, this interface need simply be deformed, which costs much less free energy than to evacuate $v$ in bulk. This physics is modeled in detail in Chapter 5.

Figure 3.6 also illustrates the effective attraction that would arise between the model hydrophobic solutes and an ideal solute with solvent-excluding volume $v$. The difference in free energy between evacuating $v$ in bulk and next to the model solute, denoted by $\Delta \Delta G_{\text{sol}} (\eta = 0)$...
in the figure, is precisely the free energy gained by bringing these two solutes together in water. In contrast, $P_v(0)$ next to the hydrophilic plate is equal to $P_v(0)$ in bulk, so the $v$ and the model hydrophilic plate experience no effective attraction. Conversely, the hydrophobic attraction between $v$ and the model solute is highest when $\eta = 0$, and decreases as $\eta$ grows, since evacuating $v$ next to the solute results in a loss of solute-water adhesive energy. As a practical matter, $\Delta \Delta G_{\text{sol}}$ provides a quantitative measure of the model solute’s hydrophobicity.

3.2.4 Dewetting transitions: water number distributions between two model plates

In this section, we look at water number distributions in the region between two hydrophobic plates. The basic setup is shown in Figure 3.7. We place two model hydrophobic plates oriented parallel to the $xy$-plane, with the line joining their centers parallel to $\hat{z}$. Since the plates are about 7 Å thick, placing one plate’s center at $z = 0$ Å and the other at $z = d + 7$ Å creates an interplate space that is $d$ Å thick and has a $24 \times 24$ Å$^2$ cross-section. When $d = 3$ Å, a water molecule just fits between the plates. The interplate space, reduced by 3 Å in thickness to account for the size of a water molecule, serves as our probe volume $v$.

Figure 3.8 shows the calculated $P_v(N)$ distributions for various values of $d$ and $\eta$ in the ranges $7 \leq d \leq 11$ Å and $0 \leq \eta \leq 1$. In all cases, there is an evident concavity in these distributions. When $\eta = 1$, the plates are mildly hydrophobic, and at large separations ($d = 11$ Å), there is only one stable state of the interplate region, a “wet”, high-$N$ state. Nevertheless, it is clear that for sufficiently low $N$, a second “dry” state can be induced, where a vapor tube forms between the two plates. At lower separations ($d \lesssim 9$ Å), this dry state becomes meta-stable, and eventually around $d = 7$ Å, it becomes more stable than the wet state. This observation is congruent with the dewetting transitions observed in dynamical simulations of the hydrophobic association of paraffin plates [52]. With our water number distributions, we can glean the existence of the dry state at very large separations where it is not yet metastable. From these observations, it is possible to predict that any small perturbation to the system, such as bringing the two plates together or changing the strength $\eta$ of the attractive tail, may make the dry state meta-stable or even stable. This expectation is borne out in the $P_v(N)$ distributions calculated at $\eta = 0.5$ and $\eta = 0.0$.

3.2.5 Dewetting in biology: water number distributions between melittin dimers

Having characterized dewetting transitions between model hydrophobic plates, we now explore dewetting between hydrophobic proteins. Our model protein is melittin (PDB: 2MLT), a 22 amino acid alpha-helical protein that is the main component of bee venom [108, 109]. Its key structural feature, shown in Figure 3.9, is a long string of hydrophobic amino acids at
Figure 3.7: Setup for examining water fluctuations under confinement (here, $d = 8\,\text{Å}$). The model hydrophobic plates (grey particles) are placed a distance $d$ apart: taking into account the van der Waals radii of about $2\,\text{Å}$ of the plates’ oily particles and the $3\,\text{Å}$ thickness of each plate, the center of the first plate is placed at $z = 0\,\text{Å}$, the center of the second plate is placed at $z = d + 7\,\text{Å}$. The van der Waals radius of water (red and white sticks) being about $1.5\,\text{Å}$, the $24 \times 24 \times (d - 3)\,\text{Å}^3$ probe volume (green) extends from $z = 5\,\text{Å}$ to $z = d + 2\,\text{Å}$. The plates are not perfectly flat, so some waters fit between the plates and the probe volume.
CHAPTER 3. PROBES FOR SOLVENT DENSITY FLUCTUATIONS

Figure 3.8: $P_v(N)$ distributions for interplate region in Figure 3.7 for $\eta$ equal to (a) 0.0, (b) 0.5 and (c) 1.0. The plate separation runs from $d = 7\text{ Å}$ (red) to $d = 11\text{ Å}$ (orange).
its center (mainly isoleucine, leucine, valines and alanines), capped by charged, hydrophilic amino acids (lysines and arginines). At physiological conditions, melittin remains monomeric and unfolded in solution, but at other conditions, like high ionic concentrations, it assembles into tetramers [21]. The tetramers are formed from two symmetry-related dimers, whose interaction is mediated by a large hydrophobic patch on each dimer. In vivo, melittin acts monomerically by attacking membranes and helping to create pores in them. The pores are only weakly structured, having about 4 to 7 melittin monomers each [50].

Our interest in melittin is primarily as a model hydrophobic protein, so we focus on its hydrophobic assembly in conditions where the tetramer is stable. We extend the study of Liu et al [64], which we summarize briefly now. In that study, the melittin dimers present in the crystal structure were separated by a distance $d$, ranging from 4 Å to 8 Å, and solvated in water at 298 K and 1 atm. The system was then evolved for up to 10 ns. When the separation was below about 7 Å, the two initially separated melittin dimers collapsed within
less than 1 ns. On careful analysis, it was seen that in many trajectories, before the collapse occurs, most of the water between the melittin dimers is evacuated. Mutations affected this dewetting behavior. Specifically, the authors looked at point mutations of the isoleucine residues in the protein (Ile2, Ile17 and Ile20), which are very hydrophobic, into smaller, less hydrophobic residues: valine, alanine and glycine. The structures of these four amino acids are shown in Figure 3.10, and the location of the isoleucine residues in the melittin dimer is highlighted in Figure 3.11. Liu et al. found that any mutation to the Ile2 residue suppressed dewetting completely. They interpreted this finding as evidence that the Ile2 residue provides a unique topographical feature on the surface of the protein that is essential for dewetting to occur. Additionally, mutations to Ile20 slowed down the evacuation of the inter-melittin cavity, with the Ile20Gly mutation in particular resulting in large fluctuations in the number of waters in the cavity.

Here, we study dewetting in melittin in the language of water number distributions. In all our studies, we focus on the behavior of water, not the protein, so we have anchored the positions of all the atoms in the protein backbone. Doing so allows us to study the thermodynamics of dewetting at a fixed separation, instead of observing a dynamical collapse as reported in Ref. [64].

We begin by making a concrete definition of the inter-melittin cavity. The hydrophobic core of each monomer roughly spans residues 8 through 20. We have thus found it effective to define the inter-melittin cavity as the convex hull of the α-carbons of residues 8 and 20 of each monomer (8 points in total), which we calculate using the algorithm of Ref. [20]. To focus on the behavior of water and not the protein side chains, we then remove all points from this convex hull that are within a van der Waals radius of a non-hydrogenic protein atom. Denote this volume by $v'$. This volume is overlaid on a 1 Å-resolution grid, and the final volume $v$ is taken to be the union of all the grid cells whose center lies inside $v'$.

We first quantify the hydrophobicity of the melittin dimer’s top face. Figure 3.12(a) shows

---

4The convex hull of a set of points is the smallest convex volume that contains them. It has roughly the shape of a membrane stretched tautly over these points.
Figure 3.11: Isoleucine residues in melittin dimer, mutated here and in Ref. [64] to less hydrophobic residues. Dimer shown in solvent-accessible surface representation, colored as in Figure 3.9. Highlighted residues are Ile2 (orange), Ile17 (yellow) and Ile20 (purple).
the simulation setup used. We use a probe volume defined by the convex hull procedure above, starting from the tetramer configuration at 4 Å separation, but where we remove the van der Waals interior only of the non-hydrogenic atoms of the unmutated bottom dimer. Figure 3.12(b) shows the calculated water number distributions for this volume $v$ in bulk and next to 10 melittin mutants. As with the model hydrophobic plate system of Section 3.2.3, these distributions have a much fatter tail next to the melittin dimer than in bulk. This demonstrates that there is a liquid-vapor-like interface that spans the hydrophobic patch of the melittin dimer, which can be easily deformed to evacuate a probe volume next to it. We can also discern that the hydrophobicity of the different mutants, quantified by $\Delta \Delta G_{\text{sol}}$, is similar. The different mutations, as expected, tend to render the hydrophobic patch slightly less hydrophobic.

We now look at $P_v(N)$ distributions for a cavity between two melittin dimers held at various separations. The distributions for the unmutated protein are shown in Figure 3.13. These distributions qualitatively resemble those in the region between two model plates, shown in Figure 3.8, even though the melittin dimers are topographically heterogeneous and contain charges and polar regions. As with the model plate system, the $P_v(N)$ distribution for the largest separation in melittin (9 Å) already contains a large plateau region at low $N$, corresponding to a “dry” state. As the separation between dimers is reduced to 8 Å, this dry state becomes metastable, and around a separation between 6.5 Å and 7.0 Å, it becomes stable with respect to the wet state. Between the wet and dry state, there is a barrier that is several $k_B T$ high, which suggests that the states will be long-lived, so that the collapse dynamics of the protein will be dominated by solvent motion. These distributions provide a thermodynamics rationalization for the observations in the dynamical collapse trajectories of Ref. [64].

Calculating $P_v(N)$ helps us better understand the effects of mutations. Already in Figure 3.12, it is evident that mutations to the Ile residues of melittin make only minor changes to the hydrophobic character of its binding face. On the other hand, because the water number distributions in Figure 3.13 are close to being bistable, small changes to these distributions can result in large apparent changes in the mean behavior of the water between the melittin dimers. This sensitivity is analogous to the sensitivity of a magnet’s behavior to small changes in the magnetic field when the state point is close to the phase boundary between the magnetized and unmagnetized phases.

Figures 3.14, 3.15 and 3.16 show the water number distributions in the cavity between two dimers mutated at the Ile2, Ile17 and Ile20 residues, respectively. Qualitatively, all these distributions are quite similar, with only small shifts in the relative stabilities of the dry and wet basins with respect to the behavior of the unmutated dimer. However, these small shifts result in large changes in the mean number of waters between the melittin cavities, which imply large changes in the dynamics of tetramerization. The changes that we observe, such as lack of dewetting for the Ile2Ala and Ile2Gly mutants and the flat low-$N$ plateau in the Ile20Gly mutant, are consistent with those noted by Ref. [64], but our distributions are more informative. Our distributions clearly emphasize the delicate balance that exists between
Figure 3.12: Measuring the hydrophobicity of the melittin dimer’s hydrophobic face. (a) Probe volume $v$ (orange) next to unmutated dimer (colors as in Figure 3.9). (b) $P_v(N)$ distributions of $v$ in bulk and next to 10 melittin mutants.
Figure 3.13: $P_v(N)$ distributions for cavity between two unmutated melittin dimers held at different separations.
the wet and dry states. Whether or not dewetting is present under particular conditions is seen to be a very delicate question, one that might even have a different answer in nature than in simulations with a particular molecular field. However, the character of these water number distributions is quite robust to small changes in the system, so we can confidently predict that any dewetting in experiments would be very sensitive to external conditions.

### 3.2.6 Probing cavities of general shape

The method described in Section 3.2.1 for computing \( \tilde{N}(R^N) \) is readily generalized to shapes beyond the union of non-overlapping cubes. Here, we describe three simple strategies in detail. All of them focus on constructing smooth indicator functions \( \tilde{h}(r) \) for general-shaped probe volumes.

The first strategy, analogous to constructive solid geometry in computer aided design, starts by building the probe volume \( v \) by applying union, intersection and complement operators to simpler volumes. For a given volume \( A \), we denote by \( h_A(r) \) the indicator function and by \( \tilde{h}_A(r) \) its smooth counterpart. When \( A \) is a cube, \( h_A(r) \) is given by Equation (3.24) and \( \tilde{h}_A(r) \) by Equation (3.28). The indicator function for the complement of \( A \), denoted \( A' \), is given by

\[
h_{(A')}(r) = 1 - h_A(r). \tag{3.42}
\]

Similarly, the indicator functions for the union and intersection of two volumes, \( A \) and \( B \), are given by

\[
h_{(A \cap B)}(r) = h_A(r)h_B(r), \tag{3.43}
\]

\[
h_{(A \cup B)}(r) = h_A(r) + h_B(r) - h_A(r)h_B(r). \tag{3.44}
\]

These definitions immediately suggest the following definitions for the corresponding smooth indicator functions:

\[
\tilde{h}_{(A')}(r) = 1 - \tilde{h}_A(r), \tag{3.45}
\]

\[
\tilde{h}_{(A \cap B)}(r) = \tilde{h}_A(r)\tilde{h}_B(r), \tag{3.46}
\]

\[
\tilde{h}_{(A \cup B)}(r) = \tilde{h}_A(r) + \tilde{h}_B(r) - \tilde{h}_A(r)\tilde{h}_B(r). \tag{3.47}
\]

These compound smoothed indicator functions can be used to define \( \tilde{N}(R^N) \) for the compound volume as in Equation (3.29). Practically, a union \( v \) of non-overlapping volumes \( \{v_1, \ldots, v_n\} \) is an important special case, for which the smoothed indicator function takes the simple form

\[
\tilde{h}_v(r) = \sum_{i=1}^n \tilde{h}_{v_i}(r). \tag{3.48}
\]

A second strategy is to find volumes for which integrals of the form in Equation (3.32) can be calculated analytically. Shapes with spherical and cylindrical symmetry fall into this
Figure 3.14: Dewetting behavior of the Ile2 series of melittin mutants. Curves as in Figure 3.13. Mutants are: (a) Ile2Val, (b) Ile2Ala and (c) Ile2Gly.
Figure 3.15: Dewetting behavior of the Ile17 series of melittin mutants. Curves as in Figure 3.13. Mutants are: (a) Ile17Val, (b) Ile17Ala and (c) Ile17Gly.
Figure 3.16: Dewetting behavior of the Ile20 series of melittin mutants. Curves as in Figure 3.13. Mutants are: (a) Ile20Val, (b) Ile20Ala and (c) Ile20Gly.
category. A probe volume can be specified by three ranges of orthogonal coordinates in a non-Cartesian coordinate system. For example, we can define a hemispherical shell in this way. If the three coordinates are denoted by $\alpha$, $\beta$ and $\gamma$, then the smooth indicator function for the full volume is given by

$$\tilde{h}(\mathbf{r}) = \tilde{h}_\alpha(\alpha)\tilde{h}_\beta(\beta)\tilde{h}_\gamma(\gamma).$$

(3.49)

In pursuing this generalization, it is useful to construct integrals of $\phi(\alpha)$ that are open at one or both ends. Explicitly, when the integral is open at its lower end, the smooth indicator function is given by

$$\tilde{h}_\alpha(\alpha_i) = \int_{-\infty}^{\alpha_{\text{max}}} d\alpha \phi(\alpha - \alpha_i),$$

(3.50)

$$= \left[ k_1 \text{erf} \left( \frac{\alpha_{\text{max}} - \alpha_i}{\sqrt{2}\sigma^2} \right) - k_2(\alpha_{\text{max}} - \alpha_i) - \frac{1}{2} \right] \Theta(\alpha_c - |\alpha_{\text{max}} - \alpha_i|) + \Theta(\alpha_c + \alpha_{\text{max}} - \alpha_i),$$

(3.51)

$$\tilde{h}_\alpha'(\alpha_i) = -\phi(\alpha_{\text{max}} - \alpha_i),$$

(3.52)

where $k_1$ is as in Equation (3.33). Similarly, when the integral is open at both sides, the expressions for $\tilde{h}_\alpha(\alpha_i)$ and its derivative are trivially given by

$$\tilde{h}_\alpha(\alpha_i) = \int_{-\infty}^{\infty} d\alpha \phi(\alpha - \alpha_i) = 1,$$

(3.53)

$$\tilde{h}_\alpha'(\alpha_i) = 0.$$  

(3.54)

A third strategy is to define $\tilde{h}_v(\mathbf{r})$ directly instead of as an integral of $\Phi(\mathbf{r})$. To be useful, this function must have finite support, be approximately normalized, i.e. $\int_{\mathbf{r}} \tilde{h}_v(\mathbf{r}) \approx v$, closely resemble the exact indicator function, $h(\mathbf{r})$, and its value and gradient must be easy to calculate. For example, a smooth indicator function for a sphere of radius $R$ centered at $\mathbf{r}_0$ is

$$\tilde{h}(\mathbf{r}) = \begin{cases} k_A \left[ 1 - \tanh \left( \frac{|\mathbf{r} - \mathbf{r}_0| - R}{\delta} \right) - k_B \right], & |\mathbf{r} - \mathbf{r}_0| < R + R_c, \\ 0, & \text{otherwise}, \end{cases}$$

(3.55)

where $\delta$ defines a smearing length for blurring the edge of the probe volume and $R_c$ is a cutoff distance for ensuring that $\tilde{h}(\mathbf{r})$ has finite support. These parameters are analogous to $\sigma$ and $\alpha_c$ in Equation (3.31). The other constants are $k_A = 1/\{\tanh[(R_c - R)/\delta] - \tanh(-R/\delta)\}$ and $k_B = 1 - \tanh[(R_c - R)/\delta]$. The gradient of $\tilde{h}(\mathbf{r})$ is then

$$\nabla \tilde{h}(\mathbf{r}) = \begin{cases} -\frac{k_A}{2\delta} \text{sech}^2 \left( \frac{|\mathbf{r} - \mathbf{r}_0| - R}{\delta} \right) \frac{\mathbf{r} - \mathbf{r}_0}{|\mathbf{r} - \mathbf{r}_0|}, & |\mathbf{r} - \mathbf{r}_0| < R + R_c, \\ 0, & \text{otherwise}. \end{cases}$$

(3.56)
To illustrate these generalizations, we have computed $P_v(N)$ for spheres in bulk, shown in Figure 3.17, using Equation (3.55). This data augments that shown in Figure 2.2(a) with information at low $N$. The distributions evidence fat tails already at radii of 5 Å, which coincides with the nanometric length scale crossover discussed in Section 2.2.1.

3.3 Probing density fluctuations in Fourier space

A fundamental assumption underlying many liquid-state theories is that small-length-scale density fluctuations are Gaussian [11], as discussed in Section 2.2.1. Traditionally, this assumption has been tested by computing water number distributions in small volumes. A more direct way to test this assumption is to calculate distributions for the Fourier components of the density field,

$$\hat{\rho}(k) = \frac{1}{\sqrt{N}} \int r e^{-i k \cdot r} \rho(r) = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} e^{-i k \cdot R_i}. \tag{3.57}$$
The normalization of the transform is chosen so that \( \hat{\rho}(\mathbf{k}) \) has a finite variance in the thermodynamic limit. If density fluctuations were perfectly Gaussian, in the sense of Equation (2.32), then \( \hat{\rho}(\mathbf{k}) \) should also exhibit Gaussian statistics. Moreover the values for different wavevectors \( \mathbf{k} \) should be independent. That is, for any two nonzero wavevectors \( \mathbf{k}_1 \) and \( \mathbf{k}_2 \), we would have a joint distribution for the values of \( \hat{\rho}(\mathbf{k}_1) \) and \( \hat{\rho}(\mathbf{k}_2) \) given by

\[
P[\hat{\rho}(\mathbf{k}_1), \hat{\rho}(\mathbf{k}_2)] \propto \exp \left[ -|\hat{\rho}(\mathbf{k}_1)|^2/2S(\mathbf{k}_1) - |\hat{\rho}(\mathbf{k}_2)|^2/2S(\mathbf{k}_2) \right],
\]

where \( S(\mathbf{k}) = \langle \rho(-\mathbf{k})\rho(\mathbf{k}) \rangle \) is the static structure factor of the liquid measured by scattering experiments [41].

To permit testing such assumptions, we have implemented umbrella sampling with respect to \( \hat{\rho}(\mathbf{k}) \) in LAMMPS. To simplify the problem, we have chosen to umbrella sample only its magnitude, \( |\hat{\rho}(\mathbf{k})| \). By translational symmetry, its phase should be uniformly distributed, but the phase of \( \hat{\rho}(\mathbf{k}) \) at different wavevectors may, in principle, be correlated. We do not address these issues here. Were \( \hat{\rho}(\mathbf{k}) \) Gaussian, the probability distribution for its magnitude would resemble a Maxwell-Boltzmann distribution, i.e.

\[
P[|\hat{\rho}(\mathbf{k})|] \propto |\hat{\rho}(\mathbf{k})|^2 \exp[-|\hat{\rho}(\mathbf{k})|^2/2S(\mathbf{k})].
\]

When simulations are performed in a finite, periodic box, the wavevector \( \mathbf{k} \) must be of the form \( \mathbf{k} = (2\pi n_x/L_x, 2\pi n_y/L_y, 2\pi n_z/L_z) \).

The umbrella potentials we have implemented are of the form

\[
V_n(\mathbf{R}^N) = \frac{\kappa}{2}(|\hat{\rho}(\mathbf{k})| - \hat{\rho}_0^{(n)})^2,
\]

where \( \kappa \) is an umbrella strength parameter, \( \hat{\rho}_0^{(n)} \) defines the center of the \( n \)th umbrella, and \( \hat{\rho}(\mathbf{k}) \) is defined by Equation (3.57). The corresponding forces have the form

\[
-\nabla_i V_n(\mathbf{R}^N) = -\kappa(|\hat{\rho}(\mathbf{k})| - \hat{\rho}_0^{(n)}) \frac{\Re[\hat{\rho}^*(\mathbf{k}) \cdot (-i\mathbf{k}) \exp(-i\mathbf{k} \cdot \mathbf{R}_i)]}{\sqrt{N}|\hat{\rho}(\mathbf{k})|}.
\]

The computation of the instantaneous value of \( \hat{\rho}(\mathbf{k}) \) can be efficiently parallelized in a manner exactly analogous to \( \tilde{N}(\mathbf{R}^N) \), described in Section 3.2.1, as can the computation of the umbrella forces. Our code thus allows efficient calculation of the probability distribution \( P[|\hat{\rho}(\mathbf{k})|] \).

Figure 3.18 shows an example distribution computed in this way.\(^5\) The system contains 342 molecules of the TIP4P/2005 model of water in a periodic cubic box, simulated at 298 K and at fixed density 1 g/ml. The wavevector \( \mathbf{k} \) is parallel to the \( x \)-axis and its magnitude is chosen to approximately coincide with the maximum of \( S(\mathbf{k}) \) for this water model.

\(^5\) The author would like to thank Ulf Pedersen for allowing this data from his study of density fluctuations in Fourier space to be included in this thesis, to illustrate the use of the \( \hat{\rho}(\mathbf{k}) \) umbrella potential code.
3.4 Probing interfacial fluctuations

In this final section, we describe tools to characterize rare fluctuations relating to liquid-vapor interfaces. At a molecular level, these interfaces are not unambiguously defined, so in order to proceed, we need to pick one concrete definition of such an interface. We take advantage of the recent work of Willard and Chandler [125], who have shown that a molecular-scale interface can be reasonably defined as the isosurface

$$\tilde{\rho}(\mathbf{r}) = (1/2) \rho_{\ell}(\mathbf{r})$$

(3.62)

of a smooth density field, $\tilde{\rho}(\mathbf{r})$, given by the convolution of the exact oxygen density field, $\rho(\mathbf{r})$, with a normalized Gaussian of molecular width. That is,

$$\tilde{\rho}(\mathbf{r}) = \sum_{i \in O} \phi(\mathbf{r} - \mathbf{R}_i),$$

(3.63)

where

$$\phi(\mathbf{r}) = (2\pi\xi^2)^{-3/2} \exp(-r^2/2\xi^2).$$

(3.64)

Figure 3.18: $P(||\tilde{\rho}(\mathbf{k})||)$ distribution for TIP4P/2005 water, with $|k| = 2.89 \text{ Å}^{-1}$. The dashed curve is the expected result when density fluctuations are Gaussian (Equation (3.59)).

Here, $\xi$ is a molecular length scale. In practice, the smearing function is truncated at $|\mathbf{r}| = 3\xi$ to facilitate calculations. This change affects most properties only negligibly, but
has important ramifications with respect to the curvature of the interface. We revisit this subtlety in Section 6.2.4.

Throughout, we refer to the interface defined above as a “Willard interface”. Willard and Chandler found that $\xi = 2.4 \, \text{Å}$ is the smallest length scale for which the field $\tilde{\rho}(r)$ of a bulk configuration of water has few, if any, voids. Figure 3.19 illustrates this interface, calculated for an instantaneous configuration of SPC/E water from a water slab simulation.

The height fluctuations of the Willard interface are consistent with those of capillary-wave theory [8], which models an interface along the $xy$-plane as a surface $z = h(x, y)$ with the Hamiltonian $H[h(x, y)] = \int \gamma \, dA = \int \gamma \sqrt{1 + |\nabla h(x, y)|^2} \, dx \, dy$. The Fourier components of such a membrane, $\tilde{h}(k)$, are approximately independent harmonic oscillators, with

$$\left\langle |\tilde{h}(k)|^2 \right\rangle \sim 1/\beta \gamma k^2. \quad (3.65)$$

The exact proportionality constant depends on the Fourier transform convention. Figure 3.20 shows the measured Fourier component magnitudes of the liquid-vapor interfaces at the top and bottom of a $24 \times 24 \times 3 \, \text{nm}^3$ slab of SPC/E water at 298 K. The results agree with capillary-wave theory for wavevectors below about $2\pi/9 \, \text{Å}$, and are independent of the $\xi$ smearing length in that regime. In other words, liquid-vapor interfaces behave macroscopically already at length scales of about 1 nm. At smaller length scales, the measured height fluctuations are sensitive to the precise definition of the interface and to molecular detail. At this high resolution, where the contours of individual water molecules start becoming apparent, it is questionable whether any definition of a liquid-vapor interface can be physically sensible.

The Willard interface provides a convenient reference surface to characterize interfacial structure. When atomic positions are measured relative to the closest point on the Willard interface, capillary-wave fluctuations are removed, and effects such as density layering and orientational preferences near the interface are clearly revealed [125]. We have thus developed an umbrella potential to bias solute positions with respect to the position of the Willard interface immediately above or below this solute. In Chapter 6, we use this umbrella potential to map out the free energy of extracting a single water molecule from the bulk.

The umbrella potential we have chosen to implement is of the form

$$V_k(R^N) = \frac{\kappa}{2} \left[ z_n - h(x_n, y_n; R^N) - a_k \right]^2. \quad (3.66)$$

Here, $n$ is the index of a particle whose position we are biasing, and $a_k$ is its target distance from the Willard interface. The value of $h(x_n, y_n; R^N)$ is defined implicitly by the equation

$$\tilde{\rho}(x_n, y_n, h(x_n, y_n; R^N)) = (1/2)\rho_\ell. \quad (3.67)$$

We henceforth suppress the dependence of it on $R^N$. In a slab of water, there are usually two disjoint interfaces at the slab’s top and bottom, so this equation has two solutions. For
Figure 3.19: Willard interface, with $\xi = 2.4 \, \text{Å}$, for an instantaneous configuration of a slab of SPC/E water at 298 K. The periodic box is $21.7 \times 21.7 \times 43.4 \, \text{Å}^3$ in size and contains 343 water molecules.
Figure 3.20: Power spectrum of liquid-vapor interface in a 24×24×3 nm$^3$ slab of SPC/E water at 298 K, defined as the Willard interface with $\xi = 2.0$ Å (red), 2.4 Å (blue) or 3.0 Å (green). A fit to Equation (3.65) in the range 0.01 Å$^{-1} < k < 0.3$ Å$^{-1}$ (dashes) yields $\gamma = 62.0 \pm 0.5$ mJ/m$^2$, in reasonable agreement with the experimental value (solid) of 72 mJ/m$^2$. Note: the error bar for the power spectrum at the lowest $k$ value is hard to estimate reliably due to the long correlation time of $\tilde{h}(\mathbf{k})$ for low $k$. Thus, it is likely that the value shown here, which deviates significantly from the trend of the remaining points, has a larger statistical error than our error estimate suggests.
concreteness, we always refer to the top interface of the slab. The value of \( h(x_n, y_n) \) depends on the position of the tagged particle, as well as the positions of all oxygen atoms close to the point \((x_n, y_n, h(x_n, y_n))\).

In order for this umbrella potential to be useful, it must be possible to calculate \( h(x_n, y_n) \) quickly at every timestep, as well as its gradient with respect to particle positions. Both calculations must be efficiently parallelizable. The problem is simplified by observing that the value of \( h(x_n, y_n) \) at one timestep is similar to its value at the next timestep. We have thus implemented a parallel Newton-Raphson solver to calculate \( h(x_n, y_n) \), with the starting guess at one timestep equal to the value of \( h(x_n, y_n) \) at the previous timestep. Specifically, let \( h_i \) be a guess for the value of \( h(x_n, y_n) \). An improved guess, \( h_{i+1} \), is constructed with the relation

\[
h_{i+1} = h_i - \frac{\hat{\rho}(x_n, y_n, h_i) - (1/2)\rho_i}{\partial_z \hat{\rho}(x_n, y_n, h_i)}.
\] (3.68)

Both \( \hat{\rho} \) and \( \partial_z \hat{\rho} \) can be calculated in parallel from Equation (3.63) with a procedure analogous to that for calculating \( \hat{N} \) (Section 3.2.1). In a typical molecular dynamics simulation, the Newton-Raphson method converges after one or two iterations.

In order to calculate forces, we need to take the gradient of Equation (3.66) with respect to particle positions. In the expressions below, \( h \) and its derivatives are evaluated at \((x_n, y_n)\), while \( \hat{\rho} \) and its derivatives are evaluated at \((x_n, y_n, h(x_n, y_n))\). To simplify the calculation, we assume that the tagged particle \( n \) is not a water oxygen, and relax this restriction below. By taking the total derivative of Equation (3.67) with respect to the position of oxygen atom \( i \), we find that

\[
\frac{d(\hat{\rho} - \rho_i/2)}{dr_i} = \frac{\partial \hat{\rho}}{\partial z} \frac{dh}{dr_i} + \frac{\partial \hat{\rho}}{\partial r_i} = 0.
\] (3.69)

Hence,

\[
\frac{dh}{dr_i} = -\frac{\partial \hat{\rho}}{\partial z} \frac{\partial \hat{\rho}}{\partial r_i}.
\] (3.70)

The derivative with respect to the position of particle \( n \) is obtained similarly, so

\[
\frac{d(\hat{\rho} - \rho_n/2)}{dx_n} = \frac{\partial \hat{\rho}}{\partial x} + \frac{\partial \hat{\rho}}{\partial z} \frac{dh}{dx_n} = 0,
\] (3.71a)

\[
\frac{d(\hat{\rho} - \rho_n/2)}{dy_n} = \frac{\partial \hat{\rho}}{\partial y} + \frac{\partial \hat{\rho}}{\partial z} \frac{dh}{dy_n} = 0,
\] (3.71b)

\[
\frac{d(\hat{\rho} - \rho_n/2)}{dz_n} = 0.
\] (3.71c)
Hence,

\[
\frac{dh}{dx_n} = -\frac{\partial \tilde{\rho}}{\partial x} / \frac{\partial \tilde{\rho}}{\partial z},
\]  
(3.72a)

\[
\frac{dh}{dy_n} = -\frac{\partial \tilde{\rho}}{\partial y} / \frac{\partial \tilde{\rho}}{\partial z},
\]  
(3.72b)

\[
\frac{dh}{dz_n} = 0.
\]  
(3.72c)

If particle \( n \) is a water oxygen atom, then \( dh/dr_n \) is the sum of the right-hand sides of Equations (3.70) and (3.72).

Assembling all the pieces, we obtain the following umbrella force corresponding to the umbrella potential of Equation (3.66):

\[-\nabla_i V_k(R^N) = \kappa [z_n - h - a_i] (\nabla_i h - \delta_{in} \hat{z}).\]  
(3.73)

We have implemented this umbrella potential in LAMMPS and GROMACS. Figure 3.21 illustrates this code in action. It shows a snapshot of a simulation where a tagged water molecule was held suspended about 5 Å above the Willard interface at all times.
Figure 3.21: Snapshot from a simulation of SPC/E waters (licorice), with an additional umbrella potential of the form in Equation (3.66). Here, the tagged water molecule (solid) is suspended at a distance $a_k = 5$ Å above the Willard interface.
Chapter 4

An improved coarse-grained model of solvation and the hydrophobic effect

In this chapter, we construct a lattice field theory based on the physical ideas of Lum-Chandler-Weeks (LCW) theory [68, 111]. As described in Section 2.3, LCW theory models solvation by constructing an effective free energy surface for the solvent density field $\rho(r)$. The key idea is to split this density into a slowly-varying density field, $\rho_n(r)$, that supports interfaces, and a quickly-varying overlying fluctuation field, $\delta\rho(r)$, with Gaussian statistics. The energetics of these two fields, when uncoupled, are simple to model, and the two fields are coupled using Weeks and coworkers’ unbalancing potential formalism, described in detail in Appendix A. Since the fluctuating field is Gaussian, we can integrate it out analytically to construct an effective field theory for the slowly-varying field alone. External solutes are incorporated as constraints on the total density and then external potentials that couple to solvent density.

We begin our discussion by reviewing constrained Gaussian field theory [11]. Its three main results are: an effective free energy of a Gaussian field in the presence of constraints, the average field configuration and the field’s fluctuation spectrum. Using this field theory, we construct the effective LCW Hamiltonian for the slowly-varying field and recast it in a form that is suitable for discretization.

We then discuss how to discretize the effective LCW Hamiltonian. Using a straightforward lattice gas model, isomorphic to the Ising model of magnetism, to capture interfacial energetics, as has been done previously, is shown to suffer from undesirable degeneracies that result in large spurious entropies. We identify the source of these degeneracies and remove them by carefully discretizing a Landau-Ginzburg Hamiltonian. We then discretize the remainder of the effective Hamiltonian. The final equations, compiled in Table 4.7, constitute the main result of this chapter, a simple lattice gas-like Hamiltonian for modeling solvation.

In the remainder of the chapter, we compute solvation free energies and water number distributions in a number of settings, and compare the model results to the explicit-water simulation results obtained in Chapter 3. These comparisons demonstrate that the coarse-
An improved coarse-grained model of solvation accurately captures many of the important phenomena that we associate with hydrophobic solvation.

In the appendices to the chapter, we discuss some of the implementation details of the model. We also consider the extensions to the model that would be necessary to implement dynamics and solvent polarization, two aspects that are crucial to biological solvation.

4.1 Preliminaries

4.1.1 Gaussian integrals

We begin by reviewing Gaussian integrals, which play a central role in this chapter. Let \( \mathbf{x} \) and \( \mathbf{y} \) be \( N \)-component vectors, with components \( \{x_i\} \) and \( \{y_i\} \), and let \( \mathbf{A} \) be an \( N \times N \) real, symmetric matrix, with matrix elements \( A_{ij} \). By diagonalizing \( \mathbf{A} \), it can be shown that

\[
\int \left( \prod_{i=1}^{N} \frac{d x_i}{2\pi} \right) \exp \left[ -\frac{1}{2} \mathbf{x}^T \mathbf{A} \mathbf{x} \right] = \frac{1}{\sqrt{\text{det}(2\pi \mathbf{A})}}. \tag{4.1}
\]

If \( \mathbf{A} \) is invertible, we can obtain the more general result,

\[
\int \left( \prod_{i=1}^{N} \frac{d x_i}{2\pi} \right) \exp \left[ -\frac{1}{2} \mathbf{x}^T \mathbf{A} \mathbf{x} - \mathbf{x}^T \mathbf{y} \right] = \int \left( \prod_{i=1}^{N} \frac{d x_i}{2\pi} \right) \exp \left[ -\frac{1}{2} (\mathbf{x} + \mathbf{A}^{-1} \mathbf{y})^T \mathbf{A} (\mathbf{x} + \mathbf{A}^{-1} \mathbf{y}) + \frac{1}{2} \mathbf{y}^T \mathbf{A}^{-1} \mathbf{y} \right] = \exp \left[ \frac{1}{2} \mathbf{y}^T \mathbf{A}^{-1} \mathbf{y} \right] \frac{1}{\sqrt{\text{det}(2\pi \mathbf{A})}}. \tag{4.2}
\]

We can regard the components of \( \mathbf{x} \) as dynamical variables of a system whose Hamiltonian is \( H(\mathbf{x}) = (k_B T/2) \mathbf{x}^T \mathbf{A} \mathbf{x} \). If we regard the components of the vector \( k_B T \mathbf{y} \) as conjugate variables that are coupled to the components of \( \mathbf{x} \), then Equation (4.2) is the partition function of the coupled system. By taking partial derivatives of the logarithm of this partition function, we find that

\[
\langle x_i \rangle = -\sum_j (A^{-1})_{ij} y_j. \tag{4.3}
\]

Moreover, letting \( \delta x_i = x_i - \langle x_i \rangle \), we find that

\[
\langle \delta x_i \delta x_j \rangle = (A^{-1})_{ij}. \tag{4.4}
\]
These results can be generalized to Gaussian integrals over fields. Let $f(r)$ and $g(r)$ be arbitrary fields and $u(r, r')$ be a linear operator. Then,

$$
\int \mathcal{D}f(r) \exp \left[ -\frac{1}{2} \int_r \int_{r'} f(r) u(r, r') f(r') - \int_r f(r) g(r) \right] = \exp \left[ \frac{1}{2} \int_r \int_{r'} g(r) u^{-1}(r, r') g(r') \right] \frac{1}{\sqrt{\det(2\pi u)}}. \quad (4.5)
$$

Note that there are factors of $2\pi$ implicit in the notation $\mathcal{D}f(r)$. The operator $u^{-1}(r, r')$ is defined by the relation

$$
\int_{r''} u^{-1}(r, r'') u(r'', r') = \delta(r - r'), \quad \forall r, r'. \quad (4.6)
$$

Equation (4.5) is derived by expanding $f(r)$ in a finite basis, and then applying Equation (4.2). The functional determinant of $2\pi u$ is only defined in this basis, and will have a different numerical value in a different basis. However, the ratio of two such determinants is independent of basis in the limit of a complete basis, so only ratios of integrals like those on the left-hand side of Equation (4.5) have physical meaning.

We now regard $f(r)$ as a dynamical field, with Hamiltonian,

$$
H[f(r)] = \left( k_B T / 2 \right) \int_r \int_{r'} f(r) u(r, r') f(r'), \quad (4.7)
$$

and couple $f(r)$ to the field $k_B T g(r)$. Equation (4.5) is the partition function for this system. Generalizing the results for $\langle x_i \rangle$ and $\langle \delta x_i \delta x_j \rangle$ above, we find that

$$
\langle f(r) \rangle = - \int_{r''} u^{-1}(r, r'') g(r'), \quad (4.8)
$$

$$
\langle \delta f(r) \delta f(r') \rangle = u^{-1}(r, r'). \quad (4.9)
$$

### 4.1.2 Unconstrained Gaussian solvent density fields

Chandler has demonstrated that many successful liquid-state theories, such as Percus-Yevick theory and the mean spherical approximation [41], result from assuming Gaussian statistics for solvent density fluctuations [11]. The total density field for a non-uniform solvent is first decomposed into slowly-varying and quickly-varying components, as described in Section 2.3,

$$
\rho(r) = \rho_0 n(r) + \delta \rho(r). \quad (4.10)
$$

The special case of a uniform fluid is represented by setting $n(r) = 1$ everywhere. The solvent density fluctuation field $\delta \rho(r)$ is then well-modeled by a Hamiltonian of the form

$$
H[\delta \rho(r)] = \left( k_B T / 2 \right) \int_r \int_{r'} \delta \rho(r) \chi^{-1}(r, r') \delta \rho(r'). \quad (4.11)
$$
Solvent density field \( \rho(r) = \rho_e n(r) + \delta \rho(r) \)

External potential \( \Phi(r) \)

Bare Hamiltonian \( H[\delta \rho(r)] = \frac{k_B T}{2} \int_r \int_{r'} \delta \rho(r) \chi^{-1}(r, r') \delta \rho(r') \)

Partition function \( Z[\Phi(r)] = \int \mathcal{D}\delta \rho(r) e^{-\beta H[\delta \rho(r)] - \beta \int_r \Phi(r) \delta \rho(r)} \)

Free energy \( F[\Phi(r)] = -\frac{k_B T}{2} \int \int_{r', r''} \beta \Phi(r) \chi(r, r') \beta \Phi(r') \)

Fluctuation spectrum \( \langle \delta \rho(r) \delta \rho(r') \rangle = \chi(r, r') \)

Mean density \( \langle \rho(r) \rangle = \rho_e n(r) - \int_{r'} \chi(r, r') \beta \Phi(r') \)

| Table 4.1: Main results of unconstrained Gaussian field theory for solvent density field. The free energy is measured with respect to the ensemble where \( \Phi(r) = 0 \), so \( F[\Phi(r)] = -k_B T \ln Z[\Phi(r)] / Z[0] \). |

Here, the coupling strength \( \chi^{-1}(r, r') \) is the operator that satisfies the relation

\[
\int_{r''} \chi^{-1}(r, r'') \chi(r'', r') = \delta(r - r'),
\]

for all \( r \) and \( r' \). By construction, the thermal average of \( \delta \rho(r) \delta \rho(r') \) under this Hamiltonian is \( \chi(r, r') \). If a field \( \Phi(r) \) is coupled to the solvent density fluctuation field \( \delta \rho(r) \), then the resulting mean solvent density and fluctuation spectrum are given by analogs to Equations (4.8) and (4.9). These results are summarized in Table 4.1, and recapitulate the linear response regime of normal liquids [41].

### 4.1.3 Constrained Gaussian solvent density fields

Chandler then considered the free energy cost of imposing constraints on the density fluctuations as a way to model solvent density exclusion. Following his argument, we impose the requirement \( \rho_e n(r) + \delta \rho(r) = 0 \) for all \( r \) in a given volume \( v \). The solvent density in the remaining volume, denoted \( \bar{v} \), is unconstrained. To facilitate later calculations, we again couple an external field \( \Phi(r) \) to \( \delta \rho(r) \). The partition function of the resulting ensemble is

\[
Z_v[\Phi(r)] = \int \mathcal{D}\delta \rho(r) \exp \left[ -\beta H[\delta \rho(r)] - \beta \int_r \Phi(r) \delta \rho(r) \right] \prod_{r \in v} \delta(\rho_e n(r) + \delta \rho(r)).
\]

(4.13)
The integral is most easily evaluated by using the Fourier space representation of the δ-function. In particular,

\[
Z_v[\Phi(r)] = \int \mathcal{D}\delta\rho(r) \int_v \mathcal{D}\psi(r) \exp\left[-\frac{1}{2} \int_r \int_{r'} \delta\rho(r) \chi^{-1}(r,r') \delta\rho(r') \right.
\]

\[
- \beta \int_r \Phi(r) \delta\rho(r) - \int_r i\psi(r) (\rho n(r) + \delta\rho(r)) \right], \\
(4.14)
\]

where the subscript \(v\) in the integral over the dummy conjugate field \(\psi(r)\) signifies that the \(\psi(r)\) is only non-zero when \(r\) is in \(v\). The integral over \(\delta\rho(r)\) is now purely a Gaussian integral, so it can be evaluated analytically using Equation (4.5). The result is

\[
Z_v[\Phi(r)] = \frac{1}{\sqrt{\det(2\pi\chi^{-1})}} \int_v \mathcal{D}\psi(r) \exp\left\{ \frac{1}{2} \int_r \int_{r'} [\beta\Phi(r) + i\psi(r)] \chi(r,r') [\beta\Phi(r') + i\psi(r')] - \int_r i\psi(r) \rho n(r) \right\}. \\
(4.15)
\]

The integral over the field \(\psi(r)\) can be reduced to the following Gaussian integral,

\[
Z_v[\Phi(r)] = \frac{1}{\sqrt{\det(2\pi\chi^{-1})}} \int_v \mathcal{D}\psi(r) \exp\left\{ \frac{1}{2} \int_r \int_{r'} \beta\Phi(r) \chi(r,r') \beta\Phi(r') \right\} \\
\int_v \mathcal{D}\psi(r) \exp\left\{ -\frac{1}{2} \int_{r\in v} \int_{r'\in v} \psi(r) \chi(r,r') \psi(r') \right. \\
- \left. i \int_{r\in v} \psi(r) \left[ \rho n(r) - \int_{r'} \chi(r,r') \beta\Phi(r') \right] \right\}. \\
(4.16)
\]

When evaluated, the result is

\[
Z_v[\Phi(r)] = \frac{1}{\sqrt{\det(2\pi\chi^{-1})}} \exp\left\{ \frac{1}{2} \int_r \int_{r'} \beta\Phi(r) \chi(r,r') \beta\Phi(r') \right\} \\
\frac{1}{\sqrt{\det(2\pi\chi_v)}} \exp\left\{ -\frac{1}{2} \int_{r\in v} \int_{r'\in v} \left[ \rho n(r) - \int_{r'} \chi_v^{-1}(r,r') \beta\Phi(r') \right] \\
\chi_v^{-1}(r,r') \left[ \rho n(r') - \int_{r''} \chi(r',r'') \beta\Phi(r'') \right] \right\}. \\
(4.17)
\]

Here, \(\chi_v^{-1}(r,r')\) is the operator that satisfies

\[
\int_{r''\in v} \chi_v^{-1}(r,r'') \chi(r'',r') = \delta(r - r'), \quad \forall r, r' \in v. \\
(4.18)
\]
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The free energy difference between the free ensemble and the constrained ensemble in the presence of the external field $\Phi(\mathbf{r})$, defined as $-k_B T \ln Z_v[\Phi(\mathbf{r})]/Z[0]$, is given by

\[
F_v[\Phi(\mathbf{r})] = k_B T \ln \sqrt{\det(2\pi\chi_v)} - \frac{k_B T}{2} \int r \int r' \beta \Phi(\mathbf{r}) \chi(\mathbf{r}, \mathbf{r}') \beta \Phi(\mathbf{r}') + \frac{k_B T}{2} \int r \int r' \int r'' \left[ \rho m(\mathbf{r}) - \int r'' \chi(\mathbf{r}, \mathbf{r}'') \beta \Phi(\mathbf{r}'') \right] \chi_v^{-1}(\mathbf{r}, \mathbf{r}') \left[ \rho m(\mathbf{r}') - \int r''' \chi(\mathbf{r}', \mathbf{r}'''') \beta \Phi(\mathbf{r}''') \right].
\] (4.19)

In this expression, we can recognize the terms in square brackets as the local solvent density that would result from a linear response in the absence of constraints of the mean solvent density at $\mathbf{r}$ to a field $\Phi(\mathbf{r})$ that couples to $\delta \rho(\mathbf{r})$ (see Table 4.1). The free energy $F_v[\Phi(\mathbf{r})]$ is thus a multi-variable generalization of the Gaussian model expression of Equation (2.27).

At this point, we hit an impasse: because of the term $\det(2\pi\chi_v)$, this free energy depends on the basis used to evaluate the functional integral in Equation (4.13). In Section 4.1.5, we discuss the origin of this problem and argue that a pragmatic resolution is to replace $\det(2\pi\chi_v)$ with $2\pi\sigma_v$, where $\sigma_v$ is defined by Equation (2.23). For the moment, we sidestep this issue and discuss other consequences of Equation (4.19).

By taking functional derivatives of $F_v[\Phi(\mathbf{r})]$ with respect to $\Phi(\mathbf{r})$, we can calculate the mean value of various observables in the presence of constraints and external fields. We use the subscript $v$ to denote that the thermal averages are evaluated with these constraints and external fields. In this way, we obtain two key results. First, the average solvent density is given by

\[
\langle \rho(\mathbf{r}) \rangle_v = \rho m(\mathbf{r}) + \frac{\delta \beta F_v[\Phi(\mathbf{r})]}{\delta \Phi(\mathbf{r})}
= \rho m(\mathbf{r}) - \int r \chi(\mathbf{r}, \mathbf{r}') \beta \Phi(\mathbf{r}') - \int r' \int r'' \chi(\mathbf{r}, \mathbf{r}') \chi_v^{-1}(\mathbf{r}', \mathbf{r}'') \left[ \rho m(\mathbf{r}'') - \int r''' \chi(\mathbf{r}'', \mathbf{r}''') \beta \Phi(\mathbf{r'''}) \right].
\] (4.20)

Second, the fluctuation correlation function, denoted henceforth by $\chi^{(m)}(\mathbf{r}, \mathbf{r}')$, is given by

\[
\chi^{(m)}(\mathbf{r}, \mathbf{r}') = \langle \delta \rho(\mathbf{r}) \delta \rho(\mathbf{r}') \rangle_v = \frac{\delta^2 \beta F_v[\Phi(\mathbf{r})]}{\delta \beta \Phi(\mathbf{r}) \delta \beta \Phi(\mathbf{r}')}
= \chi(\mathbf{r}, \mathbf{r}') - \int r'' \int r''' \chi(\mathbf{r}, \mathbf{r}'') \chi_v^{-1}(\mathbf{r}'', \mathbf{r}''') \chi(\mathbf{r}'', \mathbf{r}').
\] (4.21)

This modified fluctuation spectrum differs from $\chi(\mathbf{r}, \mathbf{r}')$ principally in that it is 0 if either $\mathbf{r}$ or $\mathbf{r}'$ is in $v$, a result that follows from Equation (4.18). Since $\chi(\mathbf{r}, \mathbf{r}')$ is usually short-ranged (it decays to near-zero if $\mathbf{r}$ and $\mathbf{r}'$ are more than about 10 Å from each other),
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χ^(m)(r, r') and χ(r, r') are equal whenever both r and r' are far from v. In the vicinity of v, χ^(m)(r, r') differs quantitatively but not qualitatively from χ(r, r')

The expression for the mean solvent density, Equation (4.20), has a clean physical interpretation. To reveal it, we first construct an auxiliary field, c(r), that satisfies,

\[ \int_{r' \in v} \chi(r, r')c(r') = -\rho_cn(r), \quad r \in v, \quad (4.22a) \]

\[ c(r) = 0, \quad r \notin v. \quad (4.22b) \]

In other words, \( k_BTc(r) \) is a field, zero outside of v, that induces a solvent density response \(-\rho_cn(r)\) inside of v. With this field, we can rewrite Equation (4.20) as

\[ \langle \rho(r) \rangle_v = \rho_cn(r) - \int_{r' \in v} \chi(r, r')c(r') - \int_{r' \in \bar{v}} \chi^(m)(r, r')\beta\Phi(r'). \quad (4.23) \]

The restricted domains of the integrals only emphasize the regions in which the integrand is not trivially zero. This expression can be interpreted as follows: the effect of the constraints is identical to that of an external field \( k_BTc(r) \) that couples to the solvent density in v, chosen to make the mean solvent density 0 in this region; the solvent further responds linearly to the external field \( \Phi(r) \), but with the modified fluctuation spectrum \( \chi^(m)(r, r') \). This expression makes evident that \( \langle \rho(r) \rangle_v \) is zero inside v, as required by the density constraints, and that its value outside of v is independent of the value of the field \( \Phi(r) \) in v.

By using the expressions for \( c(r) \) and \( \chi^(m)(r, r') \), we can rewrite the free energy of the constrained field in a way that emphasizes the physical effects of the constraints. We obtain

\[ F_v[\Phi(r)] = k_BT \ln \sqrt{\det(2\pi\chi_e)} + \frac{k_BT}{2} \int_{r \in v} \rho(n(r))c(r) - \int_{r \in v} \Phi(r)\rho(n(r)) \]

\[ \quad - \frac{k_BT}{2} \int_r \int_{r'} \beta\Phi(r)\chi^(m)(r, r')\beta\Phi(r') - \int_{r \in v} \int_{r' \in v} \Phi(r)\chi(r, r')c(r'). \quad (4.24) \]

The results of constrained Gaussian field theory are summarized in Table 4.2

4.1.4 Effective LCW Hamiltonian

We now consider the full LCW Hamiltonian, discussed in depth in Section 2.3. The microscopic details of this Hamiltonian, in the presence of an external potential \( u(r) \), are summarized in Table 4.3.

Using the results of the previous section, we can derive an effective Hamiltonian \( H_{eff}[n(r)] \) for the field \( n(r) \), which is the result of thermally averaging over the fluctuating field \( \delta\rho(r) \) under the constraint of no solvent density in v. The Hamiltonian is built so that in the absence of constraints and external field \( u(r) \), then \( H_{eff}[n(r)] = H_L[n(r)] \). This effective Hamiltonian can be decomposed into portions owing to the interfacial energetics, \( H_L[n(r)] \),
Solvent density field \( \rho(\mathbf{r}) = \rho_\ell n(\mathbf{r}) + \delta \rho(\mathbf{r}) \)

External potential \( \Phi(\mathbf{r}) \)

Bare Hamiltonian \( H[\delta \rho(\mathbf{r})] = \frac{k_B T}{2} \int_\mathbf{r} \int_\mathbf{r}' \delta \rho(\mathbf{r}) \chi^{-1}(\mathbf{r}, \mathbf{r}') \delta \rho(\mathbf{r}') \)

Partition function \( Z_v[\Phi(\mathbf{r})] = \int \mathcal{D} \delta \rho(\mathbf{r}) e^{-\beta H[\delta \rho(\mathbf{r})] - \beta \int_\mathbf{r} \Phi(\mathbf{r}) \delta \rho(\mathbf{r})} \prod_{\mathbf{r} \in v} \delta(\rho_\ell n(\mathbf{r}) + \delta \rho(\mathbf{r})) \)

Solvent exclusion potential \( c(\mathbf{r}) = \left\{ \begin{array}{ll} \int_{\mathbf{r}' \in v} \chi_v^{-1}(\mathbf{r}, \mathbf{r}') \rho_\ell n(\mathbf{r}') & , \mathbf{r} \in v \\ 0, & \text{otherwise} \end{array} \right. \)

Free energy \( F_v[\Phi(\mathbf{r})] = k_B T \ln \sqrt{\det(2\pi \chi_v)} + \frac{k_B T}{2} \int_{\mathbf{r} \in v} \rho_\ell n(\mathbf{r}) c(\mathbf{r}) \)
\(- \int_{\mathbf{r} \in v} \Phi(\mathbf{r}) \rho_\ell n(\mathbf{r}) - \int_{\mathbf{r} \in v} \int_{\mathbf{r}' \in v} \Phi(\mathbf{r}) \chi(\mathbf{r}, \mathbf{r}') c(\mathbf{r}') \)
\(- \frac{k_B T}{2} \int_{\mathbf{r} \in v} \int_{\mathbf{r}' \in v} \beta \Phi(\mathbf{r}) \chi^{(m)}(\mathbf{r}, \mathbf{r}') \beta \Phi(\mathbf{r}'). \)

Fluctuation spectrum \( \langle \delta \rho(\mathbf{r}) \delta \rho(\mathbf{r}') \rangle_v = \chi^{(m)}(\mathbf{r}, \mathbf{r}') \)
\( = \chi(\mathbf{r}, \mathbf{r}') - \int_{\mathbf{r}'' \in v} \int_{\mathbf{r}''' \in v} \chi(\mathbf{r}, \mathbf{r}'') \chi_v^{-1}(\mathbf{r}'', \mathbf{r}''') \chi(\mathbf{r}''', \mathbf{r}') \)

Mean density \( \langle \rho(\mathbf{r}) \rangle_v = \rho_\ell n(\mathbf{r}) - \int_{\mathbf{r}' \in v} \chi(\mathbf{r}, \mathbf{r}') c(\mathbf{r}') - \int_{\mathbf{r} \in v} \chi^{(m)}(\mathbf{r}, \mathbf{r}') \beta \Phi(\mathbf{r}'). \)

| Table 4.2: Main results of constrained Gaussian field theory for solvent density field. The free energy is measured with respect to the unconstrained ensemble where \( \Phi(\mathbf{r}) = 0 \), so \( F_v[\Phi(\mathbf{r})] = -k_B T \ln Z_v[\Phi(\mathbf{r})]/Z[0] \). |
Solvent density field $\rho(\mathbf{r}) = \rho_e n(\mathbf{r}) + \delta \rho(\mathbf{r})$

Unbalancing potential $\phi(\mathbf{r}) = -2a\rho_e[\bar{n}(\mathbf{r}) - 1]$

Hamiltonian $H[n(\mathbf{r}), \delta \rho(\mathbf{r})] = H_L[n(\mathbf{r})] + H_S[\delta \rho(\mathbf{r}); n(\mathbf{r})]$

$+ H_I[n(\mathbf{r}), \delta \rho(\mathbf{r})] + H_u[n(\mathbf{r}), \delta \rho(\mathbf{r})]$

Interfacial energy

$H_L[n(\mathbf{r})] = \int_\mathbf{r} w(n(\mathbf{r}), \mu) + \frac{m}{2} |\nabla n(\mathbf{r})|^2$

Fluctuation energy

$H_S[\delta \rho(\mathbf{r}); n(\mathbf{r})] = \frac{k_B T}{2} \int_\mathbf{r} \int_\mathbf{r'} \delta \rho(\mathbf{r}) \chi^{-1}(\mathbf{r}, \mathbf{r'}; n(\mathbf{r})) \delta \rho(\mathbf{r'})$

Length-scale coupling

$H_I[n(\mathbf{r}), \delta \rho(\mathbf{r})] = \int_\mathbf{r} \phi(\mathbf{r}) \delta \rho(\mathbf{r}) + H_{\text{norm}}[n(\mathbf{r})]$

Normalization

$H_{\text{norm}}[n(\mathbf{r})] = \frac{k_B T}{2} \int_\mathbf{r} \int_\mathbf{r'} \phi(\mathbf{r}) \chi(\mathbf{r}, \mathbf{r'}; \phi(\mathbf{r'}))$

External coupling

$H_u[n(\mathbf{r}), \delta \rho(\mathbf{r})] = \int_\mathbf{r} u(\mathbf{r}) [\rho_e n(\mathbf{r}) + \delta \rho(\mathbf{r})]$

Table 4.3: Microscopic LCW model.
to the constrained solvent fluctuations, $H_S[n(r)]$, the effect of the unbalancing potential, $H_I[n(r)]$, and finally, the effect of the coupling to the external field, $H_u[n(r)]$. Expressions for all these Hamiltonians are collected in Table 4.4.

Before proceeding, we introduce two important simplifications. First, instead of solving Equation (4.22) to obtain the value of the field $c(r)$ in $v$, we replace $c(r)$ there by its average value, $c_1$, and obtain the much simpler relation

$$c_1 = \langle N \rangle_v / \sigma_v,$$

where

$$\langle N \rangle_v = \int_{r \in v} \rho_n(r),$$

$$\sigma_v = \int_{r \in v} \int_{r' \in v} \chi(r, r').$$

As described below, this approximation is closely connected to the effective Hamiltonian that would result if in Equation (4.13) we enforced only that $\int_{r \in v} \rho_n(r) + \delta \rho(r) = 0$, instead of imposing the multitude of constraints that $\rho_n(r) + \delta \rho(r)$ be zero at every point $r$ in $v$. We present numerical evidence below that this approximation, dubbed the “one-basis set approximation” in previous works [48, 107], does not appreciably change the results we obtain. Crucially, this approximation replaces the large (though sparse) linear system of Equation (4.22) with the trivial relation of Equation (4.25), and is therefore very advantageous computationally. With it, the term $H_S[n(r)]$ is given by

$$H_S[n(r)] \approx k_B T [\langle N \rangle_v^2 / 2\sigma_v + C / 2].$$

The normalization constant $C$ should strictly be equal to $\ln(2\pi\sigma_v)$, but this quantity tends to negative infinity as $v$ becomes tiny, since in that limit, $\sigma_v \approx \langle N \rangle_v$. This deficiency arises from a breakdown of Gaussian statistics for solvent number fluctuations in sub-Angstrom volumes. Since solvent molecules are discrete entities, these statistics are instead Poissonian. The free-energy cost of evacuating such a cavity is approximately $k_B T \langle N \rangle_v$ (Equation (2.21)). We thus define $C$ by the relation

$$C = \begin{cases} 
\ln(2\pi\sigma_v), & \langle N \rangle_v > 1, \\
\max[\ln(2\pi\sigma_v), \langle N \rangle_v], & \text{otherwise.}
\end{cases}$$

This is a simple, continuous way of compensating for the difference in fluctuation statistics at tiny length scales. The crossover to $C = \langle N \rangle_v$ occurs at $\langle N \rangle_v \approx (2\pi - 1)^{-1} \approx 0.19$.

A second important simplification is that in all the solute geometries we have used, the sum of the last two terms of $H_I[n(r)]$ in Table 4.4 are, on average, opposite in sign but nearly

\footnote{In Ref. [111], there is an inconsequential typo in the value of this crossover.}
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Solvent density field  \( \rho(r) = \rho_\ell n(r) + \delta \rho(r) \)

Unbalancing potential  \( \phi(r) = -2a \rho_\ell [\overline{n}(r) - 1] \)

Partition function  \( Z_v[n(r)] = \int \mathcal{D} \delta \rho(r) e^{-\beta H[n(r), \delta \rho(r)]} \prod_{r \in v} \delta\left(\rho_\ell n(r) + \delta \rho(r)\right) \)

Effective Hamiltonian  \( H_{\text{eff}}[n(r)] = H_L[n(r)] + H_S[n(r)] + H_I[n(r)] + H_u[n(r)] \)

Interfacial energy  \( H_L[n(r)] = \int_r w(n(r), \mu) + \frac{m}{2} |\nabla n(r)|^2 \)

Solvent exclusion potential  \( c(r) = \begin{cases} \int_{r' \in v} \chi_v^{-1}(r, r') \rho_\ell n(r'), & r \in v \\ 0, & \text{otherwise} \end{cases} \)

Solvent exclusion energy  \( H_S[n(r)] = k_B T \ln \sqrt{\det(2\pi \chi_v)} + \frac{k_B T}{2} \int_{r \in v} \rho_\ell n(r) c(r) \)

Length-scale coupling  \( H_I[n(r)] = -\int_{r \in v} \phi(r) \rho_\ell n(r) - \int_{r' \in v} \int_{r'' \in v} \Phi(r) \chi(r, r') c(r') + \frac{k_B T}{2} \int_r \int_{r'} \beta \Phi(r) (\chi - \chi^{(m)}(r, r')) \beta \Phi(r') \)

External coupling  \( H_u[n(r)] = \int_r u(r) \langle \rho(r) \rangle_v + \frac{k_B T}{2} \int_r \int_{r'} \beta u(r) \chi^{(m)}(r, r') \beta u(r') \)

Fluctuation spectrum  \( \langle \delta \rho(r) \delta \rho(r') \rangle_v = \chi^{(m)}(r, r') \)

\[ = \chi(r, r') - \int_{r'' \in v} \int_{r''' \in v} \chi(r, r'') \chi^{-1}(r'', r''') \chi(r'''', r') \]

Mean density  \( \langle \rho(r) \rangle_v = \rho_\ell n(r) - \int_{r' \in v} \chi(r, r') c(r') - \int_{r' \in \bar{v}} \chi^{(m)}(r, r') \beta(u + \phi)(r') \)

Table 4.4: Effective LCW Hamiltonian for slowly-varying field \( n(r) \). The microscopic Hamiltonian \( H[n(r), \delta \rho(r)] \) is summarized in Table 4.3.
proportional to the much simpler remaining term involving \( \phi(r) \) (as described in detail below in Section 4.4.3). Physically, these three terms capture the energetic bonus of driving \( \delta \rho(r) \) to 0 inside \( v \) where \( \phi \) is positive, the energetic cost of the consequent density enhancement just outside of \( v \), and the small difference between (a) the entropic cost associated with \( \phi \) modifying the solvent density in the presence of a solute and (b) that same cost in the absence of a solute. In typical configurations, the three terms are roughly proportional to the subvolume of \( v \) where \( n(r) = 1 \), and capture how solvation free energies are modified by the microscopic curvature of \( v \). We have found it accurate to model the effect of these three terms using only the first term of \( H_I[n(r)] \), whose strength is then renormalized by a factor \( K \). The resulting approximation for \( H_I[n(r)] \) is

\[
H_I[n(r)] \approx -K \int_{r \in v} \phi(r) \rho \ell n(r).
\] (4.30)

The effective LCW Hamiltonian with these simplifications is summarized in Table 4.5. In the remainder of this chapter, we propose and evaluate discretization schemes for these equations.

### 4.1.5 Shortcomings of the Gaussian model

Before concluding this section, we return to the basis-dependence problem in Equation (4.19). In particular, the value of \( \det(2\pi \chi_v) \) depends on the basis used to evaluate the functional integral of Equation (4.16). The problem is a symptom of the Gaussian model breaking down when the particulate nature of the solvent becomes evident. That is, the Gaussian model allows the total number of particles in a given volume to be non-integer or even negative. This is the same problem that appears in calculating the solvation free energy of a tiny cavity with the Gaussian model, and is alleviated by our definition of \( C \) above.

If the functional integral over density fields in Equation (4.13) could be restricted so that the total solvent density was everywhere non-negative, then the single constraint \( \int_{r \in v} \rho \ell n(r) + \delta \rho(r) = 0 \) would be equivalent to the multitude of constraints imposed in Equation (4.13). When only the single constraint is imposed on the Gaussian model, the resulting free energy difference is

\[
\beta F_v^{(1)}[\Phi(r)] = \ln \sqrt{2\pi \sigma_v} + \frac{\left[ \int_{r \in v} \rho \ell n(r) - \int_{r'} \chi(r, r') \beta \Phi(r') \right]^2}{2\sigma_v}
- \frac{1}{2} \int_r \int_{r'} \beta \Phi(r) \chi(r, r') \beta \Phi(r'),
\] (4.31)

with \( \sigma_v \) defined by Equation (2.23). In the absence of an external field \( \Phi(r) \), this free energy is equal to \( H_S[n(r)] \) in the one-basis approximation (Table 4.5). The free energy is also exactly the Gaussian model of Equation (2.27), which we know to be quantitatively accurate
Sovent density field \( \rho(\mathbf{r}) = \rho_0 n(\mathbf{r}) + \delta \rho(\mathbf{r}) \)

Unbalancing potential \( \phi(\mathbf{r}) = -2a \rho_0 [\bar{n}(\mathbf{r}) - 1] \)

Partition function \( Z_v[n(\mathbf{r})] = \int \mathcal{D} \rho(\mathbf{r}) e^{-\beta H[n(\mathbf{r}), \delta \rho(\mathbf{r})]} \prod_{\mathbf{r} \in v} \delta(\rho_0 n(\mathbf{r}) + \delta \rho(\mathbf{r})) \)

Effective Hamiltonian \( H_{\text{eff}}[n(\mathbf{r})] = H_L[n(\mathbf{r})] + H_S[n(\mathbf{r})] + H_I[n(\mathbf{r})] + H_u[n(\mathbf{r})] \)

Interfacial energy \( H_L[n(\mathbf{r})] = \int_r w(n(\mathbf{r}), \mu) + \frac{m}{2} |\nabla n(\mathbf{r})|^2 \)

Solvent exclusion potential \( c_1 = \langle N \rangle_v / \sigma_v \)

\( \langle N \rangle_v = \int_{\mathbf{r} \in v} \rho n(\mathbf{r}) \)

\( \sigma_v = \int_{\mathbf{r} \in v} \int_{\mathbf{r}' \in v} \chi(\mathbf{r}, \mathbf{r}') \)

Solvent exclusion energy \( H_S[n(\mathbf{r})] \approx k_B T [\langle N \rangle_v^2 / 2 \sigma_v + C/2], \)

\( C = \begin{cases} \ln(2\pi \sigma_v), & \langle N \rangle_v > 1, \\ \max[\ln(2\pi \sigma_v), \langle N \rangle_v], & \text{otherwise}. \end{cases} \)

Length-scale coupling \( H_I[n(\mathbf{r})] \approx -K \int_{\mathbf{r} \in v} \phi(\mathbf{r}) \rho_0 n(\mathbf{r}) \)

External coupling \( H_u[n(\mathbf{r})] = \int_r u(\mathbf{r}) \langle \rho(\mathbf{r}) \rangle_v + \frac{k_B T}{2} \int_r \int_{\mathbf{r}'} \beta u(\mathbf{r}) \chi^{(m)}(\mathbf{r}, \mathbf{r}') \beta u(\mathbf{r}') \)

Fluctuation spectrum \( \langle \delta \rho(\mathbf{r}) \delta \rho(\mathbf{r}') \rangle_v = \chi^{(m)}(\mathbf{r}, \mathbf{r}') \)

\( = \chi(\mathbf{r}, \mathbf{r}') - \int_{\mathbf{r}'' \in v} \int_{\mathbf{r}''' \in v} \chi(\mathbf{r}, \mathbf{r}'') \chi^{-1}(\mathbf{r}'', \mathbf{r}''') \chi(\mathbf{r}''', \mathbf{r}') \)

Mean density \( \langle \rho(\mathbf{r}) \rangle_v = \rho_0 n(\mathbf{r}) - \int_{\mathbf{r}' \in v} \chi(\mathbf{r}, \mathbf{r}') c_1 - \int_{\mathbf{r} \in \emptyset} \chi^{(m)}(\mathbf{r}, \mathbf{r}') \beta(u + \phi)(\mathbf{r}') \)

Table 4.5: Approximate effective LCW Hamiltonian for slowly-varying field \( n(\mathbf{r}) \). The microscopic Hamiltonian \( H[n(\mathbf{r}), \delta \rho(\mathbf{r})] \) is summarized in Table 4.3.
for cavities of up to a few Angstroms in size. This correspondence suggests that the basis-independent expression \(2\pi\sigma_v\) is a reasonable replacement for \(\text{det}(2\pi\chi_v)\). We emphasize that the solution we have chosen is purely pragmatic, and cannot be rigorously justified. In fact, the replacement has some undesirable properties, such as the total solvation energy of two distant cavities being \(k_B T \ln \sqrt{2\pi} \approx 1 k_B T\) less than the sum of the solvation energies of the individual cavities. In most cases we have examined, however, the term \(k_B T \ln \sqrt{2\pi\sigma_v}\) contributes negligibly to the total solvation free energy. We have thus chosen to accept the inadequacies of our pragmatic replacement as a shortcoming of the otherwise rather useful Gaussian model.

4.2 Discretized LCW Hamiltonian

In order to implement a simulation with the Hamiltonian in Table 4.5, we must discretize it. We begin by describing \(n(r)\) with reference to a cubic grid of spacing \(\lambda\), depicted in Figure 4.1, and we denote its value at the center of cell \(i\) by \(n_i\). Then, \(n(r)\) is given by

\[
n(r) = \sum_i n_i \Psi(r - r_i), \quad (4.32)
\]

where \(r_i\) is the center of cell \(i\) and \(n_i\) is 1 or 0, and the sum is over all cells \(i\). The function \(\Psi(r)\) is maximal with value 1 at \(r = 0\); it is cubic symmetric about the origin; and it is zero when the magnitude of any of the Cartesian components of \(r\) is greater than \(\lambda\). Additionally, it satisfies for all \(r\) the property

\[
\sum_i \Psi(r - r_i) = 1,
\]

so that when all cells have \(n_i = 1\), the resulting field \(n(r)\) is uniformly 1. The cell size \(\lambda\) should be no smaller than the intrinsic width of the liquid-vapor interface. Based upon the interfacial profile of the SPC/E model [5,49], we therefore pick \(\lambda = 4\ \text{Å}\). This is the minimal scale over which the time-averaged solvent density can transition from liquid-like to vapor-like values. The typical size of interfacial energies between cells on this grid is \(\gamma \lambda^2\), where \(\gamma\) is the liquid-vapor surface tension of the solvent.

4.2.1 Interfacial Energetics

Implementing an LCW-like theory on a lattice has been attempted previously [106,107,123]. In these efforts, the term \(H_L[n(r)]\) has been approximated by an Ising Hamiltonian with nearest-neighbor coupling

\[
H_L[\{n_i\}] \rightleftharpoons \gamma \lambda^2 \sum_{(ij)} (n_i - n_j)^2 - \mu \rho \ell \lambda^3 \sum_i n_i.
\]
Unfortunately, the use of this Hamiltonian results in serious artifacts. Consider, for instance, the energetics of a convex vapor bubble embedded in the liquid, as represented by the field \{n_i\}. Many configurations of the field that are physically distinct nonetheless have equal surface area, and thus equal statistical weight. In particular, all convex shapes with equal projections onto the xy-, yz- and xz-planes have the same surface area. Hence, the use of this Hamiltonian results in an unphysical excess of entropy, as shown in detail in Section 4.4.4. Moreover, the energetic cost of common configurations of the field \{n_i\} is substantially overestimated. The Ising Hamiltonian assigns a large vapor bubble of radius R an interfacial energy of about $6\pi\gamma R^2$, not $4\pi\gamma R^2$. Whereas using a renormalized $\gamma$, as in Ref. [78], can alleviate this latter problem, the problem of excess entropy is more fundamental.

Figure 4.2 illustrates the entropy problem in the Ising model. Here, a two-dimensional $27 \times 27$-cell Ising model is constructed. Filled cells ($n_i = 1$) are shown in black. The cells in the shape of a cross in the middle are constrained to be filled at all times, those at the edges to be empty at all times, and the system is initially prepared with all other cells empty. The system is then evolved using Metropolis dynamics. At temperature $T = 0$, the expectation is for the system to evolve to a state that minimizes the surface area (perimeter) of the filled region. What is instead observed is an uncontrolled meandering of the boundary between filled and unfilled cells. All the observed configurations after the initial expansion of the filled region have exactly the same energy, namely $\gamma \lambda^2 \times 4 \times 25$. At a temperature where $\gamma \lambda^2 = 5 k_B T$, one would expect capillary waves of appreciable amplitude to form along the boundary between filled and unfilled cells. Instead, the observed trajectory is essentially
indistinguishable from the $T = 0$ trajectory.

Motivated by the above deficiencies of the Ising Hamiltonian, we have instead chosen to evaluate the Landau-Ginzburg integral in Equation (2.31) numerically using the representation of Equation (4.32) for $n(r)$. The value of the integral is conveniently expressed as the sum

$$H_L[n_i] = \gamma \lambda^2 \sum_i h_i - \mu \rho \lambda^3 \sum_i n_i,$$

(4.33)

with the local integrals

$$h_i = \frac{1}{\gamma \lambda^2} \int_{x_i}^{x_i + \lambda} dx \int_{y_i}^{y_i + \lambda} dy \int_{z_i}^{z_i + \lambda} dz \left[ w(n(x,y,z),0) + \frac{m^2}{2} |\nabla n(x,y,z)|^2 \right].$$

(4.34)

The quantity $h_i$ depends only on the values of $n_j$ for cells $j$ that share one of the corners of cell $i$. There are only 14 distinct possible values of $h_i$, which can be precalculated numerically for a given free energy density $w(n,0)$ and cell size $\lambda$. To calculate $h_i$, we need concrete choices for $\Psi(r)$, $w(n,\mu)$ and $m$, which we describe below. The resulting values of $h_i$ are given in Table 4.6.

Our choice for basis function $\Psi(r)$, depicted in Figure 4.3 for water, approximates at a local level the usual van der Waals construction (described in detail in Chapter 3 of Ref. [93]). We first construct a 1D basis function $\psi(x)$ satisfying

$$w'(\psi(x),0) - m\psi''(x) = 0,$$

(4.35)
Figure 4.3: Constructing \( n(\mathbf{r}) \) from \( \{n_i\} \). The binary field specifies whether the density at the center of each lattice cell should be that of the liquid or that of the vapor. Between cell centers, the density is interpolated using the basis function \( \psi(x) \) (whose form for water is shown below the arrow). The dashed lines delineate the domain of integration of the local free energy \( h_i \) given by Equation (4.34).

with boundary conditions \( \psi(0) = 1 \) and \( \psi(\lambda) = 0 \). We then extend the range of \( \psi(x) \) and symmetrize it so that

\[
\psi(x > \lambda) = 0, \tag{4.36}
\]

and

\[
\psi(x < 0) = \psi(-x). \tag{4.37}
\]

Finally, the three-dimensional basis function \( \Psi(\mathbf{r}) \) is constructed from the one-dimensional profiles \( \psi(x) \) to give

\[
\Psi(x, y, z) = \psi(x)\psi(y)\psi(z).
\]

The field \( n(\mathbf{r}) \) constructed from Equation (4.32) using this basis function has many useful properties: the value of \( n(\mathbf{r}) \) at the center of each cell \( i \) corresponds to the state encoded in \( n_i \); the density interpolates smoothly between adjacent cells; and the density profile of a configuration representing an axis-aligned wall, where all \( n_i \)'s are 1 on one side of a plane and 0 on the other, nearly reproduces the interface profile given by the van der Waals construction.

For water, following Ref. [48], we use the free-energy density

\[
w(n, \mu) = \frac{2m}{d^2} (n - 1)^2 n^2 - \mu \rho_v n, \tag{4.38}
\]
where the parameter $d$ captures the thickness of the liquid-vapor interface, as described shortly. This choice results in both sides of Equation (4.35) being proportional to $m$, so the function $\psi(x)$ is independent of $m$. In the free van der Waals theory, where the boundary conditions on Equation (4.35) are $\psi(-\infty) = 1$ and $\psi(+\infty) = 0$, the density profile $\psi_0(z)$ that results is

\[
\psi_0(z) = \frac{1 + \tanh(z/d)}{2},
\]

which accurately describes the average density profile of an SPC/E water slab at ambient conditions. The thickness parameter $d$ can thus be determined from simulation. A complication due to capillary waves is that $d$ grows logarithmically with simulation box size [79,117], so different authors quote different values of $d$: 1.27 Å for a $19 \times 19$ Å$^2$ interface in Ref. [48] and 1.54 Å for a $30 \times 30$ Å$^2$ interface in Ref. [112]. We choose the smaller value because the instantaneous configuration of $n(r)$ should be blurred only by small-length-scale fluctuations, not by large-length-scale capillary waves, which correspond instead to different conformations of $n(r)$. The profile shown in Figure 4.3 corresponds to the solution of Equation (4.35) when the more restrictive boundary conditions described above are imposed, with $\lambda = 4$ Å and $d = 1.27$ Å.

In principle, the value of $m$ is related to the surface tension by the relation [93]

\[
\gamma = \int_0^\lambda \left[ w(\psi(x),0) + m\psi'(x)^2/2 \right] dx. \tag{4.39}
\]

On a lattice, as exemplified above by the Ising Hamiltonian, this choice results in perfect interfacial energies for flat axis-aligned interfaces at the expense of more common curved interfaces. Thus, we instead choose $m$ self-consistently such that $\psi(x)$ satisfies Equation (4.35) and the calculated interfacial energy of some reference geometry of surface area $A$ is $\gamma A$. Equation (4.39) corresponds to a cubic reference geometry. Since curved surfaces are far more common than flat one in realistic solutes, we instead use large spheres as our reference geometry.

For the specific form of $w(n,\mu)$ that we use for water, $h_i$ is proportional to $m$ and $\psi(x)$ is itself independent of $m$. The above self-consistent procedure can hence be implemented quite simply. We first calculate the $h_i$ quantities up to a factor of $m$, and then pick $m$ to obtain the correct interfacial energies.

With concrete choices of $\Psi(r)$, $w(n,0)$, $m$ and $\lambda$, the integrals $h_i$ defined by Equation (4.34) can be evaluated. The value of $h_i$ depends only on the values of $n_j$ for the 8 cells $j$ that share one of the corners of cell $i$. Out of the 256 possible configurations of $\{n_j\}$, only 14 are unique when one accounts for reflection, rotation and inversion symmetry. Thus, only 14 distinct integrals need to be evaluated numerically. This decomposition bears a strong resemblance to the marching cubes algorithm [65] that reconstructs interfaces in volumetric data, and is widely used in computerized tomography. The resulting values of $h_i$ are given in Table 4.6.
CHAPTER 4. AN IMPROVED COARSE-GRAINED MODEL OF SOLVATION

<table>
<thead>
<tr>
<th>Local ( { n_j } ) configuration</th>
<th>( h_i ) (Present model)</th>
<th>( h_i ) (Ising model)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.000 0.387 0.676 0.725 0.754 0.851 0.965</td>
<td>0.000 0.750 1.000 1.500 1.500 1.250 1.750</td>
</tr>
</tbody>
</table>

Table 4.6: Relative interfacial free energy \( h_i \) for each distinct neighboring cell configuration (diagrams after Ref. [65]). Highlighted corners denote cells \( j \) with \( n_j = 1 \), whereas the others refer to cells with \( n_j = 0 \); cell \( i \) is the lower-left corner in the back. To aid the eye, a schematic of the implied liquid-vapor interface of each configuration is shown in orange. The values of \( h_i \) are inversion-symmetric: interchanging highlighted and unhighlighted corners yields the same interface and interfacial energy. Also shown are the values of \( h_i \) that would reproduce the energetics of the standard Ising lattice gas, namely \( \gamma \lambda^2 \sum_{(ij)} (n_i - n_j)^2 \).

To illustrate the effect of this improved Hamiltonian for the interfacial energetics, we consider the limit \( d \to \infty \). There, the free energy density \( w(n, \mu) \) is 0 for all \( n \), and the above procedure can be implemented analytically. The resulting expression for \( H_L[\{ n_i \}] \) is

\[
H_L[\{ n_i \}] = \gamma L^2 \sum_i n_i \left[ \frac{8}{3} - \frac{1}{6} \sum_{j}^{(2)} n_j - \frac{1}{12} \sum_{j}^{(3)} n_j \right] - \mu \rho \lambda^3 \sum_i n_i, \tag{4.40}
\]

where both superscripted sums are over cells \( j \) that share at least one vertex with cell \( i \): the sum \( \sum^{(2)} \) is over the 12 cells that are two cells away from \( i \), while the sum \( \sum^{(3)} \) is over the 8 cells that are three cells away from \( i \). Curiously, there is no nearest-neighbor coupling in this limit. What Equation (4.40) reveals about the above discretization of the Landau-Ginzburg Hamiltonian is that it augments the nearest-neighbor coupling of the Ising model with additional information about the local shape of the liquid-vapor interface.

In two dimensions, the analogous Hamiltonian in the \( d \to \infty \) limit is

\[
H_L[\{ n_i \}] = \gamma L^2 \sum_i n_i \left[ \frac{8}{3} - \frac{1}{3} \sum_{j}^{(1)} n_j - \frac{1}{3} \sum_{j}^{(2)} n_j \right] - \mu \rho \lambda^3 \sum_i n_i, \tag{4.41}
\]

using notation analogous to that in Equation (4.40). Figure 4.4 shows how the system in Figure 4.4 behaves when the interfacial energetics are those of Equation (4.41). At zero temperature, the field quickly evolves to minimize the surface area (perimeter) between the
filled and unfilled regions, while at a moderate temperature, capillary waves of controlled magnitude appear on this interface. The energy of the stable field configuration at $T = 0$ is also quite close to its continuum value of $\gamma L^2 \times 4 \times 25/\sqrt{2}$.

### 4.2.2 Solvent exclusion

To construct a discretized version of $H_S[n(r)]$ in Table 4.5, we would ideally simply use Equation (4.32) to express $H_S[n(r)]$ in terms of the $\{n_i\}$ variables. The resulting equations are somewhat unwieldy computationally, so we instead proceed heuristically. We first need a discretized analog of the fluctuation spectrum $\chi(r, r')$. To define it, we introduce the projector $b_V(r)$ for a given volume $V$,

$$b_V(r) = \begin{cases} 1, & r \in V, \\ 0, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (4.42)$$

The complement of $V$ is denoted by $\bar{V}$, so that $b_V(r) + b_{\bar{V}}(r) = 1$. We denote the overlap of $v$ or $\bar{v}$ with cell $i$ by $v_i$ and $\bar{v}_i$, respectively. In the uniform fluid, the solvent number fluctuation correlations between the portions of cells $i$ and $j$ that overlap with two volumes $V$ and $V'$, respectively, form the elements of a matrix

$$\chi_{ij}(V, V') = \int_{r \in i} \int_{r' \in j} b_V(r) \chi_0(r - r') b_{V'}(r'),$$  \hspace{1cm} (4.43)$$

where

$$\chi_0(r) = \rho \delta(r) + \rho^2 g(|r|) - 1.$$  \hspace{1cm} (4.44)$$
The domain of the $r$ and $r'$ integrals are restricted to the volume of cells $i$ and $j$, as indicated. A way to estimate these elements is outlined in Section 4.4.1.

With the above notation, we can approximate the quantities $\langle N \rangle_v$ and $\sigma_v$ that are referred to in $H_S[n(r)]$ by the expressions

$$\langle N \rangle_v = \sum_i n_i \rho_v i, \quad (4.45)$$

$$\sigma_v = \sum_{i,j} n_i \chi_{ij}(v,v)n_j. \quad (4.46)$$

### 4.2.3 Length-scale coupling

The integral defining $H_I[n(r)]$ in Table 4.5 can be approximated as a lattice sum,

$$H_I\{n_i\} = -K \sum_i \phi_i \rho_v i, \quad (4.47)$$

where $\phi_i$ is the average value of $\phi(r)$ in cell $i$. To proceed, we need to choose a concrete implementation of the overbar operation that is used to define $\phi(r)$. Following Ref. [107], we approximate it as a weighted average involving the cell containing $r$ and its nearest neighbors,

$$\overline{n(r)} \approx \left[ \frac{1}{2} n_i + \frac{1}{12} \sum_{j(nni)}' n_j \right]. \quad (4.48)$$

The primed sum over $j(nni)$ is a sum over the six cells $j$ that are nearest neighbors to cell $i$. The quantity $\phi_i$ then follows directly,

$$\phi_i = 2 a \rho_v \left[ 1 - \frac{1}{2} n_i - \frac{1}{12} \sum_{j(nni)}' n_j \right]. \quad (4.49)$$

### 4.2.4 Solute-solvent interactions

The remaining term in the effective Hamiltonian in Table 4.5, $H_u[n(r)]$, captures the energetic effect of a field $u(r)$ that couples to $\rho(r)$. This potential can be used to model the attractive interactions between a solute and the solvent.

To discretize $H_u[n(r)]$, we define a discretized analog $u_i$ of $u(r)$,

$$u_i = \frac{1}{\bar{v}_i} \int_{r \in i} b_v(r) u(r). \quad (4.50)$$

\[2\] In Ref. [107], the term proportional to $n_i$ is omitted. Since $\phi(r)$ only acts on cells with $n_i = 1$, this omission is inconsequential, and shows up as an extra factor of 2 in their value of $a$. 

Notice that $u_i$ is independent of $u(r)$ for values of $r$ inside the solute. The apparent divergence, where $v$ completely overlaps cell $i$, has no effect in the final expression. The natural discretization of $H_u[n(r)]$ is then

$$
H_u[n_i] = \sum_i u_i n_i \left[ \rho \bar{v}_i - \sum_j \chi_{ij}(\bar{v},v)n_j \langle N \rangle_v / \sigma_v - \sum_j \chi_{ij}(\bar{v},v)n_j \beta(u_j + \phi_j) \right] + \frac{k_B T}{2} \sum_{i,j} \beta u_i n_i \chi_{ij}(\bar{v},\bar{v})n_j \beta u_j. \quad (4.51)
$$

Note the use of the volume $\bar{v}$ in the matrix elements $\chi_{ij}$. In this expression, we have approximated $\chi^{(m)}(r,r')$ as equal to $\chi(r,r')$ if both $r$ and $r'$ are in $v$, and 0 otherwise.

The complete discretized version of the effective LCW Hamiltonian is summarized in Table 4.7. Although the derivation of the model is somewhat tortuous (and torturous), the model itself is quite simple.

### 4.2.5 Parameters of the Hamiltonian

The model of Table 4.7 has a number of parameters that specialize it to water at ambient conditions, $T = 298$ K and 1 atm pressure, $p$. We have discussed our choices for cell size $\lambda = 4$ Å and interfacial relative free energies $h_i$ in Section 4.2.1. In this section, we discuss appropriate choices for the remaining parameters. Further, we comment upon what changes are required for applications at different states of water.

The bulk liquid density $\rho_\ell$ is the experimental value [63], whereby a liquid cell contains $\rho_\ell \lambda^3 \approx 2.13$ waters on average. At ambient conditions, the experimental value for the surface tension [63] yields $\gamma \lambda^2 \approx 2.80 k_B T$. The relative chemical potential is given by $\mu \approx (p - p_{vap}) / \rho_\ell$, where $p_{vap}$ is the vapor pressure at 298 K. This relationship gives $\mu \approx 7.16 \times 10^{-4} k_B T$, which is quite small, reflecting that water at ambient conditions is nearly at coexistence with its vapor.

The matrix elements $\chi_{ij}(V,V')$ are computed from the radial distribution function, $g(r)$, and we derive this function from Narten and Levy’s tabulated data [81]. It is a convenient data set because it covers a broad range of temperatures for the liquid at and near $p = 1$ atm. At one temperature, 25°C, we have checked that a different estimate of the radial distribution function, that of the SPC/E model, yields similar matrix elements, and the resulting solvation properties are essentially identical to those obtained when the $\chi_{ij}(V,V')$’s are computed from the Narten-Levy data at the same temperature (see Figure 4.12).

The only parameters that we estimate through fitting are the strength $a$ of the unbalancing potential and the renormalization constant $K$. In the absence of solute-solvent attractions, only the product of $a$ and $K$ is relevant. Values of $a$ and $K$ with $K a \rho_\ell = 2.1 k_B T$ allow us to match the solvation free energies of hard spheres in SPC/E water (see below). By comparing the average value of the computationally convenient approximate expression involving $\phi_i$ in Equation (4.47) with that of its complete and unrenormalized counterpart,
Effective Hamiltonian
\[ H_{\text{eff}}[\{n_i\}] = H_L[\{n_i\}] + H_S[\{n_i\}] + H_I[\{n_i\}] + H_u[\{n_i\}] \]

Interfacial energy
\[ H_L[\{n_i\}] = \gamma \lambda^2 \sum_i h_i - \mu \rho \lambda^3 \sum_i n_i, \]

Solvent exclusion energy
\[ H_S[n(r)] \approx k_B T [\langle N \rangle_v^2 / 2\sigma_v + C / 2], \]
\[ C = \begin{cases} 
\ln(2\pi\sigma_v), & \langle N \rangle_v > 1, \\
\max[\ln(2\pi\sigma_v), \langle N \rangle_v], & \text{otherwise.} 
\end{cases} \]
\[ \langle N \rangle_v = \sum_i n_i \rho \ell v_i \]
\[ \sigma_v = \sum_{i,j} n_i \chi_{ij}(v, v)n_j \]

Unbalancing potential
\[ \phi_i = 2\alpha \rho \ell \left[ 1 - \frac{1}{2} n_i - \frac{1}{12} \sum'_{j(nni)} n_j \right] \]

Length-scale coupling
\[ H_I[\{n_i\}] = -K \sum_i \phi_i \rho \ell v_i \]

External field
\[ u_i = \frac{1}{\bar{v}_i} \int_{r \in i} b_v(r) u(r) \]

External coupling
\[ H_u[\{n_i\}] = \sum_i u_i n_i \left[ \rho \ell \bar{v}_i - \sum_j \chi_{ij}(\bar{v}, v)n_j \langle N \rangle_v / \sigma_v \right. \\
\left. - \sum_j \chi_{ij}(\bar{v}, \bar{v})n_j \beta (u_j + \phi_j) \right] + \frac{k_B T}{2} \sum_{i,j} \beta u_i n_i \chi_{ij}(\bar{v}, \bar{v})n_j \beta u_j \]

Table 4.7: Discretized effective LCW Hamiltonian. The values of \( h_i \) are those in Table 4.6. The matrix elements \( \chi_{ij}(V, V') \) are given by Equation (4.43). The primed sum over \( j(nni) \) is a sum over the six cells \( j \) that are nearest neighbors to cell \( i \).
as is done in Section 4.4.3, we find that $K$ is about $1/2$, so that $a\rho_\ell \approx 4.2 k_B T$. This value for $a$ is close to the original LCW estimate [68], arrived at from a different criterion.

These values are applicable at ambient conditions. As temperature and pressure vary, only $\gamma$, $\mu$ and $g(r)$ vary appreciably, while $K$ varies slightly. In particular, surface tension decreases roughly linearly with temperature [63] (with $d\gamma/dT \approx -0.15 \text{ mJ/m}^2\text{K}$ which is $-5.8 \times 10^{-3} k_B T/\lambda^2\text{K}$ at $T = 298\text{K}$). As noted above, $\mu$ increases roughly linearly with pressure. The pair correlation function $g(r)$ loses some structure for temperatures above 50°C. The terms that are modeled by the renormalization constant $K$ reflect the degree to which solvent density layers next to a solute. Since this layering reflects the structure of $g(r)$, we expect $K$ to be slightly state-dependent, with its value increasing with temperature.

Conversely, liquid water has a nearly constant density and bulk correlation length at the temperatures and pressures where our model would be useful, so $\rho_\ell$ and $\lambda$ can be taken as constant as well. The value of $a$ in simple liquids (Equation (A.3)) is state-independent, so we expect that in water, $a$ will be nearly state-independent as well [47].

### 4.3 Applications and Results

#### 4.3.1 Solvation Free Energies

To test our model’s ability to capture the length-scale dependence of solvation, and to parametrize the strength of the unbalancing potential, we have calculated the solvation free energy of hard spheres of different radii. Whether within our model or using explicit water simulations, we calculate the solvation free energy of a solute following the guidelines of Ref. [90]. Briefly, we first define a series of $M+1$ solutes $S_0$ through $S_M$ that slowly interpolate from an empty system ($S_0$) to the final solute of interest ($S_M$). We then sequentially calculate the free energy difference between solute $m$ and solute $m+1$ using the Bennett acceptance ratio estimator (BAR [4]), and, where necessary, the linear interpolation stratification procedure of Ref. [90]. Error estimates are calculated using BAR, and are generally smaller than 0.5%.

Our model (Table 4.7) involves only simple arithmetic, so free energies can be calculated with little computational effort. For example, calculating the solvation free energy of hard spheres of up to 14 Å in radius in increments of 0.5 Å (Figure 4.5) takes about 1 hour on a single 2 GHz machine with a code that has not been fully optimized, whereas a similar calculation in explicit SPC/E waters with GROMACS [44] would take around 600 hours on the same machine to obtain a similar statistical accuracy.

As discussed in Section 2.2.1, hard-sphere solvation free energies scale as solute volume for small spheres, and as surface area for large spheres, with a smooth crossover at intermediate sizes. Figure 4.5 illustrates this behavior and compares the results of our model to previous simulation results using SPC/E water [49]. As the model manifestly reproduces the small- and large-length-scale limits, the most significant feature illustrated in Figure 4.5
is the *gradual* crossover from volume to surface area scaling. Ignoring the unbalancing potential leads to a qualitatively correct scaling behavior. However, adjustment of the single parameter $a$, which determines the strength of the unbalancing potential, yields a near-exact agreement between our model and the SPC/E results for all sphere sizes. In all subsequent results, the parameter $a$ is fixed at this value.

The model results have small lattice artifacts—results that depend upon the position of the solute relative to that of the coarse-grained lattice—as shown in the inset of Figure 4.5. When studying stationary solutes, lattice artifacts may be mitigated by performing multiple calculations, differing only by small displacements of the solutes, and then averaging the results. When studying dynamical phenomena, lattice artifacts tend to pin solutes into alignment with the coarse-grained lattice. For arbitrary molecular solutes, we expect that pinning forces acting on one portion of the molecule will generically oppose pinning forces on other parts of the molecule, so that the total pinning forces will largely cancel out. However, when treating many identical molecules, lattice artifacts can add constructively, and additional steps are needed to mitigate them [103].

Since the unbalancing potential is explicitly parametrized with the solvation free energy of hard spheres, it is useful to evaluate the accuracy of the results in other geometries. To this effect we computed the solvation free energies of a family of hexagonal plates, consisting of 37 methane-like oily sites arranged into three concentric rings. We control the size of these plates, depicted in Figure 4.6, by varying the distance $d$ between neighboring oily sites. For our calculations with explicit SPC/E water, the sites are uncharged and interact with the solvent molecules via a standard water-methane Lennard-Jones potential. To study the role of attractive interactions, we split this Lennard-Jones potential using the Weeks-Chandler-Andersen (WCA) prescription [119] into a repulsive part $u_0(r)$ and an attractive part $\Delta u(r)$. The magnitude of the attractive tail can be varied systematically with a scaling parameter $\eta$, such that

$$u_{\eta}(r) = u_0(r) + \eta \Delta u(r).$$

(4.52)

For the ideal hydrophobic plate, we set $\eta$ to zero.

In the coarse-grained model, the repulsive core of the solute is represented as an excluded volume. To construct it, we replace each solute particle by a thermally-equivalent hard sphere, whose radius $R_0$ is estimated according to

$$R_0 = \int_0^\infty dr \left[ 1 - \exp(-\beta u_0(r)) \right],$$

which is a first approximation to the WCA value of this radius (Section 5.3 of Ref. [41], also see Ref. [113]) and is essentially the radius at which $u_0(r)$ is $k_B T$. The excluded volume is then the union of the hard-sphere volumes of each solute site.

---

3The parameters of the solute-solute Lennard-Jones potential are those of Ref. [58]: $\sigma = 3.905 \text{ Å}$ and $\epsilon = 0.118$ kcal/mol. Lorentz-Berthelot mixing rules were used to obtain the water-solute interaction parameters. These are the same oily sites used in the model hydrophobic plate of Chapter 3
Figure 4.5: Solvation free energies $G$ of hard spheres of increasing radii, as calculated from explicit SPC/E water simulations [49] (solid blue), from the coarse-grained model (solid black), and from one of the most common variants of GBSA [14] (arrow at bottom right). Different parametrizations of GBSA yield non-polar solvation energies that may differ by as much as a factor of ten, reflecting the crudeness of the SA portion of the model [14]. When the coarse-grained model has no unbalancing potential ($a = 0$, dashed gray), the intermediate-size regime is only qualitatively reproduced. For large spheres, the ratio of $G$ to surface area tends to the liquid-vapor surface tension $\gamma$ (horizontal red dots). Inset: Illustration of lattice artifacts. The spheres are centered at different offsets from the lattice: a generic position (0.98 Å, 0.79 Å, 1.89 Å) that breaks all rotational and mirror symmetries (black), a lattice cell corner (blue) and a lattice cell center (red). All three curves are identical for $R \leq 0.35$ nm.
Figure 4.6: Solvation free energies \( G \) of hexagonal plates, as a function of plate size, as calculated by the coarse-grained model (solid lines), by explicit SPC/E water simulations (points), and by the same GBSA variant as in Figure 4.5 (arrow on right). Three values of the attractive interaction strength \( \eta \) are shown: 0.0 (black), 0.5 (red) and 1.0 (blue). Solvent-accessible surface areas (SASAs) were calculated using VMD [55], with a particle radius of 1.97 Å, a solvent radius of 1.4 Å, and 1,000,000 samples per atom. The bulk liquid-vapor surface tension of water (horizontal red dots) is shown. Inset: Detail of the hexagonal plate. The solvent-excluded volume of each oily site is a sphere of radius \( R_0 = 3.37 \) Å.
CHAPTER 4. AN IMPROVED COARSE-GRAINED MODEL OF SOLVATION

Figure 4.6 compares the solvation free energies for this family of solute plates computed from our atomistic simulations with those computed from the coarse-grained model with the unbalancing parameter $a$ determined above for solvated hard spheres. Now, with this different geometry, the coarse-grained model continues to perform well. The discrepancies are primarily due to the small underestimation, shown in Figure 4.5, of the solvation free energy of small spheres. Figure 4.6 also compares the solvation free energies of plates with increasing attractions to the corresponding results from explicit-water simulations.

4.3.2 Fluctuations

In the present model, we estimate water number distributions, $P_V(N)$, by a two-step procedure. For any given solvent configuration $\{n_i\}$, the small-length-scale fluctuations of $\delta \rho(r)$ give rise to a Gaussian distribution in the numbers of waters, so that

$$P_V(N|\{n_i\}) \propto \exp\left[-(N - \langle N \rangle_V)^2/2\sigma_V\right],$$

where, assuming $V$ and $v$ are disjoint,

$$\sigma_V = \int_{r \in V} \int_{r' \in V} \chi^{(m)}(r, r') \approx \sum_{ij} n_i \chi_{ij}(V, V) n_j,$$

and the mean number of solvent particles in the volume $V$, $\langle N \rangle_V$, is computed by a discrete approximation of the integral of $\langle \rho(r) \rangle_v$ in Table 4.5 over the volume $V$. That computation gives

$$\langle N \rangle_V = \sum_i n_i \left[ \rho_i V_i - \sum_j \chi_{ij}(V, v) n_j \langle N \rangle_v / \sigma_v - \sum_j \chi_{ij}(V, \bar{v}) n_j \beta (u_j + \phi_j) \right].$$

Here, $V_i$ is the overlap of the probe volume with cell $i$. Notice the use of the probe volume $V$ in the $\chi_{ij}$ matrices. Formally, we then thermally average the above result over all possible solvent configurations to obtain

$$P_V(N) \propto \sum_{\{n_i\}} P_V(N|\{n_i\}) \exp(-\beta H_{\text{eff}}[\{n_i\}]).$$

In practice, we estimate this sum by sampling a lattice variable $n$ that closely correlates with $N$, given by

$$n = \sum_{i \in V} n_i.$$

This procedure is analogous to obtaining the atomistic $P_V(N)$ by biasing the closely related observable $\tilde{N}(R^N)$, as described in Section 3.2.1. More precisely, we divide the range of possible values of $n$ into small overlapping windows, and sample relevant configurations at every
value of $n$ using Wang-Landau sampling [116] along $n$, together with replica exchange [26], to obtain good sampling and avoid kinetic traps. We then used MBAR (Section 3.1.1) to reconstruct from these runs the probability distribution for $n$, $P(n)$. During the umbrella sampling runs, lattice configurations with equal $n$ are observed in proportion to their Boltzmann weight. Using the notation ${n_i} \in n$ to denote all observed lattice gas configurations with a particular value of $n$, we finally obtain

$$P_V(N) = \sum_{n} P(n) \sum_{\{n_i\} \in n} P_V(N|\{n_i\}). \quad (4.56)$$

To estimate the statistical errors in our procedure, we calculate $P_V(N)$ in five independent Monte Carlo runs, and estimate the standard error in the mean of $\ln P_V(N)$.

In the absence of a solute, $P_V(N)$ is sensitive only to the interfacial energetics of the lattice gas. Figure 4.7 compares the $P_V(N)$ curve obtained using the present model for a $12 \times 12 \times 12 \, \text{Å}^3$ volume with the atomistic results of Figure 3.3 and with (a) a version of the coarse-grained model that lacks an unbalancing potential ($a$ is set to zero), and (b) a version that additionally uses the naive Ising lattice gas for estimating interfacial energetics in $n(r)$. Our present model captures the observed deviations from Gaussian behavior better than these simpler models, which reflects its higher accuracy in estimating interfacial energetics and microscopic curvature effects.

We next evaluate our model’s ability to capture how hydrophobic solutes affect water number fluctuations in nearby probe volumes. We use the same model hydrophobic plate and probe volume that was used in Section 3.2.3. Figure 4.8 shows a set of water number distributions in the probe volume adjacent to the plate, as calculated with the present model, which compare favorably to the atomistic results in Figure 3.6. With no solute-solvent attractive interactions, the probability computed from the lattice model has a clear fat tail towards lower numbers of waters in the probe volume. At higher attractive interactions, this fat tail is correspondingly depressed, but not entirely suppressed.

Figure 4.8 also evidences some of the limitations of the present model. The probe volume being less than one lattice cell thick, large lattice artifacts are inevitable. Moreover, since $P_V(N)$ distributions are much more detailed probes of solvent structure than solvation free energies, we expect more room for disagreement with simulation. Nevertheless, we emphasize that, by construction, no implicit solvation models can capture the above effects on solvent structure, which underlie the pathways of hydrophobic assembly. Other coarse-grained solvation models (for example, see Ref. [95]), on the other hand, can probe rare solvent fluctuations, and it would be useful to evaluate their accuracy in this respect as compared to explicit-water models and the present lattice model.

### 4.3.3 Confinement

To conclude, we evaluate our model’s ability to reproduce the dewetting phenomenology observed in Section 3.2.4. There, we placed two model hydrophobic plates of varying attractive
Figure 4.7: Water number distribution in a $12 \times 12 \times 12 \text{Å}^3$, as obtained using explicit SPC/E water simulations (Figure 3.3), the present model, the present model without the unbalancing potential ($a = 0$), and a model with an Ising Lattice Gas and no unbalancing potential.
Figure 4.8: Water number distributions in a probe volume of size $24 \times 24 \times 3 \, \text{Å}^3$ immediately adjacent to the model plate solute (inset) with varying attractive strength $\eta$, in the coarse-grained model (solid lines) and in explicit SPC/E water (points). See Section 3.2.3 for setup details.
strength $\eta$ at a distance $d$ from each other, and looked at the water number distributions in the inter-plate volume. Figure 4.9, analogous to Figure 3.8, shows the resulting water number distributions. Using our model, we can further densely sample the space of the variables $d$ and $\eta$ to obtain more accurate information about the dewetting transition. Figure 4.10 summarizes the results in the form of a phase diagram. At small separations and low attractive strengths, the dry state (low $N$) is most stable, whereas high attractive strengths and large separations stabilize the wet state (high $N$).

The general, though not quantitative, agreement between the coarse-grained model and the SPC/E data is very encouraging: bistability is observed in the $P(V(N))$ distributions in both cases, with the barriers at the nearly equal values of $N$, and with barrier heights that track the SPC/E barrier heights. The phase boundary in Figure 4.10 closely tracks the phase boundary observed in explicit water, with a shift of less than 2 Å for all $\eta$. Moreover, as shown in Figure 4.11, once the general shift in the phase boundaries is accounted for, the $P(V(N))$ distributions for systems near that boundary obtained by the coarse-grained model and the SPC/E simulations agree reasonably well. Hence, the present model is better suited than implicit solvation models for studies of nanoscale self-assembly or protein-protein interactions driven by the hydrophobic effect.

4.4 Appendices

4.4.1 Estimating $\chi_{ij}(V,V')$

An essential ingredient of the model we present is the matrix $\chi_{ij}(V,V')$, given by the integral in Equation (4.43). The terms involving the delta-functions of Equation (4.44) are trivial. Owing to the rapid oscillations in $g(r)-1$, the remaining integrals are harder to estimate. We employ a two-step procedure to estimate these integrals efficiently. We begin by subdividing the $\lambda=4$ Å-resolution grid of cells into a much finer grid of resolution $\lambda_f=1$ Å. For clarity, below we explicitly distinguish between cells in the coarse grid, indexed by the letters $i$ and $j$, and cells in the fine grid, indexed by the letters $a$ and $b$. We evaluate the integrals of the non-delta-function portion of $\chi_0$ on the fine grid without otherwise restricting the arguments to particular volumes $V$ and $V'$, and denote the result by $\chi_{ab}$. Each fine cell is so small that the effect of a restriction on the integration domain can be estimated accurately with a simple interpolation formula. We then use these interpolated values in the fine grid to build up the elements of $\chi_{ij}(V,V')$ over the coarse grid.

To evaluate $\chi_{ab}$, we use the Narten-Levy data [81] for the structure factor $S(k)$ of water. Since the $S(k)$ is unavailable for wave-numbers $k$ higher than $16$ Å$^{-1}$, we blur the domains of integration over a range of about $2\pi/16$ Å, which makes the values of the integrals practically insensitive to this missing data. Concretely, we introduce a basis function $\Phi$, given by

$$\Phi(x,y,z) = \varphi(x)\varphi(y)\varphi(z),$$
Figure 4.9: $P_V(N)$ distributions for interplate region in Figure 3.7 for $\eta$ equal to (a) 0.0, (b) 0.5 and (c) 1.0. The plate separation runs from $d = 7\,\AA$ (red) to $d = 11\,\AA$ (orange).
Figure 4.10: Phase diagram for the interplate region of the system depicted in Figure 3.7. For the explicit SPC/E water simulations (blue), each symbol corresponds to an individual $P_V(N)$ distribution that we have calculated, shown in Figure 3.8 (filled: wet state stable; open: dry state stable). The phase boundary (blue dashes) is estimated from a linear interpolation of the relative stability of the wet and dry states. The relative stability is determined from the relative depths of the basins in $-\ln P_V(N)$. The phase boundary for the present model (red solid line) was estimated from a dense sampling of $P_V(N)$ distributions, and is accurate to $\pm 0.1\,\text{Å}$ in $d$ and $\pm 0.1$ in $\eta$. 
Figure 4.11: Water density distribution of confined water 1 Å from coexistence. These distributions are for the system depicted in Figure 3.7 when \( \eta = 0.5 \). Coexistence lines are shown in Figure 4.10. The explicit water simulation data (black) corresponds to \( d = 11 \) Å, while the coarse-grained model (red) results correspond to \( d = 9 \) Å.
with
\[ \varphi(x) = \frac{1}{2} \left[ \tanh \frac{x - \lambda_f/2}{\Delta} - \tanh \frac{x + \lambda_f/2}{\Delta} \right]. \]

The function \( \varphi \) is unity around \( x = 0 \), and goes rapidly to zero as \( |x| \gtrsim \lambda_f/2 \), with \( \Delta \) controlling the range of \( x \) over which this transition occurs. We have found a value of 0.1 Å for \( \Delta \) to be adequate. Using the notation \( r_a \) to denote the center of fine cell \( a \), the value of \( \chi_{ab} \) is given by
\[ \chi_{ab} = \rho_\ell^2 \int_r \int_{r'} \Phi(r - r_a)[g(|r - r'|) - 1]\Phi(r' - r_b). \tag{4.57} \]

The integral is best evaluated in Fourier space, where the term in square brackets appears as the experimental \( S(k) \) profile. We overcome the convergence problems of a rapidly oscillating integrand by using the Haselgrove-Conroy integration algorithm [15,42]. To properly account for \( g(r) \) being exactly zero for \( r \lesssim 2.35 \) Å, we further set \( \chi_{ab} \) to exactly \( -\rho_\ell^2 \) if all points in \( a \) are within \( r_c = 2.35 \) Å from all points in \( b \). To limit the range of \( \chi_{ab} \), we also set it to zero if all points in \( a \) are more than 10 Å from all point in \( b \). The values of \( \chi_{ab} \) need only be calculated once at each state point of water, and we have spent considerable effort in compiling them at ambient conditions. Our results are tabulated in the Supplementary Information of Ref. [111].

For specific volumes \( V \) and \( V' \), we estimate the value of \( \chi_{ij}(V,V') \) as a weighted average of the pertinent values of \( \chi_{ab} \),
\[ \chi_{ij}(V,V') \approx \rho_\ell(V \cap V') + \sum_{a \in i} \sum_{b \in j} (V_a/\lambda_f^3)\chi_{ab}(V'_b/\lambda_f^3), \tag{4.58} \]

where \( (V \cap V') \) is the volume of the overlap between \( V \) and \( V' \). This interpolation formula for \( \chi_{ij} \) is manifestly linear in its arguments, so that
\[ \chi_{ij}(V,V') + \chi_{ij}(V,V'') = \chi_{ij}(V,V' \cup V''), \]

whenever \( V' \) and \( V'' \) do not overlap. Most importantly, the interpolation procedure is simple, convenient, and correct for the limiting cases of where all the values of \( V_a \) are either 0 or \( \lambda_f^3 \).

For comparison, we have also calculated values of \( \chi_{ab} \) from an explicit SPC/E water simulation in GROMACS at temperature \( T = 298 \) K and pressure \( p = 1 \) atm. The values are also included in the Supplementary Information of Ref. [111]. For the quantities we have studied in the main text, using these values for \( \chi_{ab} \) instead of those derived from the Narten-Levy data yields nearly identical results. For example, Figure 4.12 shows the solvation free energies for spheres calculated using the SPC/E values for \( \chi_{ab} \) instead of the Narten-Levy ones used in Figure 4.5. The agreement is representative of what we have observed for all the other observables discussed in Section 4.3.
Figure 4.12: Solvation free energies $G$ of hard spheres of increasing radii, calculated using SPC/E values for $\chi_{ab}$. See Figure 4.5 for an explanation of the curves shown.
4.4.2 Accuracy of the one-basis approximation

In the final model of Table 4.5, we don’t compute the full field $c(r)$ defined in Equation (4.22), but instead use the one-basis approximation of Equation (4.25). To test this approximation, we have implemented a discretized version of Equation (4.22) to calculate the values of a field $c_i$, the discrete analog of $c(r)$,

$$
\sum_j n_i \chi_{ij}(v, v)n_j c_j = \rho \ell n_i v_i.
$$

(4.59)

This equation only determines the values of $c_i$ for cells $i$ that are wet ($n_i = 1$) and overlap the excluded volume ($v_i \neq 0$). This is enough information to calculate a lattice approximation to $H_S[n(r)]$ in Table 4.4,

$$
H_S[n_i] = \frac{k_B T}{2} \sum_i \rho \ell n_i v_i c_i + C/2,
$$

(4.60)

with $C$ defined by Equation (4.29). Note that at every step of a Monte Carlo simulation used to simulate the model with this expression for $H_S[n_i]$, the linear system of Equation (4.59) must be solved. In our experience, this makes the model without the one-basis approximation about an order of magnitude slower to simulate than the model of Table 4.5.

Figure 4.13 shows the solvation free energy of spheres calculated with the above expression for $H_S[n_i]$, and is analogous to Figure 4.5. The unbalancing potential used here to fit the SPC/E solvation free energies, $a \rho \ell = 5.4 k_B T$, is slightly higher than the one used in the final model. From the general agreement of the two Figures, we conclude that the one-basis approximation is a reasonably accurate one, especially given its significant computational advantage. Fortuitously, the one-basis approximation leads to lesser lattice artifacts than the purportedly more accurate model presented in this section.

4.4.3 Accuracy of the renormalization approximation to $H_I[n(r)]$

Above, we replaced the three terms involving $\phi(r)$ in the expression for $H_I[n(r)]$ in Table 4.4 by the simpler expression given in (4.30). We now justify this replacement.

Denote by $H_+[n(r)]$ the terms dropped from $H_I[n(r)]$ in Table 4.4. They are

$$
H_+[n(r)] = -\int_{r \in v} \int_{r' \in v} \phi(r) \chi(r, r') c(r') + \frac{k_B T}{2} \int_{r} \int_{r'} \beta \phi(r)(\chi - \chi^{(m)})(r, r') \beta \phi(r').
$$

(4.61)

Approximating $\chi^{(m)}(r, r')$ as zero if $r$ or $r'$ are in $v$ and $\chi(r, r')$ otherwise, and using the one-basis set approximation of Equation (4.25), we discretize these terms to obtain a lattice
Figure 4.13: Solvation free energies $G$ of hard spheres of increasing radii, calculated without the one-basis approximation and without the correction for Poisson statistics for small spheres (Equation (4.60), but with $C = \ln(2\pi\sigma_v)$). See Figure 4.5 for an explanation of the curves shown.
version of $H_+[n(r)]$.

$$H_+[\{n_i\}] = -\sum_{i,j} \phi_i n_i \chi_{ij}(\bar{v}, v)n_j \langle N \rangle_v / \sigma_v$$

$$+ k_B T \sum_{i,j} \beta \phi_i n_i [\chi_{ij}(v, v)/2 + \chi_{ij}(\bar{v}, v)] n_j \beta \phi_j. \quad (4.62)$$

Because of the double sums in the formula, calculating $H_+[\{n_i\}]$ is the most computationally-demanding part of calculating $H_{\text{eff}}[\{n_i\}]$. Since a single cell flip changes the value of $\phi_i$ in up to 7 cells, calculating incremental changes to $H_+[\{n_i\}]$ is also much more expensive than calculating incremental changes to $H_0[\{n_i\}]$ (Equation (4.51)), which has a similar structure.

Figure 4.14 presents the solvation free energies of hard spheres calculated when the $H_+[\{n_i\}]$ term is included and the renormalization constant $K$ is set to 1. As can be seen, the term corresponding to $H_I[\{n_i\}]$ has a much larger absolute value, and in the region where their values are not negligible, the average values of $H_I[\{n_i\}]$ and $H_+[\{n_i\}]$ are, as claimed, essentially proportional. The renormalization procedure we implement thus seems justified, a conclusion borne out by the results in the text. For completeness, we have verified that the solvation free energies of the hexagonal plate solute (Figure 4.6) calculated when $H_+[\{n_i\}]$ is included and $K$ is 1 are essentially identical to the ones calculated using the simpler Hamiltonian of Table 4.5.

### 4.4.4 Comparison to the ten Wolde-Chandler model

A particularly clean previous attempt to implement a lattice theory based on LCW ideas is that of ten Wolde and Chandler [106]. Using the notation in this chapter, the Hamiltonian of that model is

$$H[\{n_i\}] = \gamma \lambda^2 \sum_{\langle ij \rangle} (n_i - n_j)^2 - \mu \rho \lambda^3 \sum_i n_i + \frac{k_B T}{2} c_0 \lambda^3 \sum_i n_i v_i, \quad (4.63)$$

where $c_0$ is a constant approximation to the one-basis value of $c_1$ (Equation (4.25)) with a value of about 120 nm$^{-3}$. This value is chosen to obtain the correct solvation free energy of a 5 Å-radius sphere. The lattice cell size $\lambda$ was chosen as 2.1 Å in that work. The resulting solvation free energies for spheres of radii of up to 14 Å are shown in Figure 4.15 (solid black line).

Above, we argued that the Ising Hamiltonian estimate for $H_L[n(r)]$ overestimates the interfacial energy of a sphere of radius $R$ by a factor of $3/2$. However, the ten Wolde-Chandler model uses precisely this Hamiltonian, yet the solvation free energy of spheres seems to tend to the correct value as $R$ grows. This apparent paradox is explained in the remainder of Figure 4.15, which shows how the solvation energies of spheres obtained with the ten Wolde-Chandler model differ when the lattice cell size of $\lambda = 2.1$ Å is changed to
Figure 4.14: Solvation free energies $G$ of hard spheres as a function of sphere radius, where the term $H_+[{\{n_i\}}]$ (Equation (4.61)) has been included and the renormalization constant $K$ has been set to 1 (solid black), compared to the simpler model of Table 4.5 (circles). The averages of $-\langle H_{\text{int}}[{\{n_i\}}]\rangle$ (red) and $\langle H_+[{\{n_i\}}]\rangle$ (black) are nearly proportional to each other. Left Inset: implied renormalization constant $K$, equal to $\langle H_{\text{int}}[{\{n_i\}}] + H_+[{\{n_i\}}]\rangle / \langle H_{\text{int}}[{\{n_i\}}]\rangle$. Note that both the numerator and denominator take on essentially zero value for $R \lesssim 0.4$ nm. Right Inset: Implied value of $K$ for hexagonal plate solute (Figure 4.6) with $\eta = 1.0$. The implied value of $K$ is similar for different $\eta$. 

\[ \frac{\beta G}{4\pi R^2} \]
Figure 4.15: Solvation free energies $G$ of spheres in the model of Ref. [106] (black), for cell sizes $\lambda = 2.1$ Å (solid) and $\lambda = 2.3$ Å (dashes). The use of the Ising Hamiltonian causes the average value of $H_L[\{n_i\}]$ (red) to significantly exceed the solvation free energy, but also leads to large excess entropies (blue, $TS = \langle H \rangle - G$). At $\lambda = 2.1$ Å, but not at $\lambda = 2.3$ Å, a fortuitous cancellation leads to correct solvation free energies.

$\lambda = 2.3$ Å. As claimed, $\langle H_L[\{n_i\}] \rangle$ is much larger than it should be, but for $\lambda = 2.1$ Å, the excess entropy resulting from the unphysical degeneracies of the Ising Hamiltonian exactly cancels this excess energy. This fortuitous cancellation does not occur for different cell sizes, and will not, in general, hold for solutes of different geometries.

4.4.5 Moving solutes

The solvent degrees of freedom in the model of Table 4.5, $\{n_i\}$, can be efficiently sampled using Metropolis Monte Carlo. On the other hand, sampling the solute degrees of freedom is more complex. The principal problem is to calculate the overlap volume $v_a$ between the excluded volume $v$ and a given fine cell $a$ (see Section 4.4.1). The volume $v$ is typically a union of overlapping spheres, one for each atom in the solute. For the results of this chapter, we calculated these overlap volumes for a fixed solute geometry using expensive, brute-force Monte Carlo integration. In Refs. [106] and [123], an interpolation scheme was used that only works if no point in space is within the solvent-excluding radius of three or more spheres.
simultaneously, and a solute geometry was chosen that avoids this situation. Neither scheme is adequate for a generic, moving solute. Moreover, if the solute is propagated through some variant of molecular dynamics, such as Langevin dynamics \[106\], then the gradient of \( H_{\text{eff}}[\{n_i\}] \) with respect to solute positions is also needed.

Here, we discuss a partial solution to the above problem. Specifically, we present an approximate method of calculating \( v_a \) when \( v \) is, as above, a union of possibly overlapping spheres of a few different sizes.\(^4\) The gradient of \( v_a \) with respect to the centers of these spheres is also easy to calculate. In principle, propagating these gradients to obtain gradients of \( H_{\text{eff}}[\{n_i\}] \) is then simply a (non-trivial) bookkeeping exercise.

In describing our scheme, we treat cell indices \( a \) as vectors that can be added and subtracted. We denote by \( r_a \) the coordinates of the corner of cell \( a \) with lowest Cartesian components. For a solvent-excluding sphere of radius \( R \) centered at \( r_0 \), we can precalculate the overlap volumes \( \hat{v}_s \) of all cells \( s \) by any method, such as Monte Carlo integration. We do this once at the beginning of a simulation.

Generically, the center \( R \) of a solvent-excluding sphere will not coincide with a cell corner. We denote the indices of the eight corners of the cell containing \( R \) by \( a_1, \ldots, a_8 \), and their positions by \( r_1, \ldots, r_8 \). We construct eight non-negative weights \( c_1(R), \ldots, c_8(R) \), the sum of which is 1 and whose value depends continuously on \( R \), such that \( R = \sum_{k=1}^8 c_k(R) r_k \). Any scheme with these characteristics, such as trilinear interpolation, can be used. The overlap volumes for cells \( a \) near \( R \) are then estimated by

\[
\hat{v}_a(R) \approx \sum_{k=1}^8 c_k(R) \hat{v}_{a-a_k}.
\tag{4.64}
\]

The gradient of this volume is easy to calculate,

\[
\nabla \hat{v}_a(R) \approx \sum_{k=1}^8 \nabla c_k(R) \hat{v}_{a-a_k}.
\tag{4.65}
\]

This interpolation scheme has the desirable property that the total volume of a sphere, given by \( \sum_a \hat{v}_a(R) \), is independent of \( R \).

When a solute is composed of multiple spheres, centered at \( R^N \), we simply add together the overlap volumes given by Equation (4.64) for each solute, but we cap the sum at the total volume of each fine cell, \( \lambda^3_f \). In summary, we have

\[
v_a \approx \min \left[ \lambda^3_f, \sum_{n=1}^N \hat{v}_a(R_n) \right],
\tag{4.66}
\]

\[
\nabla_n v_a \approx \begin{cases} 0, & v_a = \lambda^3_f, \\ \nabla \hat{v}_a(R_n), & \text{otherwise.} \end{cases}
\tag{4.67}
\]

\(^4\) This method was developed with Tuomas Knowles.
Figure 4.16: Total volume excluded by two spheres of radius $R = 3.37 \, \text{Å}$ when a distance $d$ apart, as calculated exactly (Equation (4.68)) and by the numerical scheme of Section 4.4.5.

This scheme is correct whenever one or more spheres overlaps cell $a$ completely, as well as when two spheres both overlap cell $a$ but not each other. When two or more spheres both partially overlap cell $a$ and each other, our scheme mildly overestimates the overlap volume.

We have evaluated the precision of our scheme by calculating the total volume of two spheres of radius $R$ whose position is varied, and the two spheres are placed at arbitrary positions with respect to the fine grid. The total volume can be calculated analytically when the two sphere centers are a distance $d$ apart,

$$V_{\text{tot}}(d) = \begin{cases} 2 \times \frac{4}{3} \pi R^3, & d > 2R, \\ 2 \times \frac{4}{3} \pi R^3 - \frac{\pi}{12} (4R+d)(2R-d)^2, & \text{otherwise}. \end{cases}$$ (4.68)

The results of this comparison are shown in Figure 4.16 when $R = 3.37 \, \text{Å}$ and the fine grid resolution is 1 Å. As expected, the exact and numerical results agree closely. Of equal importance, the spread in the numerical estimate of the total volume is small, which suggests that the lattice artifacts of our overlap-volume scheme are quite modest.
4.4.6 Electrostatics

The model presented in this chapter approximates the cavity formation ($\Delta G_{cav}$) and dispersion interaction ($\Delta G_{vdW}$) parts of the solvation energy ($\Delta G_{sol}$ in Equation (2.15)). The remaining part, $\Delta G_{pol}$, accounts for solvent polarization. Here, we summarize a few methods for estimating $\Delta G_{pol}$ that could, in the future, augment the model of Table 4.5. All of these methods treat the solvent as a linear dielectric continuum, and so neglect any coupling between density and polarization fluctuations. The excluded volume $v$ and the volumes lacking solvent (where $n(r) = 0$) create a non-uniform dielectric constant $\epsilon(r)$. The methods then estimate the work of inserting the partial charges of the solute into place in this non-uniform medium.

Conceptually, the solute charges induce charges in the dielectric medium, which can be calculated using Poisson’s equation

$$\nabla \cdot \mathbf{D}(r) = \rho_f(r), \quad (4.69)$$

where

$$\mathbf{D}(r) = \epsilon(r) \mathbf{E}(r), \quad (4.70)$$
$$\mathbf{E}(r) = -\nabla \phi(r), \quad (4.71)$$

and

$$\rho_f(r) = q_i \delta(r - R_i). \quad (4.72)$$

For the purposes of computing polarization energies, we can regard the simulation box as infinite, so the boundary conditions of the Poisson equation would be $\phi(r) \to 0$ as $|r| \to \infty$. The total work to create all the partial charges (including their self-energies) is then [40]

$$W = \frac{1}{2} \int \mathbf{D} \cdot \mathbf{E} = \frac{1}{2} \int \epsilon(r)|\nabla \phi(r)|^2. \quad (4.73)$$

The polarization energy $\Delta G_{pol}$ is then equal to this work minus the self-energy of the charges. Numerical methods exist to solve the Poisson equation (or the related Poisson-Boltzmann equation where the effect of ions is included approximately) and calculate $\Delta G_{sol}$ to arbitrary accuracy (see introduction of Ref. [72]). Most of these methods, however, are unsuitable for a dynamical treatment of solvation, either because they are too computationally demanding or suffer from serious discretization errors (i.e., $\Delta G_{sol}$ is a discontinuous function of partial charge positions).

A pragmatic alternative to solving the Poisson equation is the Generalized Born (GB) method [3, 102]. Following Ref. [3], we first consider the solvation free energy of $N$ point charges $\{q_i\}$ at the centers of spherical cavities of radii $\{a_i\}$ inside a medium with dielectric constant $\epsilon_w$. Charges $i$ and $j$ are separated by a distance $r_{ij}$. In the limit where all distances $\{r_{ij}\}$ are much larger than any cavity radius, we obtain the usual Born expression for
polarization term of the solvation free energy,

$$\Delta G_{\text{pol}} = \sum_{i=1}^{N} \frac{q_i^2}{2 \epsilon_i} (\epsilon_w^{-1} - 1) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i}^{N} \frac{q_i q_j}{r_{ij}} (\epsilon_w^{-1} - 1).$$  \hspace{1cm} (4.74)

The GB method generalizes this formula to any charge distribution in an arbitrarily shaped cavity as

$$\Delta G_{\text{pol}} = \frac{1}{2} \sum_{i,j} q_i q_j f_{\text{GB}}(r_{ij}) (\epsilon_w^{-1} - 1),$$  \hspace{1cm} (4.75)

where

$$f_{\text{GB}}(r_{ij}) = \sqrt{r_{ij}^2 + R_i R_j \exp(-r_{ij}^2/4R_i R_j)}.$$  \hspace{1cm} (4.76)

Here, the constants \(\{R_i\}\) are the so-called effective Born radii of the atoms, chosen so that when all charges but charge \(i\) are turned off, Equation (4.75) is exact. In the limit of well-separated spherical cavities, \(R_i\) and \(a_i\) coincide, and Equation (4.75) reduces to Equation (4.74).

The particular form of \(f_{\text{GB}}(r_{ij})\) in Equation (4.76) is chosen to enforce these two limits, as well as recovering the polarization energy of a small point dipole in a spherical cavity.

The effective Born radii are approximated using the so-called Coulomb field approximation. When all charges but charge \(i\) are turned off, the displacement field, \(D(r)\), is approximated by the formula

$$D(r) \approx \frac{q_i}{4\pi |r - r_i|^{3/2}} (r - r_i).$$  \hspace{1cm} (4.77)

This approximation is exact when the cavity is spherical. From Equations (4.73) and (4.75), it follows that

$$R_i^{-1} \approx \int_{r_{\text{out}}} \frac{1}{|r - r_i|^4};$$  \hspace{1cm} (4.78)

where “out” is the region of space with dielectric constant \(\epsilon_w\). When the “out” region is a collection of possibly overlapping spherical cavities, efficient algorithms exist to estimate \(R_i\) and its gradients with respect to particle positions [43,83]. In order to integrate the Generalized Born method with our model of the hydrophobic effect, one would need to generalize these estimates to allow the solvent-deficient region (where \(n(r) = 0\)) to be included in the “cavity” region.

Finally, a third approach would be to model the statistics of the polarization field using a Marcus-Felderhof free energy functional [30,73], an approach that is closely related to the Gaussian field theory of Song et al. [100,101]. These theories start from the following free energy functional of the polarization field \(P(r)\),

$$F_{\text{pol}}[P(r)] = \frac{1}{2} \int_r P(r) \cdot \kappa(r)^{-1} \cdot P(r)$$

$$- \frac{1}{2} \int_r \int_{r'} \frac{(\nabla \cdot P(r))(\nabla \cdot P(r'))}{|r - r'|} - \int_r (\nabla \cdot P(r)) \phi_0(r),$$  \hspace{1cm} (4.79)
where $\phi_0(r)$ is the potential energy set up by the charges in vacuum,

$$\phi_0(r) = \sum_{i=1}^{N} \frac{q_i}{|r - r_i|}, \quad (4.80)$$

and

$$\kappa(r) = \epsilon(r) - 1. \quad (4.81)$$

The free energy of Equation (4.79) encodes the free energy cost of establishing the polarization field (as determined by the dielectric constant), and the interaction of the bound charge density $\nabla \cdot \mathbf{P}(r)$ with itself and with the free charges. Minimizing $F_{\text{pol}}[\mathbf{P}(r)]$ with respect to variations in $\mathbf{P}(r)$ yields the usual equations for electric fields in non-uniform media. However, the idea of minimizing a free energy can be approximated in a dynamical simulation via a Car-Parrinello-like extended Lagrangian [9, 34]. A clean realization of this proposal is the model of Marchi et al. [72].

The free energy functional in Equation (4.79) contains information beyond macroscopic dielectric continuum theory, since it allows for thermal fluctuations in the polarization field. Recasting this free energy as a Gaussian field theory for $\mathbf{P}(r)$ yields

$$F_{\text{pol}}[\mathbf{P}(r)] = \frac{1}{2} \int_r \mathbf{P}(r) \cdot \kappa(r)^{-1} \cdot \mathbf{P}(r) - \frac{1}{2} \int_r \int_{r'} \mathbf{P}(r) \cdot \nabla \nabla' \frac{1}{|r - r'|} \cdot \mathbf{P}(r') + \int_r \mathbf{P}(r) \cdot \mathbf{E}_0(r), \quad (4.82)$$

which follows from integration by parts. Here, $\mathbf{E}_0(r) = -\nabla \phi_0(r)$. In a language closer to that of Gaussian fields, we have

$$F_{\text{pol}}[\mathbf{P}(r)] = \frac{k_B T}{2} \int_r \int_{r'} \mathbf{P}(r) \cdot \chi^{-1}(r, r') \cdot \mathbf{P}(r') + \int_r \mathbf{P}(r) \cdot \mathbf{E}_0(r), \quad (4.83)$$

where

$$k_B T \chi^{-1}(r, r') = \frac{1}{\epsilon(r) - 1} \delta(r - r') - \nabla \nabla' \frac{1}{|r - r'|}. \quad (4.84)$$

Note that $\chi(r, r')$ here is a tensor. Since Equation (4.83) is a Gaussian free energy functional, we can immediately obtain the free energy of polarization from the results in Table 4.1,

$$\Delta G_{\text{sol}} = -\frac{k_B T}{2} \int_r \int_{r'} \beta \mathbf{E}_0(r) \cdot \chi(r, r') \cdot \beta \mathbf{E}_0(r') + \sum_{i \neq j} \frac{q_i q_j}{r_{ij}}. \quad (4.85)$$

The last term corresponds to the interaction of the partial charges in vacuum. In practice, this equation is not useful in the case of a non-uniform dielectric constant $\epsilon(r)$, because calculating $\chi(r, r')$ in that case amounts to obtaining the Green’s function of the relevant Poisson equation. Song et al.’s contribution [100, 101] is to recast the non-uniform dielectric...
as a zero-fluctuation constraint inside a cavity volume $c$ of an otherwise uniform dielectric. The function $\chi(r,r')$ for a uniform dielectric with dielectric constant $\epsilon$ is known [30],

$$\beta \chi(r,r') = \frac{\epsilon - 1}{\epsilon} \left( \delta(r - r') + (\epsilon - 1) \nabla \nabla' \frac{1}{|r - r'|} \right).$$

The constrained fluctuation spectrum, solvation free energy and average polarization field then follow directly from the results of Table 4.2. Song and Chandler [100] discuss a numerical scheme to calculate these properties for cavities of fixed shape.

We thus expect that a model for the polarization can be constructed, similar to the one we have built in this Chapter for the solvent density. However, there are serious obstacles in doing this that we have not attempted to address. First, while the solvent density fluctuation spectrum was quite local, the polarization fluctuation spectrum is distinctly non-local. Thus, we can’t approximate $\chi^{(m)}(r,r')$ as $\chi(r,r')$ for $r$ and $r'$ outside of $v$ and zero otherwise, as we could with the solvent density. Equally problematic, the “one-basis approximation” that we used to simplify $H_S[n(r)]$ is thoroughly inadequate in the case of polarization. To see this, we implement this approximation as a generalization of Equation (4.31) and obtain,

$$\Delta G_{sol} \approx \sum_{i \neq j} \frac{q_i q_j}{r_{ij}} + k_B T \ln \sqrt{\det 2\pi \chi_c} + \frac{1}{2} \left[ \int_{r \in c} P_0(r) \right] \cdot \chi_c^{-1} \cdot \left[ \int_{r \in c} P_0(r) \right],$$

where $P_0(r) = -\int_{r'} \chi(r,r')E_0(r) = (\epsilon - 1)E_0(r)$ is the polarization field in the absence of a constraint, the matrix $\chi_c$ is the $3 \times 3$ matrix given by

$$\chi_c = \int_{r \in c} \int_{r' \in c} \chi(r,r'),$$

with $\chi(r,r')$ the uniform fluctuation spectrum of Equation (4.86), and we’ve omitted the last term in Equation (4.31) that corresponds to the self-energy of the charges in the dielectric medium. In the limit of widely separated spherical cavities around each charge (Equation (4.74)), $\int_{r \in c} P_0(r)$ is zero, so in this limit, Equation (4.87) fails to capture any polarization effects. Thus, implementing the constrained Gaussian field theory for dielectric media in a way that allows for large-length-scale solvent density fluctuations remains an open problem.
Chapter 5

Hydrophobic effects at surfaces

In this chapter, we explore how hydrophobic forces are modified near large surfaces of different chemical character [86]. As discussed in Chapter 3 and modeled in Chapter 4, solutes in bulk are accommodated in water through a combination of two mechanisms: spontaneous density fluctuations and inclusion within vapor bubbles. The balance between these two mechanisms shifts from the former to the latter as the size of the solute increases. In making this statement, the term “solute” means everything that is dissolved in the solvent. This perspective is not always the most natural one. One might want to think of the “solute” as only a small part of the system, and regard the remaining part as some external constraint, like a large surface. From this perspective, the manifestations of the hydrophobic effect differ considerably with respect to when the solute is isolated in bulk water.

In Section 3.2.3, we briefly assumed this perspective when calculating water number distributions near a large hydrophobic plate. There, we found that the existing liquid-vapor interface around the plate facilitates solvating a cavity next to the solute, compared with solvating the same cavity in bulk. In this chapter, we delve much more deeply into these issues, and rationalize them to near-quantitative accuracy using a minimal model based on LCW ideas.

We begin by calculating the solvation free energy of cavities of varying size next to model surfaces of varying chemical character and hydrophobicities. We further calculate the temperature dependence of these free energies to discover whether entropic or enthalpic considerations prevail in each case. These two sets of observations capture the phenomenology of solvation at surfaces.

Next, we construct a minimal solvation model, adapted to solvation near surfaces, based on LCW ideas, and discuss the pertinent implementation details. Using this model, we calculate a set of solvation free energies and their temperature dependence analogous to the ones described above. In all cases, we find reasonable agreement in both qualitative and quantitative aspects. Having reduced the hydrophobic effect to its essence, we rationalize all the observed behavior in terms of the simple picture of a precarious balance between spontaneous density fluctuations and liquid-vapor interfacial fluctuations.
We conclude the chapter by considering the broader implications of our results. In particular, we argue that hydrophobic surfaces can be regarded as generic catalysts for disassembly and unfolding of hydrophobically collapsed polymers. This finding may be relevant in the functioning of chaperonin proteins.

5.1 Phenomenology

5.1.1 Setup

Our simulation setup is depicted in Figure 5.1. In a $7 \times 7 \times 9 \text{nm}^3$ simulation box at temperature $T = 300 \text{K}$, we prepare a slab of SPC/E water that is open at the top and is adjacent to a model self-assembled monolayer (SAM) at the bottom. The model SAM, similar to one used in previous studies [39], consists of a periodic, crystalline array of fixed gold atoms, to each of which are attached two alkyl chains (12 carbons in length) capped by a head group of our choosing. The particular head group controls the SAM’s hydrophobicity. The head groups we use, in ascending hydrophilicity, are CH$_3$, OCH$_3$, CH$_2$CN, CONH$_2$ and OH. The contact angle calculated in simulations between a droplet of water and the SAM agrees well with experiment [39].

In this setup, we calculate the solvation free energy, $\Delta G_{\text{sol}}$, of an $L \times L \times W \text{nm}^3$ probe volume, $V$, immediately adjacent to the SAM (shown in green in Figure 5.1) with the relation $\Delta G_{\text{sol}} = -k_B T \ln P_V(0)$. The width $W$ is fixed at 0.3 nm to specifically capture hydrophobic effects at the SAM surface, and the side length $L$ ranges from 0.5 to 3.0 nm. For $L < 1 \text{nm}$, we measured $P_V(0)$ directly in an unperturbed system, whereas for larger $L$, we used the method of Section 3.2.1. For comparison, we also calculate $\Delta G_{\text{sol}}$ for the same cavity in bulk water.

5.1.2 Solvation free energies at surfaces

Figure 5.2 shows the calculated solvation free energies, scaled by the cavity’s surface area, $A = 2L^2 + 4WL$. In bulk, we observe the expected length-scale dependence of the quantity $\Delta G_{\text{sol}}/A$ (Figure 2.3), namely a gradual transition from $\Delta G_{\text{sol}}$ scaling as the volume of the cavity to it scaling as the cavity’s surface area. The solvation free energies next to the -OH-capped SAM are virtually identical, as expected for a hydrophilic surface (Figure 3.6(b)) and are substantially reduced as the SAM is made more hydrophobic. For the most part, this reflects the reduced attraction between the SAM and the water when the head groups are hydrophobic, although we argue below that enhance fluctuations at the SAM-water surface also contribute to this reduced solvation free energy. For the most hydrophobic SAM, $\Delta G_{\text{sol}}/A$ is essentially constant. Below, we argue that this behavior is a consequence of solvation near a hydrophobic SAM-water interface being dominated by interfacial fluctuations at both small and large length scales.
Figure 5.1: Simulation setup for calculating $\Delta G_{\text{sol}}$ for a thin probe cavity (green) in water (red and white spheres, partially removed for clarity) atop a model SAM (top alkyl chains in grey; gold atoms and bottom alkyl chain not shown). The SAM head group was varied from hydrophobic (-CH$_3$, shown here in black and white) to hydrophilic (-OH).
Figure 5.2: Solvation free energy per unit area, $\Delta G_{\text{sol}}/A$, for an $L \times L \times 0.3\text{ nm}^3$ probe volume next to SAM surfaces with different head groups, at temperature $T = 300\text{ K}$. The quantity $\Delta G_{\text{sol}}/A$ for the same cavity in bulk water is shown in black.
Figure 5.3: Solvation free energy per unit area, $\Delta G_{\text{sol}}/A$, for an $L \times L \times 0.3 \text{ nm}^3$ probe volume next to SAM surface and in bulk water at temperature $T$, relative to its value at $T = 280$ K.

### 5.1.3 Temperature dependence of solvation free energies

To assess the temperature dependence of $\Delta G_{\text{sol}}/A$, one could in principle calculate the solvation entropy $\Delta S_{\text{sol}} = -\partial \Delta G_{\text{sol}} / \partial T$ directly from one simulation at $T = 300$ K, using the relation $\Delta S_{\text{sol}} = (\Delta H_{\text{sol}} - \Delta G_{\text{sol}})/T$, where $\Delta H_{\text{sol}} = \langle H \rangle_{N=0} - \langle H \rangle$. However, this direct estimate has large statistical errors, since a small quantity is estimated as a difference between two large quantities. Instead, we have calculated $\Delta G_{\text{sol}}$ at two other temperatures, 280 K and 320 K, and approximated the derivative numerically, as would be done in an experiment. When $L$ is large, calculating $\Delta G_{\text{sol}}$ is expensive, so we have only done so for the most hydrophobic and most hydrophilic SAMs, as well as in bulk water.

Figure 5.3(a) summarizes the results at large length scales ($L = 3.0 \text{ nm}$). In this regime, all solvation free energies decrease with increasing temperature. This result is consistent with interfacial physics dominating solvation at these length scales, since the liquid-vapor surface tension of water decreases with temperature (Equation (2.20)). The absolute decrease in $\Delta G_{\text{sol}}$ is equal, within errors, for the three systems depicted, even though $\Delta G_{\text{sol}}$ is about four times as large for bulk water and next to the -OH-capped SAM than next to the -CH$_3$-capped SAM. We rationalize this observation below.

Figure 5.3(b) summarizes the results at small length scales ($L = 0.5 \text{ nm}$). In this regime, the solvation thermodynamics is more subtle. On the one hand, in bulk and next to the hydrophilic SAMs, $\Delta G_{\text{sol}}$ increases with temperature, which implies that solvating the cavity primarily reduces the entropy of the surrounding water (Equation (2.27)). On the other hand, next to the most hydrophobic SAM, $\Delta G_{\text{sol}}$ decreases with temperature, as would occur if
interfacial physics dominated even at this length scale. For intermediate hydrophobicities, an intermediate behavior is observed.

These observations are summarized for all length scales in Figure 5.4. For the most hydrophobic SAM, the solvation entropy is nearly constant at all length scales, whereas for the most hydrophilic SAM, the solvation entropy crosses over from negative to positive as length scales grow, as happens in bulk.

### 5.2 Theory

#### 5.2.1 Minimal model

To rationalize the observations of the previous section, we have constructed a minimal solvation model, adapted to the geometry in Figure 5.1, based on LCW ideas. Specifically, given the thin probe volumes that we consider, we expect that the slowly-varying field of
Figure 5.5: (a) A typical configuration of the model interface $z = h(x, y)$ (color-coded by $z$). The grey region represents the model surface. (b) Important volumes in estimating the free energy $\Delta G_{\text{sol}}$ of emptying the probe volume $V$ (green) via Equation (5.2). The region $z > h(x, y)$ is the volume $B$ (blue), and the intersection of $V$ and $B$ is $v$ (dark green).

LCW theory, $\rho \ell n(r)$, will be uniformly 1 in the bulk and uniformly 0 inside the SAM, with a single, continuous interface separating the two regions. Hence, instead of modeling the entire field $\rho \ell n(r)$, we model only the interface, which we describe as a periodic elastic membrane, $z = h(x, y)$. The associated Hamiltonian, $H[h(x, y)]$, captures its surface tension and its interaction with the underlying surface,

$$H[h(x, y)] = \int_{x,y} \left[ \frac{\gamma}{2} |\nabla h(x, y)|^2 + \int_{z=h(x, y)} \rho \ell U(r) \right]. \quad (5.1)$$

Here, $\gamma$ is the experimental liquid-vapor surface tension of water, $\rho \ell$ is the bulk number density of water, and $U(r)$ is the interaction potential between the surface below and a water molecule at position $r = (x, y, z)$. The square-gradient term in Equation (5.1) accurately captures the energetics of interfacial capillary waves only for wavelengths that are large compared to atomic dimensions, so we restrict $h(x, y)$ to contain only modes with wavevectors below $2\pi/9 \, \text{Å}$ (see Figure 3.20). Figure 5.5(a) depicts a typical configuration of $h(x, y)$.

Figure 5.5(b) shows a side view of an $L \times L \times W$ probe volume, $V$, located at the
surface-water interface. At any instant in time, part of \( V \) can be empty due to an interfacial fluctuation. The number of waters, \( N \), in the remaining volume, \( v \), fluctuates according to a distribution \( P_v(N) \). For \( V \) to be empty, \( N \) must be 0. Thus, we estimate the free energy for emptying \( V \) to be

\[
\Delta G_{\text{sol}}(V) = -k_B T \ln \int \mathcal{D}h \ Z^{-1} e^{-\beta H[h(x, y)]} P_v(0),
\]

(5.2)

where the constant \( Z = \int \mathcal{D}h \ \exp\{-\beta H[h(x, y)]\} \) is the partition function of the membrane. The volume \( v \) depends on the interfacial configuration \( h(x, y) \), i.e., \( v = v[h(x, y)] \).

For small \( v \), we know that \( P_v(N) \) is well-approximated by the Gaussian model (Equation (2.25)). If water were far from liquid-vapor coexistence, then \( P_v(N) \) would also be close to Gaussian for arbitrarily large \( v \). The fact that water at ambient conditions is near liquid-vapor coexistence, and that there is a liquid-vapor-like interface near the SAM, is captured by the additional interfacial energy factor \( Z^{-1} \exp\{-\beta H[h(x, y)]\} \) in Equation (5.2). The net result is that the thermal average in Equation (5.2) is dominated by interface configurations where \( v \) is small, so that even at ambient conditions, we can approximate \( P_v(N) \) using the Gaussian model. Explicitly,

\[
P_v(N) \approx (2\pi\sigma_v)^{-1/2} \exp \left[ -(N - \langle N \rangle_v)^2 / 2\sigma_v \right],
\]

(5.3)

where \( \langle N \rangle_v \) is the average number of waters in \( v \) and \( \sigma_v = \langle (\delta N)^2 \rangle_v \) is its variance. We estimate these by assuming that the solvent density responds linearly to the attractive potential, \( U(r) \), in the volume occupied by the water, \( B \), depicted in Figure 5.5(b). Hence,

\[
\langle N \rangle_v \approx \rho_v v - \int_{r \in v} \int_{r' \in B} \chi(r, r') \beta U(r'),
\]

\[
\sigma_v \approx \int_{r \in v} \int_{r' \in v} \chi(r, r'),
\]

where

\[
\chi(r, r') \approx \rho_l \delta(r - r') + \rho_r^2 \left[ g(|r - r'|) - 1 \right].
\]

(5.4)

Here, \( g(r) \) is the oxygen-oxygen radial distribution function of water [81].

The surface-water interaction is modeled by a potential, \( U(r) \), chosen to closely mimic the attractive potential that the -CH\(_3\) SAM exerts on the water above it. It is composed of three terms,

\[
U(r) = U_{\text{wall}}(r) + \eta U_{\text{head}}(r) + U_{\text{tail}}(r).
\]

The first term, \( U_{\text{wall}}(r) \), is a sharply repulsive potential in the region \( z < R_0 \) that captures the hard-core exclusion of a plane of head groups at \( z = 0 \) with hard-sphere radius \( R_0 \). The second term, \( U_{\text{head}}(r) \), captures the head group–water interaction, with the head groups modeled as a plane of Lennard-Jones (LJ) interaction sites of area density \( \mu_{\text{head}} \) at \( z = 0 \)...
and the LJ parameters of an OPLS/UA CH$_3$ group interacting with an SPC/E water oxygen atom [58]. It is scaled by a parameter $\eta$ that we discuss shortly. The final term, $U_{\text{tail}}(r)$, similarly captures the alkane tail–water interaction, with the tail groups modeled as a uniform half-space of LJ interaction sites of volume density $\rho_{\text{tail}}$ at a distance $\zeta$ below the head groups and the LJ parameters of an OPLS/UA CH$_2$ group interacting with an SPC/E water oxygen atom. The parameters $R_0$, $\zeta$, $\mu_{\text{head}}$ and $\rho_{\text{tail}}$ are dictated by the geometry of the SAM. Their values and the explicit form of the potential are given below.

The parameter $\eta$ is used to tune the strength of the surface-water interaction. A surface with $\eta = 1$ resembles a -CH$_3$-capped SAM, while higher values of $\eta$ result in more hydrophilic surfaces. Such surfaces, however, lack the specific details of hydrogen bonding interactions, such as those between an -OH-capped SAM and water, so comparisons between high-$\eta$ model surfaces and hydrophilic SAMs are qualitative in nature.

5.2.2 Implementation details

This section describes in detail how we perform computations with the minimal solvation model. The results we obtain in Sections 5.2.3 and 5.2.4 can be understood independently of the material in this section.

Interface description

We describe the liquid-vapor-like interface next to the model surface by a periodic height function $h(a)$, with $a = (x, y)$ and $-D/2 \leq x, y < D/2$. This function is sampled discretely at a resolution $\Delta$, at points satisfying

$$a = (n_x \Delta, n_y \Delta), \quad -\frac{D}{2\Delta} \leq n_x, n_y < \frac{D}{2\Delta}.$$  

This results in $N^2$ discrete sampling points $\{a\}$, with $N = D/\Delta$. In the following, sums over $a$ denote sums over these $N^2$ sampling points. We have used $D = 60 \, \text{Å}$ and $\Delta = 1 \, \text{Å}$.

The discrete variables $\{h_a\}$ represent the interface height at each sample point $a$, so that

$$h_a = h(a), \quad \text{for } a = (n_x \Delta, n_y \Delta).$$

This notation clearly distinguishes between the $N^2$ height variables $h_a$ and the continuous height function $h(a)$ that they represent.

The discrete Fourier transform of $\{h_a\}$ is denoted by $\{\tilde{h}_k\}$, and is defined at wavevectors $k = (2\pi/L)(m_x, m_y)$, with $-N/2 \leq m_x, m_y < N/2$. We use the symmetric normalization convention throughout for Fourier transforms.
Energetics

The essential property of the liquid-vapor-like interface is its surface tension. For a free interface, the resulting capillary-wave Hamiltonian [8] is

$$ H_0[\{h_a\}] \approx \frac{\gamma \Delta^2}{2} \sum_a |\nabla h_a|^2 \approx \frac{\gamma \Delta^2}{2} \sum_k k^2 |\tilde{h}_k|^2, $$

where $\nabla h_a$ is a finite-difference approximation to $\nabla h(a)$.

With the Willard-Chandler definition of the instantaneous liquid-vapor interface [125], the power spectrum of capillary waves in SPC/E water agrees with the spectrum predicted by the above Hamiltonian for wavevectors smaller than about $2\pi/\ell$, but is substantially lower for higher wavevectors (see Figure 3.20). This result is consistent with the liquid-vapor-like interfaces being sensitive to molecular detail at high wavevectors [94]. At $T = 300 \, K$, we have found that $\ell \approx 9 \, \text{Å}$. We thus constrain all Fourier components $\tilde{h}_k$ to be zero for high $k$, i.e.

$$ \tilde{h}_k = 0, \quad |k| > 2\pi/\ell. \quad (5.5) $$

In our model, the liquid-vapor-like interface interacts with a model surface via a potential that depends on $\{h_a\}$. As discussed below, it is also convenient to introduce additional umbrella potentials to aid in sampling. The Hamiltonian of the interface subject to this additional potential energy $H'[\{h_a\}]$ is

$$ H[\{h_a\}] = \frac{\gamma \Delta^2}{2} \sum_k k^2 |\tilde{h}_k|^2 + H'[\{h_a\}]. \quad (5.6) $$

When expressed as a function of the Fourier components $\{\tilde{h}_k\}$, we denote the Hamiltonian by $\tilde{H}[\{\tilde{h}_k\}]$ and the external potential by $\tilde{H}'[\{\tilde{h}_k\}]$, so that

$$ \tilde{H}[\{\tilde{h}_k\}] = \frac{\gamma \Delta^2}{2} \sum_k k^2 |\tilde{h}_k|^2 + \tilde{H}'[\{\tilde{h}_k\}]. $$

Dynamics

We calculate thermal averages of interface configurations by introducing a fictitious Langevin dynamics and replacing thermal averages by trajectory averages. We first assign a mass per unit area $\mu$ to the interface. The Lagrangian in real space is

$$ L[\{h_a, \dot{h}_a\}] = \frac{\mu \Delta^2}{2} \sum_a \dot{h}_a^2 - H[\{h_a\}]. $$

The corresponding Lagrangian in Fourier space is

$$ \tilde{L}[\{\tilde{h}_k, \dot{\tilde{h}}_k\}] = \frac{\mu \Delta^2}{2} \sum_k |\dot{\tilde{h}}_k|^2 - \tilde{H}[\{\tilde{h}_k\}]. $$
Since all $h_a$ are real, the amplitudes of modes $k$ and $-k$ are related, $\tilde{h}_k = \tilde{h}^*_{-k}$. Taking this constraint and Equation (5.5) into account, the Euler-Lagrange equations yield equations of motion in Fourier space. To thermostat each mode, we add Langevin damping and noise terms. The final equation of motion has the form

$$
\mu \Delta^2 \ddot{\tilde{h}}_k = -\gamma \Delta^2 |k|^2 \dot{\tilde{h}}_k - \frac{\partial H'[\{\tilde{h}_k\}]}{\partial \tilde{h}_k} - \eta \dot{\tilde{h}}_k + \xi_k(t), \quad (|k| < 2\pi/\ell), \quad (5.7)
$$

The Langevin damping constant $\eta$ is chosen to decorrelate momenta over a time scale $\tau$, so $\eta = \mu \Delta^2 / \tau$. The zero-mean Gaussian noise terms $\{\tilde{\xi}_k(t)\}$ have variance such that

$$
\langle \tilde{\xi}_k^*(t)\tilde{\xi}_{k'}(t') \rangle = 2\eta k_B T \delta(t - t')\delta_{k,k'}.
$$

As with $\tilde{h}_k$, the $\tilde{\xi}_k$ variables satisfy the related constraint $\tilde{\xi}_k = \tilde{\xi}^*_{-k}$. Hence, for $k = 0$, the noise is purely real and its variance is twice that of the real and imaginary components of all other modes.\footnote{The constraint on the magnitude of $k$ ensures that no Nyquist modes, i.e., modes with $k_x$ or $k_y$ equal to $\pm \pi/D$, are ever excited. If they were included, these modes would also be purely real, and the variance of the real component of their noise terms would likewise be twice that of the real component of the interior modes.}

We propagate these equations of motion using the Velocity Verlet algorithm [34]. At each force evaluation, we use a Fast Fourier Transform (FFT [35]) to calculate $\{h_a\}$ from $\{\tilde{h}_k\}$. We then calculate $\partial H'[\{h_a\}] / \partial h_a$ in real space and perform an inverse FFT to obtain the force $\partial H'[\{\tilde{h}_k\}] / \partial \tilde{h}_k$ on mode $\tilde{h}_k$ due to $H'[\{h_a\}]$. We then add the forces due to surface tension, Langevin damping and thermal noise, as in Equation (5.7).

For the Velocity Verlet algorithm to be stable, we choose a timestep equal to $1/20^{th}$ of the typical time scale of the highest-frequency mode of the free interface, $\Delta t = \frac{1}{20} \sqrt{\mu \ell^2 / \gamma}$. To equilibrate the system quickly but still permit natural oscillations, we choose the Langevin damping time scale so that $\tau = 100\Delta t$. Finally, we choose a value of $\mu$ close to the mass of a single water layer, $\mu = 100 \text{amu} / \text{nm}^2$.

This interface dynamics is entirely fictitious. However, it correctly samples configurations of the interface, Boltzmann-weighted by the Hamiltonian $H[\{h_a\}]$. This is true irrespective of the exact values of $\mu$, $\Delta t$ and $\tau$, so our choices have no effect on the results. We have simply chosen reasonable values that do not lead to large discretization errors when solving the system’s equations of motion.

**Surface-interface interactions**

The liquid-vapor-like interface interacts with the model surface via a potential $H_{\text{surf}}[\{h_a\}]$. In the atomistic simulations, the SAM sets up an interaction potential $U(r)$ felt by the atoms in the water molecules. To model this interaction potential, we smear out the atomistic detail of the SAM and replace it with three elements:
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- A uniform area density $\mu_{\text{head}}$ of Lennard-Jones sites (with length and energy scales $\sigma_{\text{head}}$ and $\epsilon_{\text{head}}$) in the $z = 0$ plane to represent the SAM head groups.

- A uniform volume density $\rho_{\text{tail}}$ of Lennard-Jones sites (with length and energy scales $\sigma_{\text{tail}}$ and $\epsilon_{\text{tail}}$) in the half-space $z < -\zeta$ to represent the SAM tail groups.

- Coarse-graining the head-group atoms into a uniform area density results in a softer repulsive potential allowing the interface to penetrate far deeper into the model surface than would be possible in the actual SAM. To rectify this, we apply a strongly repulsive linear potential in the half-space $z < R_0$, where $R_0$ is the radius of the head group’s hard core. The repulsive potential is chosen to be $1/k_B T$ when $1 \, \text{nm}^2$ of interface penetrates the region $z < R_0$ by a “skin depth” $\delta$.

The head groups are thus modeled by the following potential acting on a water molecule at position $\mathbf{r}$:

$$ U_{\text{head}}(x, y, z \geq R_0) = \mu_{\text{head}} \int_{-\infty}^{\infty} dx' \int_{-\infty}^{\infty} dy' u_{\text{LJ}}(|\mathbf{r} - \mathbf{r}'|; \epsilon_{\text{head}}, \sigma_{\text{head}}) \bigg|_{z' = 0}, $$

where $u_{\text{LJ}}(r; \epsilon, \sigma) = 4\epsilon (\sigma/r)^{12} - (\sigma/r)^6$ is the Lennard-Jones pair potential. Similarly, the effect of the tail groups is captured by

$$ U_{\text{tail}}(x, y, z \geq R_0) = \rho_{\text{tail}} \int_{-\infty}^{\infty} dx' \int_{-\infty}^{\infty} dy' \int_{-\zeta}^{\infty} dz' u_{\text{LJ}}(|\mathbf{r} - \mathbf{r}'|; \epsilon_{\text{tail}}, \sigma_{\text{tail}}). $$

Finally, the repulsive wall is modeled by the potential

$$ U_{\text{wall}}(x, y, z < R_0) = 2\rho_t^{-1} \cdot (1/k_B T/1 \, \text{nm}^2)(R_0 - z)/\delta, $$

where $\rho_t = 0.03333 \, \text{Å}^{-3}$ is the number density of liquid water.

These smeared interaction potentials depend only on $z$, not on $x$ or $y$. As described in the main text, we also scale the head-group interaction by a parameter $\eta$. Putting everything together, we obtain an explicit expression for the surface-interface interaction potential,

$$ H_{\text{surf}}'\{h_a\} = \rho_t \Delta^2 \sum_a h_{\text{surf}}'(h_a), $$

where

$$ h_{\text{surf}}'(h_a) = \int_{h_a}^{\infty} dz \eta U_{\text{head}}(z) + U_{\text{tail}}(z) + U_{\text{wall}}(z), $$

$$ = \begin{cases} 
\frac{\eta \pi \epsilon_{\text{head}} \mu_{\text{head}} \sigma_{\text{head}}^3}{45} \left[ \frac{4}{45} (\sigma_{\text{head}}/z)^9 - \frac{2}{3} (\sigma_{\text{head}}/z)^3 \right] \\
+ \pi \epsilon_{\text{tail}} \rho_{\text{tail}} \sigma_{\text{tail}}^3 \frac{1}{90} (\sigma_{\text{head}}/[z + \zeta])^6 - \frac{1}{3} (\sigma_{\text{head}}/[z + \zeta])^2 \bigg] , & z \geq R_0, \\
\bigg( h_{\text{surf}}'(R_0) + \rho_t^{-1} \cdot (1/k_B T/1 \, \text{nm}^2) ([R_0 - z]/\delta)^2 \bigg) , & z < R_0.
\end{cases} $$

To model the -CH$_3$-capped SAM, we chose the following values for the parameters
• The head groups are modeled as OPLS united-atom CH$_3$ groups interacting with SPC/E water, so $\sigma_{\text{head}} = 3.5355$ Å and $\epsilon_{\text{head}} = 0.68976$ kJ/mol.

• The tail groups are modeled as OPLS united-atom CH$_2$ groups (sp$^3$-hybridized) interacting with SPC/E water, so $\sigma_{\text{tail}} = 3.5355$ Å and $\epsilon_{\text{tail}} = 0.5664$ kJ/mol.

• The tail region is inset from the plane of the head groups by a distance equal to a CH$_2$-CH$_3$ bond length (1.50 Å), minus the van der Waals radius of a CH$_2$ group (1.9525 Å), so $\zeta = -0.4525$ Å.

• The head group density is known from the atomistic SAM geometry to be $\mu_{\text{head}} = 0.0462$ Å$^{-2}$. The mass density of the SAM tails was estimated to be 935 kg/m$^3$ \cite{39}, resulting in a CH$_2$ group number density of $\rho_{\text{tail}} = 0.0402$ Å$^{-3}$.

• The equivalent hard sphere radius $R_0$ of a -CH$_3$ group at room temperature was estimated to be 3.37 Å, as described in Section 4.3.1. It has a small temperature dependence, which we neglect.

• The wall skin depth $\delta$ was set to 0.1 Å, which is small enough so that the repulsive potential is essentially a hard wall at $z = R_0$, but large enough that we can propagate the interfacial dynamics with a reasonable timestep.

**Umbrella sampling**

Calculating $\Delta G_{\text{sol}}(V)$ from Equation (5.2) as a thermal average $\langle P_v(0) \rangle$ over Boltzmann-weighted configurations of $h(a)$ is impractical for large $V$. The configurations that dominate this average simply have a vanishingly small Boltzmann weight. To solve this problem, and in analogy to what we do in atomistic simulations, we perform umbrella sampling on the size of the sub-volume $v$ of the probe cavity $V$ that is above the interface.

We begin by defining the volume $V$ corresponding to a probe cavity of dimensions $L \times L \times W$ as the set of points satisfying $|x|, |y| \leq L/2$ and $R_0 \leq z \leq R_0 + W$. We then define $v(h_a)$ as the size of the sub-volume of $V$ that is above the interface. Using umbrella sampling and MBAR (Section 3.1.1), we calculate the probability distribution for $v$, $P(v)$, down to $v = 0$. To do this, we use quadratic umbrellas defined by a center $\bar{v}$ and width $(\delta v)^2$, which result in the addition to the Hamiltonian of

$$H'_{\text{umb}}[h_a] = k_B T \frac{(v[h_a] - \bar{v})^2}{2(\delta v)^2}.$$

During each umbrella run, we also record the configurations $\{h_a\}$ which yield each observed value of $v$. We then approximate the right-hand side of Equation (5.2) by summing over these configurations with appropriate weights, and obtain

$$\Delta G_{\text{sol}}(V) \approx -k_B T \ln \frac{\sum_{\{h_a\}} P_v(0) P(v[h_a])}{\sum_{\{h_a\}} P(v[h_a])},$$
Figure 5.6: Solvation free energy per unit areas calculated using Equation (5.2) for the same cavities as in Figure 5.2.

where, as in the main text, the term \( P_v(0) \) depends on the interface configuration \( \{ h_a \} \), and the sum \( \{ h_a \} \) is over all interface configurations in all the different umbrellas. To evaluate \( P_v(0) \), we use the discrete versions of the integrals defining \( \sigma_v \) and \( \langle N \rangle_v \) analogous to Equations (4.54) and (4.55).

### 5.2.3 Solvation free energies at surfaces

Figure 5.6, analogous to Figure 5.2, shows the solvation free energies calculated using Equation (5.2). The essential features of solvation next to the SAM surfaces are captured well by this model. This is particularly true for the hydrophobic surfaces (with \( \eta \) around 1), where the potential \( U(r) \) closely mimics the effect of the real SAM on the adjacent water, and the agreement between theory and simulation is nearly quantitative. For the more hydrophilic SAMs, as stated above, the comparison is qualitative, because the simple form for \( U(r) \) does not represent dipolar interactions well.
5.2.4 Temperature dependence of solvation free energies

Figure 5.7(a), analogous to Figure 5.3(a), shows that the observed trends in temperature dependence of $\Delta G_{\text{sol}}$ are captured nearly quantitatively by the simple model of Equation (5.2). In the model, the solvation free energies of the large probe volumes have large but mostly athermal contributions from the attractions between water and the model surface, since the average solvent density in the probe volume is nearly equal to its value in bulk. The main temperature-dependent contribution to $\Delta G_{\text{sol}}$ is the cost to deform the liquid-vapor-like interface near the surface to accommodate the large probe volume. Since the necessary deformation is similar, regardless of the hydrophobicity of the surface, the variation of $\Delta G_{\text{sol}}$ with temperature is similar as well.

Figure 5.7(b), analogous to Figure 5.3(b), shows a similar comparison of temperature dependence of $\Delta G_{\text{sol}}$ for small probe volumes. The phenomenology of a crossover in sign is recovered by the simple model of Equation (5.2), though the correspondence is clearest at a slightly larger cavity size ($L = 0.75 \text{ nm}$). Near hydrophilic model surfaces, the interface is pulled close to the surface by a strong attraction, so it is costly to deform it. As a result, the cavity is emptied through bulk-like spontaneous density fluctuations, which is associated with a negative solvation entropy. In contrast, near a hydrophobic surface, the interface is easy to deform, which provides an additional mechanism for creating cavities. In fact, this mechanism dominates near sufficiently hydrophobic surfaces, and since the surface tension of water decreases with increasing temperature, so does $\Delta G_{\text{sol}}$. Hence, even small cavities have a positive solvation entropy near hydrophobic surfaces. The continuous spectrum of negative to positive solvation entropies observed in Figures 5.3(b) and 5.7(b) is thus revealed to be a direct consequence of the balance between bulk-like water density fluctuations and liquid-vapor-like interfacial fluctuations, represented explicitly by the two factors in the integrand of Equation (5.2).

Figure 5.8 shows that our simple implementation of LCW ideas recovers many of the observed trends in solvation entropy. It is everywhere positive for the smallest attraction strength $\eta$, and a thermodynamic crossover length of just under 1 nm emerges for the more hydrophilic model surfaces, similar to that in bulk water. Nevertheless, the agreement between Figures 5.8 and 5.4 is somewhat qualitative, mostly as a result of the crude form of $U(r)$ used to model hydrophilic surfaces.

5.3 Discussion: hydrophobic surfaces are catalysts for unfolding

The results of our systematic study of solvation near surfaces expand upon the results of Section 3.2.3 in three important ways, which we now discuss.

First, our results reveal and explain the temperature dependence of the binding free energy of a hydrophobe to an extended surface. The binding free energies of the probe
cavities to each SAM, as measured by the difference in $\Delta G_{\text{sol}}$ in bulk and next to the SAM (Figure 5.2) are all positive, so there is a net hydrophobic attraction between the cavities and the SAMs. As expected from Section 3.2.3, the binding strength is correlated with the SAM’s hydrophobicity. However, the temperature dependences shown in Figure 5.3 reveal that when the temperature rises, small objects will bind more strongly to the SAMs, but the binding free energy of large objects remains mostly unchanged. At heart, this difference arises because solvation of even small objects is dominated by interface formation. Because we have rationalized this result, we can make non-trivial predictions about the effect of other perturbations on binding free energies. For example, adding table salt to the water raises the surface tension of the solution (because the small, charged ions are repelled from the interface) but makes little difference to the probabilities of cavity formation (at 1 M salt concentration, there are, on average, only 0.1 ions in a $5 \times 5 \times 3$ Å cavity). Hence, we expect that adding salt to the solution would reduce the binding free energy of small objects to a hydrophobic surface. Similar changes can be confidently predicted for the conclusions that follow.

Second, our results show that the force for hydrophobic assembly is weakened near a surface. When $n$ monomers are dispersed, their total solvation free energy scales linearly with $n$. When aggregated, in bulk or near a surface, their total solvation free energy scales sublinearly with $n$. Hence, for large enough $n$, the free energy of assembly is proportional to the solvation free energy of the isolated monomers. Since $\Delta G_{\text{sol}}$ is smaller for monomers near hydrophobic surfaces than in bulk, so is the free energy of assembly there. The difference
Figure 5.8: Solvation entropy per unit area at $T = 300\,\text{K}$, deduced from the model of Equation (5.2). Analogous simulation results are shown in Figure 5.4.
arises from interfacial physics dominating small-object solvation at surfaces, as rationalized by the LCW-like model. We thus expect our observation about the free energy of assembly to hold generically at any surface and with a variety of monomers, not simply the surfaces and cavities we have explicitly investigated numerically.

Third, the free energy barrier separating the dispersed and assembled states differs significantly in bulk and at surfaces. In bulk, the principal free energy barrier to assembly is the nucleation of a liquid-vapor interface in the solvent (Figure 2.4). At a surface, there is a pre-existing liquid-vapor interface solvating the dispersed monomers, which can be deformed continuously to solvate the assembled state. We thus expect no solvent-dominated free energy barrier to assembly.

Since the relative stability of the assembled and dispersed states is shifted towards the dispersed state at a surface, and the free energy barrier between these two states is removed, we suggest that hydrophobic surfaces can generically acts as catalysts for disassembly of structures that are assembled in bulk. In the context of protein folding, our findings suggest that hydrophobic surfaces may generically catalyze the unfolding of proteins.

Our suggested catalytic activity of hydrophobic surfaces may play a role in chaperonin function [31]. The interior walls of chaperonins in the open conformation are hydrophobic and can bind misfolded proteins, whereupon their unfolding is catalyzed [27,57]. Subsequent ATP-driven conformational changes render the chaperonin walls hydrophilic [27,31]. As a result, the unfolded protein is released from the wall, as the free energy for a hydrophobe to bind to a hydrophilic surface is much lower than that to bind to a hydrophobic one (Figure 5.2).
Chapter 6

A microscopic view of water evaporation

In this chapter, we examine the process of water evaporation in molecular detail. Our goal is to determine whether evaporation is an activated process, and if so, characterize the relevant barriers. In a sample of water at equilibrium with its vapor, the rate of evaporation is equal to the rate of condensation. If every vapor molecule that hit the liquid surface condensed, then the rate of condensation would simply be the rate at which vapor particles hit the liquid surface. This collision rate, which can be estimated by treating the vapor as an ideal gas, places an upper bound on the evaporation rate. To the extent that the two differ, there is a barrier to evaporation (or condensation) beyond the mere cohesive strength of the liquid.

We are inspired by a set of water evaporation rate measurements carried out at Berkeley, themselves motivated by the importance of water evaporation and condensation in atmospheric science and climate prediction. Surprisingly, measurements of the evaporation rate of pure water have been controversial, with estimates varying by as much as 3 orders of magnitude over the past century [25], and converging to within 1 order of magnitude in the last decade [24]. The two main difficulties faced by experimenters are the effect of impurities in the water samples, and avoiding or accounting for recondensation of the evaporated molecules. The Saykally and Cohen groups have attempted these measurements using Raman thermometry of a continuous jet of liquid microdroplets. They have examined H$_2$O and D$_2$O, with and without dissolved salts, under carefully controlled conditions [22–24,99], ingeniously selected to avoid both the impurity and recondensation problems, so we suspect that their results are among the most trustworthy in the literature. Evaporation rates are usually reported as an evaporation coefficient, defined as the ratio of the evaporation rate to the ideal gas collision rate. The Saykally and Cohen groups report an evaporation coefficient of 62 ± 9%.

To uncover the molecular origins of this result through simulation, we use transition path sampling [7] to harvest a statistically representative collection of short trajectories of
rare evaporation events, with Boltzmann-distributed initial conditions and energy-conserving dynamics. An alternate strategy pursued by others is to examine the complementary process, condensation, which is not rare at all [110]. However, this introduces the uncontrolled approximation that the velocities and angular momenta of the evaporated water molecule are Boltzmann-distributed, with a temperature equal to that of the liquid. Our approach sidesteps this issue by specifying the initial ensemble of the liquid, with the velocity and angular momentum distributions of the evaporated water molecules being an output of the calculation. The result, not knowable \textit{a priori}, is that the velocities and angular momenta are indeed Boltzmann-distributed. As such, the fact that others have observed near-unity condensation coefficients in simulations suggests that the evaporation coefficient for water is also close to unity in simulations, at odds with the experiments of the Saykally and Cohen groups.

To explore the details further, we examine properties of the harvested evaporation trajectories to determine what barriers, if any, are being overcome. In particular, we estimate the positions of the transition states along each trajectory, and project these transition states onto various possible reaction coordinates. We find that the most relevant coordinates controlling evaporation are the distance of the water molecule from the water surface and its component of velocity along the average surface normal. Motivated by this find, we measure the effective free energy of a water molecule as a function of its distance from the water surface, i.e., the effective cohesive potential of the liquid. Along this coordinate, we find no significant barrier. Regarding the free energy approximately as a potential energy surface, we further show that transition states cluster around states of threshold energy. This suggests that evaporation can usefully be thought of as a thermal escape from a deep, barrierless potential well.

A barrierless evaporation process can nonetheless be characterized by the collective fluctuations observed in the rare configurations visited during evaporation (not rare during condensation). In particular, we find that the mean curvature of the liquid-vapor interface correlates with the distance of the evaporated water molecule from the surface. This finding might be of relevance if the curvature of the interface could be controlled externally.

Having found that our simulations disagree qualitatively from the experimental results, we critically examine the experiments. We find, in particular, that the Raman thermometry used relies on a linear extrapolation of calibration data into supercooled temperatures, and that the extrapolation need not be accurate. We suggest that the deviation from linearity may have been observed before, and that only a small deviation from linearity would be needed to reconcile the experimental measurements with an evaporation rate equal to the ideal-gas collision rate. Our suggestions motivate both repeating the experiments at higher temperature and extending the calibration procedure down to supercooled temperatures, so that the range of temperatures observed in the experimental data matches that of the calibration data. Both suggestions are currently being implemented by our experimental colleagues.
6.1 Preliminaries

6.1.1 Experimental motivation

The full details of the Saykally and Cohen groups’ experiment are given in Ref. [99]. Here, we summarize the aspects that are relevant to our study. A simplified schematic of the experimental apparatus is shown in Figure 6.1. The experimenters inject a continuous train of liquid microdroplets of tunable radius, $r_0$, ranging from 3 to 10 $\mu$m ±0.1 $\mu$m, into a chamber that is continuously evacuated to a pressure of less than $5 \times 10^{-4}$ Torr, or about $7 \times 10^{-7}$ atm. At the end of the chamber, a liquid nitrogen pool collects and freezes the droplets, so as to maintain the chamber vacuum. The droplets are injected with uniform velocity, and the center-to-center distance between consecutive droplets is 6$r_0$. As a droplet progresses through the vacuum chamber, it undergoes evaporative cooling, as described below. At any point along the droplet’s flight, its temperature is measured indirectly by measuring its total Raman scattering intensity, $I(\omega)$, as a function of angular frequency $\omega$. This spectrum is a useful thermometer because it varies sensitively with temperature. The end result of the experiment is the average temperature of a microdroplet as a function of time elapsed since injection. From this cooling curve, the rate of evaporation can be extracted, as described below. A typical cooling curve is shown in Figure 6.2.

The flux of evaporating water molecules at the droplet surface, $J_e$, can be expressed as a fraction $\gamma$, called the “evaporation coefficient”, of the ideal-gas collision rate, $J_e^{\text{max}}$, 

$$ J_e = \gamma J_e^{\text{max}}, $$

(6.1)

where $J_e^{\text{max}}$, given by

$$ J_e^{\text{max}} = \frac{P_{\text{vap}}}{\sqrt{2\pi mk_B T}}, $$

(6.2)
Here, $P_{\text{vap}}$ is the vapor pressure of water at a given temperature, and $m$ is the mass of a water molecule. This result follows from calculating the flux of mass-$m$ particles of an ideal gas at pressure $P_{\text{vap}}$ and temperature $T$ through a flat surface. The substantial temperature and isotope dependence of $J_{e}^{\text{max}}$ reflect thermodynamic properties of the liquid and the vapor, whereas the evaporation coefficient $\gamma$ reveals information about barriers to evaporation.

An evaporation coefficient can be deduced from a cooling curve by modeling the evaporation process. Each evaporating water molecule removes from the droplet an amount of energy equal to, on average, $\Delta H_{\text{vap}}$, the enthalpy of vaporization of water\(^1\). On average, this evaporation event lowers the temperature of the droplet by an amount $\Delta T = \Delta H_{\text{vap}}/C_{P}M$, where $C_{P}$ is the constant-pressure specific heat capacity of water and $M$ is the mass of the droplet. Hence, the rate of change of droplet temperature is given by

$$\frac{dT}{dt} = -\gamma J_{e}^{\text{max}} \frac{\Delta H_{\text{vap}}}{C_{P}M}. \quad (6.3)$$

\(^1\)Strictly speaking, the per-molecule enthalpy on vaporization, $\Delta H_{\text{vap}} \approx 16 k_{B}T$ at $T = 300$ K, includes the work needed to increase the volume of the system by an amount $1/\rho_{g}$ against the external pressure $p$, where $\rho_{g}$ is the number density of the gas at pressure $p$. This work, equal to $p/\rho_{g} = k_{B}T$ at any pressure for an ideal gas, is absent in the experiment, so should not be included in the model of Equation (6.3). Implementing this correction results in an estimate of the rate of evaporation that is about 7% larger than reported in Ref. [99].
The only unknown in this differential equation is the evaporation coefficient $\gamma$. If $\gamma$ is assumed constant, the experimental cooling curves may be fit numerically to the cooling curves predicted by Equation (6.3). The main result of Ref. [99] is that for pure H$_2$O,

$$\gamma = 0.62 \pm 0.09.$$  \hspace{1cm} (6.4)

This result is actually derived from a more elaborate model that accounts for a small (about 4°C) radial temperature gradient arising in the droplet, coupled to evaporation through thermal diffusion. However, Smith et al. [99] remark that this elaboration on the simple cooling curve model of Equation (6.3), and others such as introducing an Arrhenius dependence of $\gamma$ on temperature, do not change the result appreciably.

Before proceeding to describe our theoretical investigations, we dwell on one aspect of the experiment in further detail. In particular, Raman thermometry relies on the Raman scattering intensity, $I(\omega)$, exhibiting so-called van’t Hoff behavior [98]. That is, for an arbitrary frequency $\omega^*$, the quantity $\ln\left(\int_{-\infty}^{\omega^*} d\omega I(\omega)/\int_{\omega^*}^{\infty} d\omega I(\omega)\right)$ is approximately linear in inverse temperature, $1/T$, around a small temperature range. An example set of calibration data from Ref. [99] is shown in Figure 6.3. As shown by Geissler [36], van’t Hoff behavior is expected in any spectra that suffers from inhomogeneous broadening, and the linear relation to inverse temperature holds only approximately over a small enough temperature range, such as 0°C to 100°C for water [98]. It is important to note that while Smith et al. calibrated their Raman thermometer over the temperature range 0°C to 50°C, most of the observed droplet temperatures are below 0°C (Figure 6.2).

### 6.1.2 Transition path sampling

We now turn to our simulation study of evaporation. Since evaporation is a rare event, happening about once per 1 ns per 1 nm$^2$ at ambient conditions, we need special techniques to collect a statistically relevant number of examples of evaporation. The alternate strategy of running a single simulation for an extended period of time is computationally expensive, and samples only an anecdotal number of events at undesirable conditions that favor evaporation (e.g., in Ref. [75], 70 evaporation events were collected from a simulation of water at 350 K). The strategy we pursue here is to use transition path sampling (TPS), a method we now summarize.

To sample static configurations of a system that are Boltzmann-distributed, one can use the Metropolis algorithm, which implements a biased random walk through configuration space with a move set and acceptance criteria chosen to sample the Boltzmann distribution. Similarly, transition path sampling implements a biased random walk in trajectory space, with a move set and acceptance criteria chosen to sample a specific path ensemble [7]. Specifically, let $X = \{x_1, \ldots, x_T\}$ denote the configurations (positions and momenta) along a dynamical trajectory of length $T$. To each trajectory, we assign a path weight $P[X]$ given by the initial ensemble of the system and its dynamics. For example, a system in the
Figure 6.3: Calibration curve for Raman thermometry. The Raman scattering intensity, $I(\omega)$, at angular frequency $\omega$ is measured experimentally. The temperature of the water is then extracted by using the approximate linear relation between $\ln(\int_{-\infty}^{\omega_*} d\omega I(\omega)/\int_{\omega_*}^{\infty} d\omega I(\omega))$ and inverse temperature $1/T$. The calibration temperatures here range from 4.4° C ($1000/T = 3.60\,\text{K}^{-1}$) to 56.5° C ($1000/T = 3.03\,\text{K}^{-1}$). Adapted from Ref. [99].
canonical ensemble propagated with Newtonian dynamics has a path weight functional

$$
\mathcal{P}_0[X] = \frac{e^{-\beta H(x_1)}}{Z} \prod_{i=1}^{T-1} \delta(x_{i+1} - G_1 x_i), \quad (6.5)
$$

where $G_1$ is the propagator that evolves the configuration of the system for one time unit (e.g., one step in the Velocity Verlet algorithm). This path weight is chosen to integrate to unity over all possible trajectories. Its value is the probability that an arbitrary subtrajectory of length $T$ extracted from a long trajectory of the system is identical to $X$. As with the Boltzmann weight, the choice of path weight $\mathcal{P}[X]$ defines a path ensemble. A schematic path ensemble is shown in Figure 6.4.

Given an “old” path $X^{(o)}$, we can construct a related “new” path $X^{(n)}$ in this path ensemble in many different ways, called “moves” in analogy to typical Monte Carlo moves. Two particularly simple and efficient moves are shifting and shooting. In a shifting move, the old path is altered by advancing or regressing it in time, in much the same way that a snake propagates on the ground: an initial or final end of the path is discarded, and the system is evolved dynamically at the other end to construct a new path of length $T$. In a shooting move, a time point along the path is picked, the system’s configuration is slightly perturbed, and the system’s dynamics are evolved forwards and backwards in time to construct a new path of length $T$. 

Figure 6.4: Schematic representation of the path ensemble $\mathcal{P}_0[X]$ in a one-dimensional system. The intensity of the grey background at any point in phase space is proportional to its Boltzmann weight. Typical paths of length $T$ are shown as traces over this phase space. When there is a natural partition of phase space into two basins, $A$ and $B$, most short trajectories remain in one of these basins. Only the trajectories connecting $A$ and $B$ (orange) are members of the restricted path ensemble, $\mathcal{P}_{AB}[X]$ (Equation (6.10)).
As in the Metropolis algorithm, we can use moves to construct a biased random walk in trajectory space. Let $P(o \rightarrow n)$ be the probability that a single step in this random walk starting with a path $X^{(o)}$ yields the path $X^{(n)}$, and define $P(n \rightarrow o)$ analogously. The trajectories observed in this random walk occur with a probability given by the path ensemble $P[X]$ if the following detailed balance condition [34] is satisfied:

$$P[X^{(n)}]P(o \rightarrow n) = P[X^{(o)}]P(n \rightarrow o). \quad (6.6)$$

The probability $P(o \rightarrow n)$ can be expressed as a product,

$$P_{\text{gen}}(o \rightarrow n)P_{\text{acc}}(o \rightarrow n),$$

of a generation probability, $P_{\text{gen}}(o \rightarrow n)$, which one is free to choose, and an acceptance probability, $P_{\text{acc}}(o \rightarrow n)$, chosen to satisfy the detailed balance condition. If the generation probabilities are chosen symmetrically, i.e., $P_{\text{gen}}(o \rightarrow n) = P_{\text{gen}}(n \rightarrow o)$, as is usually the case, then the usual Metropolis acceptance probability guarantees detailed balance:

$$P_{\text{acc}}(o \rightarrow n) = \min\left[1, \frac{P[X^{(n)}]}{P[X^{(o)}]} \right]. \quad (6.7)$$

In the path ensemble $P_0[X]$, a shifting move has a trivial acceptance probability,

$$P_{\text{shift}}(o \rightarrow n) = 1, \quad \text{(path ensemble: } P_0[X]). \quad (6.8)$$

The acceptance probability of a shooting move only depends on the configuration at the shooting point, denoted here by $s$:

$$P_{\text{acc}}(o \rightarrow n) = \min\left[1, \exp\left\{ -\beta(H(x_{n}^{(n)}) - H(x_{o}^{(o)})) \right\} \right], \quad \text{(path ensemble: } P_0[X]). \quad (6.9)$$

Though one can sample paths from the unrestricted path ensemble $P_0[X]$ with the above algorithm, doing so is not very useful, since a long trajectory samples the same trajectories with similar efficiency. However, we can define a path ensemble that is restricted to trajectories, or transition paths, that connect two distinct regions of phase space, commonly denoted $A$ and $B$. For a system with equal ensemble and dynamics to that used to define $P_0[X]$, the restricted path ensemble weight, $P_{AB}[X]$, is given by

$$P_{AB}[X] = h_A(x_1) \frac{e^{-\beta H(x_1)}}{Z_{AB}} \prod_{i=1}^{T-1} \delta(x_{i+1} - q_i x_i) h_B(x_T), \quad (6.10)$$

where $h_A(x)$ and $h_B(x)$ are indicator functions that are 1 if $x$ is in $A$ or $B$, respectively, and 0 otherwise. The normalization constant $Z_{AB}$ ensures that the path weight integrates to unity over all possible paths. This change in ensemble results in analogous changes to the shifting and shooting acceptance probabilities. The resulting random walk efficiently samples trajectories of length $T$ that start at $A$ and end in $B$. If $A$ and $B$ are separated by a large free energy maximum, so that short paths that cross from $A$ to $B$ are rare, then sampling these trajectories with TPS is orders of magnitude more efficient than running a long simulation and waiting for the crossing to happen spontaneously.
6.1.3 Simulation setup

To examine water evaporation, we set up a 30 $\times$ 30 $\times$ 30 Å$^3$ simulation box in LAMMPS [89] filled with SPC/E water (about 900 molecules) at a number density 0.0333 waters/Å$^3$ (mass density 0.997 g/ml). Lennard-Jones interactions are truncated and shifted at a distance of 10 Å. Electrostatic interactions are calculated using the particle-particle particle-mesh (PPPM) method [45]. The geometry of each water molecule is kept fixed using the SETTLE algorithm [80]. The system is evolved using Langevin dynamics, with a timestep of 2 fs and a velocity damping time constant of 3 ps.

After an initial equilibration of 50 ps, the size of the simulation box in the $z$ direction is tripled, resulting in a 30 $\times$ 30 $\times$ 90 Å$^3$ system with a slab of water at its center. This system is then equilibrated again for another 50 ps, using a Langevin thermostat with velocity damping time constant of 2 ps. Finally, to generate an initial evaporation trajectory in this system, we remove the thermostat, create a condensation trajectory, and then reverse this trajectory in time. In detail, we add a new water molecule to the system at a point that is 15 Å above the top of the water slab, with a thermal momentum in the negative $z$-direction, no momentum in the $x$ or $y$ directions, and zero angular momentum. We then evolve this trajectory for 3 ps in the absence of a thermostat. We check that the water molecule has indeed condensed (see below): if it has not, we extend the trajectory by up to 6 ps more, until condensation occurs, and use the last 3 ps of the extended trajectory. In principle, it is possible for this procedure to fail if the inserted water “bounces” off of the water slab and we never considered it to have condensed, but in practice, we have not seen this happen. Finally, we reverse the condensation trajectory in time to obtain an initial evaporation trajectory, which we use to start the TPS random walk in trajectory space. An example initial trajectory is depicted in Figure 6.5.
To perform a TPS study, the initial and final states of the rare event being sampled must be precisely defined. Here, basin $A$, encompassing the fully "condensed" configurations of the system, consists of all configurations where every water that is not hydrogen-bonded to any other water\(^2\) is at most 4 Å away from the nearest water. Basin $B$, where exactly one water molecule is indisputably detached from the bulk liquid, is defined as all configurations of the system where there is exactly one water molecule with no hydrogen-bonding partner that is more than 8 Å away from its nearest neighbor. While the 4 Å distance used to define basin $A$ is merely convenient, the 8 Å distance used to define basin $B$ is critical. We have noted that an isolated water molecule that is less than about 8 Å away from its nearest neighbor will spontaneously recondense into the slab of liquid water. This observation is rationalized in Section 6.2.2.

The TPS random walk is performed as follows. At every step, we choose to perform a shifting move 90% of the time, and a shooting move 10% of the time, reflecting the low cost of shifting versus shooting. In a shifting move, we shift the trajectory forwards or backwards by a time $\Delta t$ uniformly distributed between $-1$ and 1 ps. Shooting moves are performed as in the appendices of Refs. [38] and [37]. Briefly, a shooting point is picked uniformly along the length of the trajectory. Then, to each component of velocity of each atom of mass $m$ is added a Gaussian perturbation of zero mean and variance $c_1^2 \times k_B T / m$, where $c_1$ is a small parameter used to tune the size of the shooting perturbation, here chosen to be $0.5$. The components of the resulting velocities along fixed bond directions are then removed. The center-of-mass velocity is also set to 0. The velocities are then rescaled to yield the same kinetic energy as before the shooting move. This portion of the move is symmetric, and amounts to a random rotation of the $3N$-dimensional mass-weighted velocity vector of the system that respects the bond constraints of each water molecule. Finally, we attempt to change the kinetic energy from $K$ to $K'$ by adding to it a Gaussian perturbation of zero mean and variance $c_2^2 \times k_B T \times d / 2$, where $d$ is the number of degrees of freedom in the system (here equal to $6N_w - 3$, with $N_w$ equal to the number of waters) and $c_2$ is a small parameter used to tune the size of the kinetic energy change in a shooting move, here chosen to be $0.5$ as well. The change in kinetic energy is accepted with probability

$$P[K \rightarrow K'] = \min \left[ 1, e^{-\beta(K' - K)} \left( \frac{K'}{K} \right)^{d/2-1} \right].$$ (6.11)

When the new configuration is generated with this procedure, the generation probabilities $P_{\text{gen}}(o \rightarrow n)$ and $P_{\text{gen}}(n \rightarrow o)$ are not symmetric, due to phase space factors. It can be shown [37] that detailed balance (Equation (6.7)) is satisfied if the acceptance probability

\(^2\)Two waters are considered hydrogen bonded if the distance between their oxygen atoms is below 3.5 Å and the angle between the OH bond of the donor and the line connecting the two oxygen atoms is below 30°, as was done in Ref. [69]. For our purposes, any other reasonable definition of a hydrogen bond should yield nearly identical results.

\(^3\)The “position of a water” means the position of its oxygen atom, unless otherwise stated.
of such asymmetric shooting moves is 1, provided that the new trajectory starts in basin $A$ and ends in basin $B$.

For each set of initial conditions, we performed 10,000 TPS steps, recording a trajectory every 100 TPS steps. Each recorded trajectory is reasonably independent of the previous one. To further improve the sampling, we repeated the entire procedure outlined in this section 40 times. The final outcome of this exercise is a set of thousands of mostly uncorrelated trajectories of evaporation events, with initial conditions drawn from a canonical ensemble at temperature $300 \text{ K}$ and evolved in time with energy-conserving Newtonian dynamics.

6.2 Results

We now analyze the properties of the collected evaporation trajectories. We estimate the value of each observable independently in each of the 40 full TPS runs. The reported estimate is the mean of these values, and the error bar is the standard error of the mean.

We first consider the time that it takes for evaporation events to occur, to verify that a TPS trajectory length of 3 ps is sufficiently large. For each trajectory, let $t_A$ be the largest time for which $x(t_A)$ is in basin $A$, and let $t_B$ be the largest time for which $x(t_B)$ is not in basin $B$. These times roughly characterize the points along the trajectory at which the evaporation rare event begins and ends. Figure 6.6 shows the distribution of the time difference $t_B - t_A$. Most evaporation events take under 1 ps, and very few take just under 3 ps. Hence, the 3 ps trajectory length we chose to use for our TPS sampling is long enough. Correcting for the bias towards short evaporation events owing to their larger number of possible starting times does not change this conclusion. This is demonstrated in Figure 6.7, which shows the distributions of times $t_B$. If the TPS trajectory length is sufficiently long, then this distribution should rise from zero at small $t_B$ and plateau to a constant for $t_B$ much larger than the typical time for an $A$-to-$B$ transition to occur. This is indeed observed. Were the TPS trajectory length too short, there would be no plateau region.

For all subsequent results, we consider only the trajectories for which $t_B > 2$ ps, i.e., the plateau region of Figure 6.7. This choice avoids any biases towards unusually short evaporation trajectories that are overrepresented in the ensemble of trajectories with $t_B \ll 2$ ps.

6.2.1 Post-evaporation momenta are Boltzmann-distributed

Here, we examine the center-of-mass velocities and angular momenta at the end of each trajectory. Figure 6.8 shows the distributions of the component of the center of mass velocity along a direction perpendicular to $\hat{z}$. These velocities are consistent with a Boltzmann distribution at temperature $T = 300 \text{ K}$.

Figure 6.9 shows that, similarly, the distribution of the observed components of angular momenta along the principal axes of inertia of the evaporating water molecule are compatible
Figure 6.6: Distribution of evaporation event durations.
Figure 6.7: Distribution of times at which the evaporation event completes.
Figure 6.8: Distribution of the component of center-of-mass velocity perpendicular to \( \hat{z} \) (error bars). For comparison, the corresponding Boltzmann distribution at temperature \( T = 300 \text{ K} \) is shown (dashed line).
with a Boltzmann distribution at $T = 300$ K.

The component of the velocity along the $z$ direction has a more interesting distribution, shown in Figure 6.10. By construction, water molecules evaporate in the $+\mathbf{z}$ direction, so no water molecule should have a negative $v_z$ if the definition of basin $B$ were sufficiently strict\textsuperscript{4}, Naively, one might thus expect the distribution of $v_z$ to be Boltzmann for $v_z > 0$, unlike what is actually observed in Figure 6.10.

To get a sense for the expected distribution, we examine the simpler situation, depicted in Figure 6.11, of thermal ideal gas particles evaporating from a deep, barrierless potential well of depth $\Delta U$. Particles inside the well have a thermal distribution of velocities, $P(v_i)$,
given by

\[ P(v_i) \propto \exp \left( -\frac{1}{2} \beta m v_i^2 \right). \quad (6.12) \]

A particle with initial velocity \( v_i \) can only escape the well if \( v_i \) is above a threshold velocity, \( v_t \), given by \( \frac{1}{2} m v_t^2 = \Delta U \). Were there a barrier, this threshold velocity would be higher, but the remainder of this discussion would carry through unchanged. The final velocity of this particle, \( v_f \), is determined by conservation of energy,

\[ \frac{1}{2} m v_i^2 = \frac{1}{2} m v_f^2 + \Delta U. \quad (6.13) \]

This equation relates the distributions of initial and final velocities, \( P(v_i) \) and \( P(v_f) \) respectively. In particular,

\[ P(v_f) dv_f \propto P(v_i) dv_i, \quad (6.14) \]

so

\[ P(v_f) \propto P(v_i) \left( \frac{dv_i}{dv_f} \right) \propto \exp \left( -\frac{1}{2} \beta m v_i^2 \right) \frac{v_f}{\sqrt{v_f^2 + \frac{2\Delta U}{m}}}. \quad (6.15) \]

For \( \Delta U \) sufficiently large, the denominator in the last fraction is essentially constant over the range where the exponential factor is appreciable. Using this approximation, Equation (6.13), and the requirement that \( v_i \) exceed \( v_t \), we obtain the approximation

\[ P(v_f) \approx \begin{cases} \frac{m}{k_B T} v_f \exp \left( -\frac{1}{2} \beta m v_f^2 \right), & v_f > 0, \\ 0, & v_f \leq 0. \end{cases} \quad (6.16) \]

While Equation (6.16) applies only to an ideal gas of thermal particles escaping from a deep, barrierless potential well, it describes the observed distribution of \( v_z \) for evaporating molecules surprisingly well (dashed line in Figure 6.10). The small but systematic deviations are presumably due to the evaporating water molecule dissipating a small amount of energy to the remainder of the liquid as it escapes from the effective well set up by the bulk (see Section 6.2.2). It is worth noting that similar velocity distributions have been reported in simulations of evaporation of argon, where evaporation can be observed straightforwardly without special sampling techniques like TPS [110].

This distribution of evaporating water velocities has an apparent problem: it results in \( \langle \frac{1}{2} m v_z^2 \rangle = \frac{1}{2} k_B T \). Thus, whereas evaporating water molecules have a mean kinetic energy of \( 7/2 k_B T \) (not shown), the mean kinetic energy of water molecules in the vapor that recondense is only \( 6/2 k_B T \)! Naively, it would seem that this situation is incompatible with the liquid and the vapor being at equilibrium. Of course, this contradiction is illusory. While it is true that the mean kinetic energy of an arbitrary water in the vapor is \( 6/2 k_B T \), the mean per-molecule flow of kinetic energy in the \( -\hat{z} \) direction through the \( z = 0 \) plane is actually \( 7/2 k_B T \). This is because for a particle to flow through this plane in a time \( \Delta t \), it must be in the region
Figure 6.10: Observed distribution of $z$-component of velocity of evaporating water molecules (error bars). This distribution compares favorably to that of thermal ideal gas particles evaporating from a deep, barrierless potential well (Equation (6.16), dashed line).

Figure 6.11: Ideal gas particles at the bottom of a deep, barrierless potential well have a Boltzmann distribution of velocities. Only a fraction of particles have enough energy to escape the well. After evaporating, but before thermalizing outside the well, the distribution of velocities of these particles is given by Equation (6.16).
defined by $z + v_z \Delta t < 0$. Hence, water molecules with higher $v_z$ are overrepresented in the ensemble of water molecules flowing through the $z = 0$ plane per unit time. In fact, the distribution of observed velocities is given, up to a sign difference, by an expression identical to Equation (6.16). As a result, the rate at which energy and mass flow from the vapor to the liquid can exactly compensate the flows due to evaporation.

Non-equilibrium evaporation experiments have reported steady state temperature distributions where the temperature of the vapor immediately above the liquid is higher than that of the liquid [29]. Our discussion on velocity distributions may have some bearing on this observation. Moreover, it has been observed in molecular dynamics simulations of water condensation [110] that the condensation coefficient decreases with increasing temperature. The ideal gas evaporation model of Equation (6.15) is only compatible with a unit condensation coefficient if the well depth is much larger than $k_B T$. As temperature is raised, the relative depth of the potential well set up by the liquid is reduced. In such a case, it may be possible to use Equation (6.15), together with the known distribution of velocities for condensing particles, to derive an upper bound on the condensation and evaporation coefficients of the liquid at high temperature. We have not pursued this possibility here.

### 6.2.2 Potential of mean force for removing a water molecule from bulk is barrierless

The height of a water molecule $i$ above (or below) the liquid-vapor interface, $a_i^*$, is a natural order parameter for describing the evaporation of this molecule. Following Ref. [125], we define this height independently of the orientation of the slab as follows. We first construct the instantaneous liquid-vapor interface formed by the other water molecules, as described in Section 3.4. Next, we find the point $s_i$ on the interface closest to water molecule $i$ at $r_i$, and denote by $\hat{n}_i$ the vapor-pointing normal vector to the interface at $s_i$. Then, $a_i^*$ is defined as the distance from $r_i$ to $s_i$ projected along the $\hat{n}_i$ direction,

$$ a_i^* = \hat{n}_i \cdot (r_i - s_i). $$

(6.17)

Figure 6.12 shows the free energy, $F(a^*)$, of an arbitrary water molecule in our system as a function of $a^*$, calculated using the umbrella potential described in Section 3.4 and MBAR (Section 3.1.1). The essential feature of this free energy is that it is barrierless. Apart from density layering in the bulk, manifest as oscillations in $F(a^*)$ for $a^* \lesssim 0$ Å, the bulk liquid simply sets up a deep potential well for any individual water molecule, and a molecule in the vapor can simply roll downhill into this well. While the absence of a barrier along the $a^*$ coordinate does not preclude the existence of barriers along other coordinates, we demonstrate below that the transition states of the evaporation trajectories are consistent with $a^*$ describing the majority of the evaporation reaction coordinate.

The depth of the well in $F(a^*)$, denoted by $\Delta F^*$, quantifies the cohesiveness of the liquid with respect to the vapor. Indeed, if we regard a single water molecule as an independent
Figure 6.12: Free energy for a single water molecule at a height $a^*$ from the liquid-vapor interface defined by the remaining water molecules. The red lines are the free energies of the stable liquid and vapor phases, and are guides to the eye.

$\Delta F^* = 11.5 \pm 0.2 k_B T$
particle moving in the potential well $F(a^*)$, then the relative density of this particle in the liquid, $\rho_{\ell}$, with respect to that in the vapor, $\rho_{g}$, is given by

$$\rho_{g} = \rho_{\ell} e^{-\beta \Delta F^*}. \quad (6.18)$$

We estimate from Figure 6.12 a value of $\Delta F^*$ of $11.5 \pm 0.2 \, k_B T$. This compares favorably with the value of $11.8 \, k_B T$ obtained by setting $\rho_{g} = P_{\text{vap}}/k_B T$ and using the computed value of $P_{\text{vap}}$ for SPC/E water at a temperature of 300 K and pressure of 1 atm [28]. For real water, the analogous calculation yields $\Delta F^* = 10.5 \, k_B T$.

The range of $F(a^*)$ also characterizes the effective range of attraction between a molecule in the vapor and the bulk slab. It is this range that motivates the definition of basin $B$ described in Section 6.1.3.

### 6.2.3 Transition states are consistent with diffusion out of a deep well

We now focus on characterizing the transition states between condensed and evaporated states. Ordinarily [7], a transition states are identified using committor functions. The committor, $p_B(x)$, of a spatial configuration $x$ is defined as the fraction of short trajectories that start at $x$ with random thermal velocities, and finish in basin $B$. At most point in a transition path, this function is either 0 or 1, with a quick crossover around the configurations that dominate the dynamical bottleneck between $A$ and $B$. Thus, a pragmatic definition of a transition state along a trajectory is the point where $p_B(x) = 0.5$.

Implicit in the above definition is the assumption that momenta are not important in characterizing the transition state. In a dense system, this assumption is generally true, since the velocity of any particle decorrelates rapidly, usually within 1 ps [10]. When examining evaporation, the assumption breaks down, since the velocity of an evaporated water molecule decorrelates over much longer timescales. The clearest manifestation of the problem is that $p_B < 1$ for a configuration containing a single, clearly evaporated water molecule, since the water can will recondense if its velocity points towards the liquid slab.

As a compromise, we have chosen to redefine the committor function to include the $z$-component of the velocity of the evaporated water molecule. Strictly speaking, it’s impossible to tell which water molecule is “the evaporated molecule” in an arbitrary configuration, but this is not a problem for identifying transition states along a transition path. Figure 6.13 illustrates the typical behavior of $p_B(t) = p_B(x(t), v_{z}^{\text{vap}}(t))$ defined in this way, estimated by spawning 10 short trajectories at every time point.

We have identified the transition states in a moderately-sized subset of the evaporation trajectories by finding the time along each trajectory where $p_B(t) \approx 0.5$. Since calculating $p_B(t)$ in full for each trajectory is expensive, we have instead implemented a bisection algorithm in $t$ to locate the transition state with reasonable accuracy. At each value of $t$, we estimate $t$ with 10 short trajectories. If $p_B(t) < 0.3$ or $p_B(t) > 0.7$, we eliminate the
Figure 6.13: Estimated committor, $p_B(t)$, sampled at 100 fs intervals along a small random selection of evaporation trajectories. To obtain this estimate, all velocities but the $z$-component of the evaporated water’s velocity are randomized independently 10 times, after which a short trajectory is evolved forwards in time for up to 5 ps until the systems enters either basin $A$ or basin $B$. 
Figure 6.14: Evaporation trajectory traces projected onto variables $v_z^{\text{evap}}$ and $a^*$ (black lines). The transition state of each trajectory, identified as described in the text, is highlighted by a green dot. Red line: the expected transition state ensemble for a coarse model of ballistic escape from a potential shaped as in Figure 6.12, given by Equation 6.19.

Figure 6.14 depicts traces of many evaporation trajectories projected onto the two coordinates $v_z^{\text{evap}}$ and $a^*$, with the transition state of each trajectory highlighted in green. Unlike similar traces onto many other pairs of coordinates (not shown), there is a definite correlation between the distance of the evaporated water from the liquid-vapor interface and its speed in the $z$ direction. We can partially rationalize this dependence by conceiving of the free energy along $a^*$ (Figure 6.12) as an actual potential energy well, and approximating the velocity along the $a^*$ direction with $v_z^{\text{evap}}$. If evaporation were a ballistic escape from this well, then the transition states would satisfy the condition

$$\frac{1}{2} m (v_z^{\text{evap}})^2 = F(a^*).$$

The points satisfying this relation are shown as a thick red line in Figure 6.14. The transition...
states clearly cluster around this line.

Together with the distribution of the $z$-component of the velocities of evaporated water molecules (Section 6.2.1), the fact that the transition states are well-captured by the coarse model of an escape from a deep, barrierless potential well suggests that there is practically no additional barrier to evaporation for SPC/E water at 300 K. This is consistent with the near-unit condensation coefficient measured in simulations in Ref. [110]. This finding is in apparent contradiction with the experimental results, which suggested a barrier of around $-k_B T \ln(\gamma) \approx 0.5 k_B T$. We discuss this point further in Section 6.3.1.

### 6.2.4 Evaporation correlates with negative mean curvature

Although it appears that evaporation is barrierless in simulations, we can nonetheless characterize some of the microscopic details of this process. Our motivation was initially to characterize potential barriers to evaporation, which seem to be absent under the conditions studied here. However, we anticipate that external influences might be used to alter the microscopic details we describe, and so may perhaps be used to exert control over evaporation. Additionally, our characterization establishes a baseline for understanding evaporation under different conditions where barriers are observed in simulations, such as at higher temperatures [110] or in the presence of surfactants [104]. Here, we focus on how curvature of the liquid-vapor interfacial couples to evaporation.

We approximate the liquid-vapor interface using the procedure of Willard and Chandler [125], and focus on the point $s$ on the surface that is closest to the evaporating water molecule. The mean curvature, $K_M$, of the surface at $s$ serves as a concise characterization of collective fluctuations of water molecules at the liquid-vapor surface. The mean curvature is defined as [61]

$$K_M = \frac{k_1 + k_2}{2},$$

(6.20)

where $k_1$ and $k_2$ are the principal curvatures at $s$. The magnitude of a principal curvature is the reciprocals of the principal radius of curvature, and its sign specifies whether the surface curves towards (positive) or away (negative) from the normal direction along the corresponding principal direction. Our interest in mean curvature stems from its relation to infinitesimal surface area changes. An deformation along the normal direction by an infinitesimal distance $\epsilon$ changes the area element $dA$ as follows\(^5\)

$$dA \mapsto (1 - 2\epsilon K_M) dA.$$

\(^5\)One way to understand this result is as follows. Consider an infinitesimal patch $dA$ of a surface that curves away from the normal in every direction. Its radii of curvature are $R_1$ and $R_2$, so the principal curvatures are $-1/R_1$ and $-1/R_2$. Before the deformation, the boundaries of the area element are arcs of length $R_1 d\theta_1$ and $R_2 d\theta_2$, so that $dA = R_1 R_2 d\theta_1 d\theta_2$. After the deformation, the radii of curvature are $R_1 + \epsilon$ and $R_2 + \epsilon$, so that the area element is $dA(1 + \epsilon/R_1 + \epsilon/R_2) = dA(1 - 2\epsilon K_M)$. 

This relation justifies regarding $K_M$ as a local characterization of the force of surface tension on the liquid-vapor surface.

A technical complication arises when calculating the curvature of the liquid-vapor interface defined by Willard and Chandler. Owing to the truncation in the Gaussian smearing kernel used to define the smooth density field $\tilde{\rho}(r)$ (Equation (3.63)), the surface has discontinuous gradients. Since curvature captures second-derivative information about a surface, the curvature at these points is infinite. To avoid these complications, here we define $\tilde{\rho}(r)$ using a smoothing function $\phi(r) = \varphi(r)$ that is slightly different than the one used in Ref. [125] and in the preceding chapters. Our chosen $\varphi(r)$ stitches together two continuous cubic functions at a point $r = 0.7\xi$ so that $\varphi(r)$ is continuous and has continuous first and second derivatives. It also satisfies $\varphi(3\xi) = 0$, $\varphi'(0) = \varphi'(3\xi) = 0$ and $\varphi''(0) = \varphi''(3\xi) = 0$, and the resulting smearing function, $\phi(r)$, is normalized to 1. These properties uniquely specify $\varphi(r)$. The location of the stitching point is chosen empirically so that $\phi(r)$ closely resembles a Gaussian with standard deviation $\xi$.

To establish a baseline, we first calculate the distribution of $K_M$ as a function of the height $a^*$ of a probe water molecule from the liquid-vapor interface. In doing this, the probe water molecule can be either included in or exclude from the calculation of the liquid-vapor surface. It is not clear that either choice is superior, so we have repeated the calculation with both choices. Figure 6.15 shows the results as a joint free energy for $K_M$ and $a^*$. At very low and very high $a^*$, only a trivial bias in $K_M$ and $a^*$ is seen as a function of $a^*$, resulting from the nearest point on the surface being preferentially one where the surface is bending most towards the probe water molecule. However, an evident additional bias towards negative mean curvature can be seen for $a^*$ just above the surface, indicating that a water molecule suspended there significantly deforms the surface below it. Figure 6.16 shows an example of this kind of deformation in one of the harvested evaporation trajectories.

Figure 6.17 overlays the transition states of the evaporation trajectories on the free energies of Figure 6.15. To a certain extent, the transition states exhibit some of the bias towards negative curvature that can be seen in the equilibrium free energies. The bias is slight when the probe molecule is not included in the definition of the liquid-vapor surface, but is clearer when the probe molecule is included. The definition of a liquid-vapor interface during the evaporation process is somewhat ambiguous, and we regard full inclusion and full exclusion as the two limiting extremes for a suitable definition. Since the bias towards negative curvature is present in both cases, our finding should be robust with respect to reasonable changes in the definition of the interface.

6.3 Discussion

We have examined the process of evaporation of SPC/E water in detail, and all the evidence suggests that there is no barrier to evaporation in this model. In other words, to evaporate, a water molecule near the surface need simply spontaneously acquire enough ki-
Figure 6.15: Free energy for height $a^*$ of a probe water molecule and the mean curvature, $K_M$, at the nearest point on the liquid-vapor surface. Contours are spaced at $1 \ k_B T$. The probe water molecule can either be (a) excluded from, or (b) included in the definition of the liquid-vapor surface.
Evaporated water included  Evaporated water excluded

Figure 6.16: Example of the interfacial deformation that accompanies an evaporation event. The system is depicted at the time when the last hydrogen bond between the bulk and the evaporated water breaks.

netic energy in the direction of the liquid-vapor interface normal. This view is consistent with the distribution of $v_z$ for the final velocities (Figure 6.10), the fact that the potential of mean force along a coordinate $a^*$ perpendicular to the liquid-vapor surface is barrierless (Figure 6.12) and the fact that the transition states cluster around values of $v_z$ and $a^*$ that have a threshold amount of energy to escape from the potential well set up by the remainder of the bulk (Figure 6.14). It is difficult, if not impossible, for evaporation to be a mildly activated process and still be consistent with these three pieces of evidence.

One possible explanation for the discrepancy is that the experimentally observed barrier is a fundamentally quantum effect. By construction, these effects are beyond the scope of the classical molecular dynamics simulations used here. Important quantum effects are plausible because librational motions of water, with wavenumbers around 500 cm$^{-1}$, have strong quantization effects (a photon with energy $k_B T$ at $T = 300$ K has a wavenumber of 1300 cm$^{-1}$). If this were the source of the discrepancy, a simulation study that explicitly accounts for quantum effect (e.g., using ring-polymer molecular dynamics [17]) could elucidate the details of the barrier. However, any account of such quantum effects playing a dominant role would have to be compatible with the observation that the evaporation coefficient of D$_2$O is equal, within errors, to that of H$_2$O [22].

An alternate explanation that we pursue here is that of a systematic error in the calibration of the experiments.
Figure 6.17: Representative transition states of evaporation trajectories (red) projected onto the $K_M$ and $a^*$ coordinates. The free energies of these coordinates are shown for comparison. Labels as in Figure 6.15.
6.3.1 Experimental temperature calibration may explain discrepancies between simulations and experiments

As described in Section 6.1.1, in the experiment that motivated this study, the evaporation coefficient is deduced from cooling curves of microdroplets. The droplet temperature is estimated by measuring its Raman scattering spectrum and assuming a linear van’t Hoff relation between ratios of integrated scattering intensities and inverse temperature (Figure 6.3). However, this linear behavior is an approximation that only holds over small temperature ranges [36]. Further, whereas the temperature is calibrated using the Raman spectra of water samples at temperatures above 0°C, most of the observed temperatures are below 0°C.

We first determine whether significant deviations from linear van’t Hoff behavior can be observed in water. Very few experiments have measured the Raman scattering spectrum of supercooled water, with the notable exception of the work of D’Arrigo et al [19]. They report a Raman spectrum of water at −24°C, as well as five other temperatures ranging from 20°C to 95°C. Using their data, we have produced a van’t Hoff calibration curve analogous to that of Figure 6.3. Our result, shown in Figure 6.18, clearly shows that while the five points data point taken above 0° can be fit to a straight line, the data point at deeply supercooled temperatures deviates from this line significantly. The conditions under which the spectra of D’Arrigo et al and those of Smith et al [99] are taken are not directly comparable, and troublingly, to the author’s knowledge, the D’Arrigo et al data has not been reproduced, but we interpret the deviation from linearity observed in Figure 6.18 as evidence of the plausibility of calibration errors affecting the results in Ref. [99].

To bolster this argument, we have reinterpreted the cooling curves reported in Ref. [99] as reporters of calibration non-linearities. That is, if we assume that the temperature $T$ of the droplet is in fact the expected temperature when $\gamma = 1$, then the “measured” temperature can be viewed as a calibration measurement of the ratio of integrated Raman scattering intensities at temperature $T$. The resulting calibration curve is shown in Figure 6.19. This figure illustrates that the amount of deviation from linearity required for the data to be compatible with $\gamma = 1$ is small, and within the range suggested by the above results.

One way to compensate for non-linearity empirically is to use a quadratic fit, instead of a linear fit, to describe the calibration data: the calibration data of Smith et al already has a slight but measurable curvature. The result of this fit is also shown in Figure 6.19. The deviation from linearity observed for $T < 0°$ C is indeed roughly consistent with the proposed nonlinearity (Figure 6.19)\(^6\).

Ultimately, the best way to address the issues with the current calibration procedure is to either inject warmer microdroplets into the experimental observation chamber to begin with, or to measure calibration data for water at supercooled conditions, or both. Our experimental collaborators are presently pursuing both of these avenues.

\(^6\)Recently, Kaitlin Duffey in Richard Saykally’s group has implemented this quadratic fit on a more accurate calibration dataset, and reports that the deduced evaporation coefficient is closer to 1, but that a result of exactly 1 would still be incompatible with the measured cooling curves.
Figure 6.18: Van’t Hoff calibration curve, analogous to Figure 6.3, derived from the data of D’Arrigo et al [19].

\[ \ln \left( \frac{\int_{-\infty}^{\omega^*} d\omega I(\omega)}{\int_{\infty}^{\omega^*} d\omega I(\omega)} \right) = \frac{1000}{T} (K^{-1}) \]

\[ \omega^* = 3400 \text{ cm}^{-1} \]

From D’Arrigo et al
Linear fit to \( T > 20^\circ C \) data

Figure 6.19: Expected van’t Hoff calibration if \( \gamma = 1 \), derived from reported temperature measurement in Ref. [99].
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Appendix A

Unbalancing forces in LCW theory

Weeks and coworkers’ work on modeling non-uniform liquids [114, 118, 120–122] provides the basis for the term in Equation (2.37) that couples small-length-scale and large-length-scale density fluctuations. This term can be justified rigorously (within certain approximations) in the case of simple (monatomic and isotropic) liquids, as we do in this appendix, and it can be regarded as a useful approximation in the case of more complex liquids like water.

Particles in a simple liquid interact via a pairwise potential \( u(r) \) that may be decomposed into a repulsive (positive) portion, \( u_0(r) \), and an attractive (negative) portion, \( u_a(r) \), where \( u_a(r) \) is finite and slowly-varying. A common separation when \( u(r) \) is a Lennard-Jones potential is the Weeks-Chandler-Andersen separation [119], described in Section 4.1. In order to model the thermodynamics of non-uniform liquids, Weeks and coworkers considered two related liquid systems: the original liquid of particles that interact via the potential \( u(r) \), and a related reference liquid \( R \), whose particles interact with each other via the repulsive potential \( u_0(r) \) alone, as well as with an external field \( \psi(r) \). In both cases, the chemical potentials are chosen to yield a uniform density \( \rho_\ell \) in the absence of external constraints or other fields. Using the first equation in the Yvon-Born-Green hierarchy with an approximate closure relation, they showed that there exists a unique choice of \( \psi(r) \) that results in identical mean densities in both systems, i.e.,

\[
\langle \rho(r) \rangle = \langle \rho(r) \rangle_R. \tag{A.1}
\]

If the liquid is close to its triple point, so that its structure is essentially determined by packing constraints [119], then they found that

\[
\psi(r_1) \approx \int_{r_2} u_a(r_{12})[\langle \rho(r_2) \rangle - \rho_\ell] = \rho_\ell \int_{r_2} u_a(r_{12})[\langle n(r_2) \rangle - 1] + \int_{r_2} u_a(r_{12}) \langle \delta \rho(r_2) \rangle. \tag{A.2}
\]

In order to discuss the consequences of introducing this potential, it is useful to establish some notation. Following Ref. [67], we define the positive moments \( a \) and \( m \) of the
potential $u_a(r)$ by the relations
\begin{align}
a &= -\frac{1}{2} \int r u_a(r), \quad \text{(A.3)} \\
m &= -\frac{1}{6} \int r^2 u(r). \quad \text{(A.4)}
\end{align}

Given a field $f(r)$, we define the smeared field $\bar{f}(r)$ by the relation
\begin{equation}
\bar{f}(r_1) = \frac{\int_{r_2} r u_a(r_1) f(r_2)}{\int_{r_2} u_a(r_1)}. \quad \text{(A.5)}
\end{equation}

With this notation, we can write
\begin{equation}
\psi(r) = -2a \left[ \langle \rho(r) \rangle - \rho_\ell \right] = -2a \rho_\ell \left[ \langle \bar{n}(r) \rangle - 1 \right] - 2a \rho_\ell \langle \delta \rho(r) \rangle. \quad \text{(A.6)}
\end{equation}

Returning to our discussion, since the reference fluid only has repulsive forces, we can model its thermodynamics with a simple Hamiltonian $H_R$. In particular, consider splitting the density of the reference system into slowly and quickly varying parts as in Section 2.3. Because of the lack of attractive forces in the reference fluid, the free energy density of the slowly varying part at any given point depends approximately only on the local density and not on its gradients,\footnote{Strictly speaking, the free energy as a functional of density of the reference system is unknown. The approximation made here is equivalent to the hydrostatic approximation made by Weeks [118].} and its small-length-scale density fluctuations are approximately Gaussian [18], so
\begin{equation}
H_R[n(r), \delta \rho(r)] = \int_r w_R(n(r)) \\
+ \frac{k_B T}{2} \int_r \int_{r'} \delta \rho(r) \chi_R^{-1}(r, r'; n(r)) \delta \rho(r') + \int_r \psi(r)[\rho n(r) + \delta \rho(r)]. \quad \text{(A.7)}
\end{equation}

Here, $w_R(n)$ is the free-energy density of the uniform reference system at density $\rho_\ell n$. The fluctuation spectrum of the (non-uniform) reference system is $\chi_R(r, r'; n(r))$, and as in the main text, we henceforth suppress its dependence on $n(r)$ for clarity. By definition, $\chi_R(r, r') = \chi_R(r', r)$.

Equation (A.1) holds only when $\psi(r)$ is chosen self-consistently, i.e. the fields $\langle n(r) \rangle$ and $\langle \delta \rho(r) \rangle$ obtained with the Hamiltonian $H_R[n(r), \delta \rho(r)]$ are equal to the fields $\langle n(r) \rangle$ and $\langle \delta \rho(r) \rangle$ in the definition of $\psi(r)$. We impose this condition approximately by finding the fields $n(r)$ and $\delta \rho(r)$ that minimize $H_R[n(r), \delta \rho(r)]$ and identifying them with $\langle n(r) \rangle$ and $\langle \delta \rho(r) \rangle$. To the extent that $H_R[n(r), \delta \rho(r)]$ is quadratic about this minimum, this
approximation is exact. The solution satisfies the relations

\[
w'_R(n(r_1)) + \frac{k_B T}{2} \int \int \delta \rho(r) \frac{\delta \chi^{-1}_R(r, r')}{\delta n(r_1)} \delta \rho(r') \\
+ \rho_\ell^2 \int r_2 u_a(r_12) [n(r_2) - 1] + \rho_\ell \int r_2 u_a(r_12) \delta \rho(r_2) = 0, \quad (A.8)
\]

\[
k_B T \int r_2 \chi^{-1}_R(r_1, r_2) \delta \rho(r_2) + \rho_\ell \int r_2 u_a(r_12)[n(r_2) - 1] + \int r_2 u_a(r_12) \delta \rho(r_2) = 0. \quad (A.9)
\]

To account for fluctuations around the average behavior, we propose a Hamiltonian for the full fluid, \( H[n(r), \delta \rho(r)] \), whose minimum satisfies these two Equations, regardless of boundary conditions. In other words, the stable states of this Hamiltonian are identical to those of the reference fluid subject to the self-consistent field \( \psi(r) \). Such a condition is satisfied by the Hamiltonian

\[
H[n(r), \delta \rho(r)] = \int w_R(n(r)) + \frac{\rho_\ell^2}{2} \int r_1 \int r_2 [n(r_1) - 1] u_a(r_12)[n(r_2) - 1] \\
+ \frac{k_B T}{2} \int r_1 \int r_2 \delta \rho(r_1) \chi^{-1}_R(r_1, r_2; n(r)) + \beta u_a(r_12)(r_1, r_2) \delta \rho(r_2) + \int r \phi(r) \delta \rho(r), \quad (A.10)
\]

where

\[
\phi(r_1) \approx \rho_\ell \int r_2 u_a(r_12)[n(r_2) - 1] = -2a \rho_\ell [\bar{n}(r_1) - 1]. \quad (A.11)
\]

This Hamiltonian is defined uniquely up to a physically irrelevant constant, which is chosen here so that when the liquid is uniform, i.e., when \( n(r) = 1 \) and \( \delta \rho(r) = 0 \), then \( H_R[n(r), \delta \rho(r)] = H[n(r), \delta \rho(r)] \).

Equation (A.10) can be recast into a physically appealing form by a few manipulations. First, since \( n(r) \) varies slowly in space and \( u_1(r) \) is short-ranged, we can Taylor expand \( n(r_2) \) about \( r_2 = r_1 \) in the second term of the right-hand side of Equation (A.10) and truncate the expansion to second order [67], so

\[
\frac{\rho_\ell^2}{2} \int r_1 \int r_2 [n(r_1) - 1] u(r_12)[n(r_2) - 1] \\
\approx \frac{\rho_\ell^2}{2} \int r_1 [n(r_1) - 1]^2 \left( \int r u(r) \right) + \frac{\rho_\ell^2}{2} \int r_1 \int r_2 [n(r_1) - 1] u(r_12)(r_12 \cdot \nabla)[n(r_1) - 1] \\
+ \frac{\rho_\ell^2}{4} \int r_1 \int r_2 [n(r_1) - 1] u(r_12)(r_12 \cdot \nabla)^2[n(r_1) - 1] \quad (A.12)
\]

In the right-hand side of this expression, the first term depends only locally on \( n(r) \), so it
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can be viewed as a change to the free energy density from \( w_R(n) \) to \( w(n) \), given by

\[
\begin{align*}
  w(n) &= w_R(n) - a\rho^2_n(n - 1)^2. \\
\end{align*}
\]  

(A.13)

The second term on the right-hand side of Equation (A.12) is zero due to symmetry. Finally, the third term can be written as

\[
\begin{align*}
  \frac{\rho^2}{4} \int_{r_1} \int_{r_2} [n(r_1) - 1]u_1(r_{12})(r_{21} \cdot \nabla)^2 n(r_1) &= \frac{\rho^2}{4} \int_{r_1} \int_{r_{21}} [n(r_1) - 1]u_1(r_{12})(r_{21} \cdot \nabla)^2 n(r_1) \\
  &= \frac{\rho^2}{12} \int_{r_1} [n(r_1) - 1]\nabla^2 n(r_1) \int_{r_{21}} r_{21}^2 u_1(r_{12}), \\
  &= \int r \frac{m}{2} |\nabla \rho n(r)|^2, \\
\end{align*}
\]

(A.14)

where in the second line, we’ve used the result that for any tensor \( A \),

\[
\int r u_a(r) r^T A r = \frac{1}{3} \text{Tr} A \int r r^2 u_a(r). \\
\]  

(A.15)

In other words, the third term in Equation (A.12) gives rise to a square-gradient term. Finally, we define the symmetric operator \( \chi(r_1, r_2; n(r)) \) so that

\[
\begin{align*}
  \chi^{-1}(r_1, r_2; n(r)) = \chi_R^{-1}(r_1, r_2; n(r)) + \beta u_1(r_{12}). \\
\end{align*}
\]

(A.16)

The form of Equation (A.10) indicates that \( \chi(r_1, r_2) \) is the fluctuation spectrum of the full liquid. Equation (A.16) corresponds to the random phase approximation of standard liquid-state theory (Equations (3.5.9) and (3.5.17) in Ref. [41]).

Assembling the above results, we find that the Hamiltonian of Equation (A.10) may be written in the form

\[
H[n(r), \delta \rho(r)] \approx \int_r w(n(r)) + \frac{m}{2} |\nabla \rho n(r)|^2 \\
+ \int_r \int_r \delta \rho(r) \chi^{-1}(r, r'; n(r)) \delta \rho(r') + \int_r \phi(r) \delta \rho(r), \\
\]

(A.17)

We can identify \( w(n(r)) \) as the free energy density of the full fluid, \( \chi(r, r') \) as the fluctuation spectrum of the full fluid and the \( \phi(r) \delta \rho(r) \) term as an effective coupling between the small- and large-length-scale density fields. This approximate form of the Hamiltonian, derived

\[\text{The difference between } w(n) \text{ and } w_R(n) \text{ has a physical interpretation. The part that is proportional to } n^2 \text{ corresponds to an additional energy density } -a\rho^2 n^2 \text{ resulting from solvent-solvent attractions that stabilize the fluid phase, analogous to the energy density in traditional van der Waals theory [93]. The part that is linear in } n \text{ corresponds to a chemical potential difference } \Delta \mu = -2a\rho \ell \text{ between the reference and full fluid. The remaining part reflects a choice of integration constant and is not meaningful.}\]
above for simple dense liquids with isotropic interactions, serves as the starting point for the phenomenological modeling of water in LCW theory.\(^3\)

We conclude this Appendix by making the explicit connection between the original LCW theory, Equations (5) and (6) of Ref. [68], and the formulation used in this thesis. To this end, we use an expansion analogous to that of Equation (A.12) to rewrite Equations (A.8) and (A.9). We obtain

\[
\frac{w'(n(r_1))}{2} = k_B T \int \int_\mathfrak{R} \frac{\delta \chi_R^{-1}(r,r')}{\delta n(r_1)} \delta \rho(r') - m \rho^2 \nabla^2 n(r_1) = 2 a \rho \delta \rho(r_1), \tag{A.18}
\]

\[
k_B T \int_\mathfrak{R} \chi^{-1}(r_1,r_2) \delta \rho(r_2) = -\phi(r_1). \tag{A.19}
\]

In the notation of Ref. [68], the slowly varying density field is defined as \(n_s(r) = \rho \ell n(r)\), and the free energy density \(w_{\text{LCW}}(n_s)\) is defined as a function of \(n_s\), not \(n\). Hence, \(w'_{\text{LCW}}(n_s) = w'(n)/\rho \ell\). Dividing Equation (A.18) throughout by \(\rho \ell\), we obtain

\[
\frac{w'_{\text{LCW}}(n_s(r_1))}{2} = k_B T \int \int_\mathfrak{R} \frac{\delta \chi_R^{-1}(r,r')}{\delta n_s(r_1)} \delta \rho(r') = m \nabla^2 n_s(r_1) + 2 a \delta \rho(r_1). \tag{A.20}
\]

This Equation corresponds to Equation (5) in Ref. [68] when the dependence of \(\chi_R(r,r')\) on \(n_s(r)\) is neglected.

As discussed in Chapter 4, solvent exclusion from a volume \(v\) results in the addition to the right-hand side of Equation (A.19) of a term \(-k_B Tc(r_1)\) that is zero for \(r_1\) outside \(v\), and chosen so that \(\rho \ell n(r) + \delta \rho(r) = 0\) for \(r\) inside \(v\). Rearranging this new equation yields to give

\[
\delta \rho(r_1) = -\int_\mathfrak{R} \chi(r_1,r_2) [\beta \phi(r_1) + c(r_2)], \quad \text{(excluded solvent constraint).} \tag{A.21}
\]

Equation (A.21) thus corresponds to Equation (6) in Ref. [68] if the contribution of the field \(\phi(r)\) is neglected with respect to the much larger contribution due to \(c(r)\).

Our discussion here shows that the original LCW theory [68] corresponds to a mean-field construction of fields \(n(r)\) and \(\delta \rho(r)\) that approximately minimize Equation (A.17), as hinted to in Ref. [107].

\(^3\)In the main text, a factor of \(\rho^2\) has been subsumed into the constant \(m\).