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Abstract

High Resolution Additive Patterning of Nanoparticles and Polymers
Enabled by Vapor Permeable Polymer Templates

by

Michael Thomas Demko

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Albert P. Pisano, Chair

The structure and chemistry of nanoparticles and polymers are interesting for applications in electronics and sensors. However, because they are outside of the standard material set typically used for these applications, widespread use of these materials has not yet been realized. This is due in part to the limited ability of traditional manufacturing processes to adapt to these unique materials. As a result, several alternative manufacturing methods have been developed, including nanoimprint lithography, gravure printing, inkjet printing, and screen printing, among many others. However, these current processes are not able to simultaneously produce patterns with high resolution and high dimensional fidelity, rapidly, over large areas, and in a completely additive manner.

In this work, a novel template-based manufacturing process for patterning nanoparticles and polymers is developed. This process uses vapor permeable polymers as templates for patterning nanoparticle or polymer inks, consisting of the solutes dissolved in a carrier solvent. Briefly, a template is filled with clean solvent and an evaporation-driven flow is used to fill the templates with ink. Continued evaporation is used to completely remove the solvent from the ink, leaving only solidified solute and therefore preventing reflow of material once the template is removed. This allows the patterned features to retain the same resolution and dimensional fidelity of the original template. The process is also completely additive, eliminating the need for an etching step to remove any residual layer, and can be used to pattern over large areas. Finally, the process is such that many different types of materials can be patterned within the same template in a single
processing step, enabling rapid and low cost creation of complex devices with a limited number of processing steps.

Mathematical modeling and experimental analysis are used to confirm the principles of operation and demonstrate the viability of the manufacturing process. Various nanoparticles including gold, silver, zinc oxide, and iron oxide, and polymers including cellulose acetate, chitosan, poly(methyl methacrylate), poly(vinylidene fluoride), and acrylonitrile butadiene styrene are patterned on various substrates, including silicon, polyimide, and glass. The proposed mechanism of operation is confirmed by comparing experimentally observed nanoparticle fluid flow in the templates to the developed mathematical model.

The template materials, being the critical components of the manufacturing process, are then examined. Two materials, poly(dimethylsiloxane) (PDMS) and poly(4-methyl-2-pentyne) (PMP), are used for creating templates. It is shown that, while PDMS is a simple prototyping material that is easily used to create microscale features, much higher resolutions and faster patterning is possible using PMP. This is due to the higher vapor permeability and Young’s modulus of the PMP as compared to the PDMS. Using the PMP templates, a patterning resolution of less than 350 nm is achieved.

Further manufacturing viability is demonstrated by converting the stamp-and-repeat process into a continuous, roll-to-roll process. A simple prototype roller system is created utilizing patterned, vapor permeable PDMS-aramid fiber or PMP-PDMS-aramid fiber composite belts. Using such a system, simple patterns are created having patterning fidelity similar to that obtained with the stamp-and-repeat process.

Finally, two applications of nanoparticles are demonstrated using the proposed manufacturing system. First, low-temperature metallization is performed on a polymer substrate using gold nanoparticles. The particles are patterned and sintered into conductive traces at a temperature of only 220 °C due to the small size and therefore low melting temperature of the particles. Additionally, an ultraviolet light sensor is created using zinc oxide nanoparticles by aligning patterns of the nanoparticles to previously patterned gold electrodes on a silicon dioxide substrate.
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Introduction

Recent years have seen a rapid expansion in the availability and use of portable electronics and sensors. Electronics have become smaller and lighter while incorporating more functionality, while sensors have become smaller and more functional, accurate, and environmentally robust. Continued advancements in the form and function of these devices are likely to continue well into the future. However, the current material set used in sensing and electronics is somewhat limited, with most devices relying on bulk ceramic semiconductor materials. New applications in sensing and electronics, as well as reduction in cost or expansion of functionality or efficiency of existing applications, may be possible using alternative materials such as nanoparticles and polymers. A remaining challenge in the development of devices based on such alternative materials is the creation of the patterns necessary for the desired device. While numerous patterning methods currently exist, no single process has the patterning resolution, fidelity, throughput, and versatility necessary to pattern such a wide range of very different materials in different configurations necessary for a range of diverse applications. However, an understanding of these interesting materials and the currently available patterning processes is critical to the design of a new system for patterning that does satisfy all of the desired patterning metrics.

The current chapter will provide an overview of existing patterning technology for nanoparticles and polymers. It will begin by providing motivation for patterning these materials, highlighting specifically their utility in electronics and sensing applications. A review of the most commonly used and most promising new patterning techniques will follow, along with a detailed discussion of the advantages and disadvantages of these processes. Finally,
a pathway to a new patterning process will be established based on the lessons learned from previous works, which will motivate the current work discussed in subsequent chapters.

While this chapter focuses on reviewing existing patterning technologies, other introductory material and literature review will be contained in subsequent chapters, as the specific topics required are discussed. That is, existing research on vapor permeable polymers will be discussed in Chapter 4, and existing work on the application of nanoparticles in both low temperature metallization and ultraviolet light sensing will be reviewed in Chapter 6.

1.1 Alternative Materials for Electronics and Sensing

Materials are the critical components in electronics and sensing. Bulk semiconductors like silicon, gallium arsenide, or zinc oxide are the current industry standards, and have been researched and applied extensively for these applications. However, there is considerable interest in expanding the current material set beyond these traditional materials, enabling new devices and applications as well as improvements in portability, functionality, efficiently, and cost of existing devices. Specifically, nanoparticles and polymers are promising materials that have unique properties owing to their unique chemistry and structure.

1.1.1 Nanoparticles

Nanoparticles, shown schematically in Figure 1.1(a), have been studied extensively due to their potential uses in electronics and sensing. For crystalline solids, nanoparticles with sizes less than approximately 10 nm can exhibit remarkable differences in physical, optical and electronic properties as compared to bulk materials. These changes are due to the increasing presence of the boundary of the crystal due to the small size of the particle, and can be used in electronics, optics, and sensing applications. However, in addition to size related property changes, the small size and high surface to volume ratio of nanoparticles can also be useful for creating porous materials with a large surface area, amplifying existing surface effects for applications in sensing, thermoelectrics, catalysis, and filtration and separations.
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Figure 1.1: (a) Nanoparticles are useful materials due to their small size and high surface to volume ratio. (b) The electronic density of states for nanoparticles lies between those of individual atoms and bulk crystalline materials.

The small size of crystalline nanoparticles is responsible for changes in the optical and electronic properties of these materials as compared to the corresponding bulk materials. The electronic and optical properties are related to the band structure and density of states of the nanomaterial. Since the size of these nanocrystals is between that of atoms or molecules and bulk materials, the density of states is observed to be a hybrid of the discrete density of states seen in atoms or molecules and the continuous bands seen in bulk materials, as shown in Figure 1.1(b). As a crystal decreases in size, the states around the edge of a band gap are affected first, causing a change in the magnitude of the energy gap between conduction and valence bands. Such changes in the band structure of nanoparticles have a profound effect on semiconducting materials because the Fermi level lies within the band gap, allowing changes in the density of states and the size of the band gap to strongly influence electronic properties. For metallic particles, the Fermi level exists near the center of a band and therefore such discretization has only a modest effect that is seen only at extremely small size scales. However, when these metallic particles are exposed to light, collective oscillation of free electrons in the electron gas of the conduction band results from the small size of the particle relative to the wavelength of incident light, enabling a well-defined surface plasmon absorption. These changes in electronic and optical properties of both semiconducting and metallic nanoparticles can be used in the creation of novel optics, electronics, and sensors.

In addition to changes in the electronic and optical properties, the high
surface to volume ratio of the nanoparticle can also cause changes in the physical properties of the crystalline material. The surface of a material has many unoccupied binding sites, known as coordinative unsaturation, which causes the material to have a very high surface energy. Due to the relatively large number of atoms at the surface of the nanoparticle, there is a significant contribution from the surface to the total energy of the solid particle. As a result, it can become energetically favorable for a solid crystal to transition its phase to a liquid, in order to minimize surface area, at temperatures well below that of the corresponding melting temperature of the bulk material.\(^1\) In a similar manner, the high surface to volume ratio can lead to changes in the solid-solid phase transitions of a material.\(^6\) The changes in physical properties can be useful in low temperature material processing or exploitation of material properties present in a phase not normally stable at the given thermodynamic conditions.\(^6,7\)

Finally, the high surface to volume ratio of nanoparticles can be used to amplify surface effects that are already present in the equivalent bulk materials. Creation of a highly porous material with a very large surface area can be accomplished using agglomerations of nanoparticles, which can be useful for catalysis,\(^8\) filtration and separations,\(^9\) or creation of optical or chemical sensors that rely on surface chemistry for proper operation.\(^10,11\)

### 1.1.2 Polymers

Polymers, shown schematically in Figure 1.2(a), are large molecules that consist of repeating structural units. The chemical composition of these repeating units determine the electronic, physical, and chemical properties of the polymer, which can be useful in electronic, structural and sensing applications. Due to the long length of the polymer chains and the corresponding difficulty in packing these materials into crystalline structures, polymers have a largely amorphous form. Additionally, the existence of a glass transition temperature at which the material softens and the ability to dissolve these materials in certain solvents allows for simple and low-cost processing.

A specific class of polymers that are particularly useful for electronics and sensing applications are known as conjugated polymers. These materials, such as the poly(aniline) shown in Figure 1.2(b), have alternating single and double bonds in the backbone of the polymer chain.\(^12\) The alternating bonds allows for a continuous chain of carbon atoms with \(sp^2\) hybridization. Here, the \(p_x\) and \(p_y\) orbitals hybridize with the \(s\) orbital, and the remaining
Polymers are useful materials due to the many different chemical compositions attainable. Certain conjugated polymers, which contain alternating single and double bonds in the backbone, can be made conductive by doping. Here, the emeraldine base form of poly(aniline) is doped using an acid to introduce delocalized holes, creating the conductive emeraldine salt form of the polymer.

*p_z* orbitals overlap, forming a continuous, connected conduction pathway. The remaining electron from each atom not involved in the formation of the covalent bonds is then delocalized, existing in the continuous overlapping *p_z* orbital as a free conduction electron. However, the overlap in the *p_z* orbitals leads to the formation of two molecular orbitals at distinct energy levels, of which one is completely empty and the other completely full. The resulting polymer remains non-conductive until electrons are either added to the lowest unoccupied molecular orbital or removed from the highest occupied molecular orbital. This process, known as doping, is performed by chemically oxidizing or reducing the polymer, which adds or subtracts mobile electrons. By doping the polymer, the conductivity can be controllably adjusted over several orders of magnitude, similar to traditional semiconductor materials like silicon or gallium arsenide. This class of polymers is therefore useful in the creation of various electronic devices, including electronic interconnects, transistors, light emitting diodes, sensors, and actuators.

While conjugated polymers are of particular importance to electronics applications, other polymers can also be useful in the creation of electronic components, sensors or structural layers. Interaction of chemicals with side groups on the polymer chain together with the weak van der Waals bonding between separate polymer chains allows the polymer to swell in response to chemicals, with different chemicals interacting with various polymers in
different ways. This interaction can cause changes in the structural or dielectric properties of the polymer, which can be used for sensing applications.\textsuperscript{20,21} The low processing cost of polymers also make them useful as structural or encapsulation materials,\textsuperscript{22} dielectrics,\textsuperscript{23} or as surface treatments for modification of wetability properties.\textsuperscript{24}

\section*{1.2 Patterning Metrics for Nanoparticles and Polymers}

Realization of useful applications of nanoparticles and polymers in electronics and sensing is dependent on an ability to pattern these materials in a manner that enables proper placement of the required materials in the proper configuration on an appropriate substrate. While the desired application must be known in order to properly evaluate any given patterning process, these processes can still be discussed in an abstract sense. To do this, a set of patterning metrics is necessary by which the various processes may be compared. These metrics are motivated by some of the most commonly seen patterning requirements from targeted applications in electronics and sensing. They are:

1. The patterning process should be versatile. The large variation in the chemical structures and physical properties of the materials and substrates involved in the creation of practical electronics and sensing applications necessitates that a given process be able to pattern a variety of materials with sometimes very dissimilar properties without the need for significant development effort. Therefore, the requirements on the materials or inks involved in the patterning must be minimal. Additionally, any material-specific processing steps should be eliminated. It is noted that each material requires a different etching process, and thus elimination of any material removal steps greatly extends the versatility of the designed process. A completely additive process not only eliminates the need for any such etching step, but also reduces material waste, which for some more exotic materials can lead to substantial cost savings.

2. The patterning process should result in high quality pattern transfer. The structure of patterned features is of critical importance to many applications, and therefore suitable pattern transfer is required. The most commonly used metric for pattern transfer is the
attainable resolution of the process, measured as minimum attainable width of a patterned line. Such resolution is important for applications in electronics and sensing as, for example, the dimensions of patterned features on a transistor are related to operating speed and power consumption\textsuperscript{25} and on some sensor components are related to the surface to volume ratio and thus the sensitivity to a target analyte.\textsuperscript{26} However, in addition to the minimum line width, other factors are also important in measuring the quality of pattern transfer. For example, the ability to accurately place features relative to one another, to achieve the designed dimensions, and to minimize variation in the width of lines, termed here as patterning fidelity, is critical to reliable and repeatable production of devices. The ability to accurately control the three-dimensional structure of patterned features, including the straightness of sidewalls and the ability to achieve designed feature heights with a minimum of variation, is also important for ensuring uniform electronic, sensing, and structural properties along the length of patterned features.

3. The patterning process should be able to align subsequent layers of features. For creation of practical devices, patterning more than one material or more than one layer is often necessary. Therefore, the ability to easily and accurately align one layer with respect to a previous layer is critical for rapid and efficient device creation.

4. The patterning process should have sufficiently high throughput. For application in an industrial manufacturing setting, a process which is able to pattern at high throughput and over large areas is desired. This is aided by rapid completion of a minimum number of simple processing steps.

1.3 Patterning Methods for Nanoparticles and Polymers: An Overview

Numerous processes exist for patterning nanoparticles and polymers. As shown in Figure 1.3, these processes can be broadly classified according to the different methods used to create the patterns. Most generally, these patterning processes can be broadly classified into two groups: traditional and alternative. The traditional processes are defined as those that use
photolithography as the primary means of creating the pattern, whether directly or indirectly. This includes direct photolithography, lift-off, and thin film deposition and etching processes. The alternative patterning processes are those that do not use photolithography at any point in the patterning, other than perhaps for creation of the necessary reusable templates. These alternative techniques can themselves be broadly classified into two groups: inkjet based and template based. Inkjet based methods, which include inkjet printing, electrohydrodynamic jet printing, and electrospinning, pattern ink directly on the substrate without the use of any predefined template. In contrast, the template-based methods use a physical template to confine ink to certain pre-defined regions on the substrate and exclude ink from other regions. These processes include gravure printing, screen printing, nanoimprint lithography, micromolding in capillaries, solvent assisted micromolding, and solvent absorption micromolding. The template-based methods can be further divided into two subgroups depending on the material used for the template: rigid and soft templates. The rigid template methods use ceramics, metals, and rigid polymers for patterning the ink, while the soft template methods all use poly(dimethylsiloxane) (PDMS). The difference in rigidity is often associated with differences in absolute positional accuracy, template lifetimes, and management of existing surface topology and defects. However, an additional and often overlooked distinction between the two classes of template materials is the vapor permeability, with the PDMS templates having a much higher vapor permeability than the rigid templates. This remarkable difference in vapor permeability that exists between the two classes of templates is related to the ability to change the rheology of ink while inside the template by solvent depletion, enabling higher patterning fidelity without requiring a change in the chemical composition of the ink.

1.4 A Review of Traditional Patterning Methods

Traditional patterning methods are defined as those that rely on photolithography as the primary means of patterning materials. These processes are commonly used in the microfabrication industry, and as such have benefited from many years of continuous research and development. It is therefore attractive to attempt to use such processes, or variations thereof, for patterning nanoparticles and polymers. For example, the material of
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Figure 1.3: A classification of common processes for patterning nanoparticles and polymers.

interest can either be patterned by direct photolithography, by formation of a resist template by photolithography followed by material deposition and lift-off, or by deposition of a thin film of material followed by resist deposition, photolithography, and etching of the material. However, as will be discussed in the following sections, such traditional patterning processes are compatible with only a limited set of materials, and are thus lacking in the versatility required for manufacturing practical devices from nanoparticle and polymer materials.

1.4.1 Direct Photolithography

Photolithography, shown schematically in Figure 1.4, is the primary method by which patterns are formed in all traditional microfabrication processes. Direct photolithography refers to the process wherein the material to be patterned contains a photosensitive component, allowing chemical differentiation between exposed and unexposed regions.

When photolithography is used in traditional microfabrication, a polymer with a photosensitive chemical is spread on a substrate using spin-coating. When exposed to light or electrons of sufficient energy, the solubility of the polymer changes, allowing differentiation of those areas exposed to light from those left unexposed. The exposure to light causes either a photoacid generator to make the exposed regions more soluble as
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Figure 1.4: In the direct photolithography process, the material of interest contains a photoactive material which, when exposed to ultraviolet light, changes the solubility of the material in a chemical developer. As shown, the photoresist contains a UV activated crosslinker, which makes the material insoluble with respect to the uncrosslinked material.

compared to unexposed regions (positive photoresist), or causes a photoactivated crosslinker to make the exposed region insoluble as compared to unexposed regions (negative photoresist). Following exposure, the photoresist is selectively removed from the substrate using a chemical developer. In the case of light as the patterning initiator, the image is formed in the polymer by selectively allowing or blocking the light reaching the photosensitive polymer, using a mask containing the image of the features to be created. This mask is either placed in direct contact or close proximity to the polymer, or in front of projecting optics to reduce the size of features. In the case of electrons, the patterns may be written directly on the substrate without the use of any predefined mask.27

Photolithography has been used extensively to create patterns of various polymers on a range of substrates in microfabrication process flows. Resolution of smaller than 50 nm is possible using either high frequency ultraviolet light or electron beams to expose the photoresist. Features of larger size are also possible using much simpler contact, proximity, and projection lithography.27 The created features are of high quality, with straight edges and controllable heights and with precise control over position of features. However, not all polymers are compatible with this process, as a photoinitiated chemical change is required. When such a chemical can be found, use of chemical crosslinkers or photoacids can change the properties of the patterned polymer in a manner that may be undesirable to the operation of the final device.

In addition to polymers, nanoparticles can also be patterned using direct photolithography. However, the necessity of having a photochemical
Figure 1.5: In a lift-off process, a photoresist template is created on the substrate, after which the material of interest is deposited such that a separation exists between material on the substrate and on the photoresist template. The photoresist template is then removed using a chemical etch, leaving only patterns of the material of interest.

response to differentiate the exposed and unexposed regions complicates the process. For nanoparticles, this can be done by incorporating a polymer binder with photoactivated crosslinker or by coating the nanoparticles with a ligand which can be removed by exposure to incident radiation. The results of the patterning are similar to that attainable by photolithography with polymers discussed above, offering high resolution with excellent pattern definition. However, the polymer additives can be difficult to remove and can adversely affect the performance of the patterned material, again limiting the versatility of the process.

1.4.2 Lift-off Processes

Lift-off processes are commonly used in the microfabrication industry for patterning materials that are difficult to etch. In this process, shown schematically in Figure 1.5, a photoresist is spin-coated on the wafer, exposed, and developed to form the negative of the desired patterns. The material to be patterned is then deposited uniformly over the substrate and photoresist in a directional manner, such that the material deposited on top of the photoresist is physically separated from the material deposited on the substrate. The photoresist is then stripped using chemical dissolution, carrying away the excess deposited material and leaving only the desired patterns of material on the substrate.

Nanoparticles can be patterned using this process by depositing them uniformly on the substrate using spin-coating, evaporation of a sessile droplet of nanoparticle ink, or other similar processes. Using the correct
concentration of nanoparticles in an appropriate solvent, particles can be
deposited into the voids in the photoresist template without connection to
the residual layer of particles on top of the photoresist. After deposition,
the photoresist is stripped using a chemical etch, which must completely
remove the photoresist without harming the patterned nanoparticle features
or allowing redeposition of particles on the substrate. This requirement is
not easily fulfilled, and limits the applicability of this process to only a small
set of materials.

Polymers can also be patterned using a lift-off process. However, the
method of depositing the polymer to ensure a separation between the ma-
terial on the substrate and the residual material lifted off upon removal of
the photoresist template complicates the process. This can be done using,
for example, bottom-up assembly of polymers in the templates prior to lift-
off or spin-coating on a template with etched holes that are much deeper
than the height of the features being produced.

1.4.3 Thin Film Deposition and Etching

Thin film deposition and etching is one of the most commonly used meth-
ods of patterning materials in the microfabrication industry. In this process,
shown schematically in Figure 1.6, a thin film of material is deposited uni-
formly over the entire substrate using one of a number of different processes.
Photoresist is then spin-coated on top of the deposited material, exposed,
and developed to form the positive image of the desired pattern, leaving the
material to be removed exposed on the substrate. A material-specific etch
is then used to remove the exposed part of the previously deposited thin
film. Following etching, the photoresist is stripped, leaving the patterned
material on the substrate.

Nanoparticles and polymers can be patterned using thin film deposition
and etching. The material is typically deposited using spin-coating of
the material dissolved or dispersed in solvent, and etched using either wet
chemistry or dry etching processes. While this standard process allows for
formation of high-quality patterns with high throughput, the process is re-
stricted by its limited versatility. Each material requires its own etching
recipe, which must remove the material of interest without removing the
photoresist mask. Ideally, the etch should be sufficiently anisotropic to pre-
vent etching of material from under the photoresist. Once the etching is
complete, the photoresist must be stripped without harming the material
of interest. These chemical processes must all occur without modifying any
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**Figure 1.6:** In a thin-film etching process, the material of interest is deposited uniformly across the entire substrate. A photoresist etch mask is then created, after which the material of interest is etched. The photoresist is then stripped, leaving the desired patterns of the material of interest.

of the chemical properties of the patterned material to prevent appearance of any adverse effects in the ultimate application of the patterned material. These restrictions limit the use of this process to only a small set of materials.

1.5 A Review of Non-Traditional Patterning Methods

Non-traditional patterning methods are defined as those that do not use photolithography as the primary means of creating the patterns, other than perhaps in the creation of reusable templates, and as such are not commonly used in the microfabrication industry. The development of these alternative processes is motivated by the lack of versatility with respect to the specific material when patterning nanoparticles and polymers using traditional patterning methods. These alternative processes can be broadly classified into two groups: those that pattern without the use of a physical template, and those that use a physical template. The template-less processes create patterns by spraying ink on the substrate in selective locations, and include inkjet printing, electrospinning, and electrohydrodynamic jet printing. These methods feature patterning with no residual layer and therefore no chemical etching, which allows for increased versatility with respect to the materials being patterned. However, the spraying process is inherently complex, has low patterning quality in terms of either patterning resolution or fidelity, and has low throughput. In contrast, the template-based methods, which include gravure printing, screen printing, nanoimprint lithogra-
micromolding in capillaries, solvent assisted micromolding, and solvent absorption micromolding, use a physical template to confine ink into patterns on a template. This template provides a physical boundary which controls the interaction between the ink and the substrate, simplifying the fluid handling. However, the presence of a physical template provides a challenge for changing the ink from a liquid to a solid since, unlike the template-less methods, solvent in the ink cannot simply evaporate directly into the environment. Such changes in ink rheology can be obtained by, for example, thermally induced phase change, UV or thermally activated crosslinkers, or solvent absorption or evaporation through vapor permeable templates. Any incomplete solidification of the ink can result in low patterning quality due to reflow of the ink on the substrate once the template is removed.

1.5.1 Inkjet Patterning

Inkjet patterning, illustrated schematically in Figure 1.7(a), is the most well-established and popular of the non-traditional methods for patterning polymers and nanoparticles. In this process, ink droplets are ejected from a nozzle and directed at a substrate to form a large number of discrete dots which, in aggregate, create a pattern. The first known inkjet patterning process was developed as early as 1858 by William Thomson (Lord Kelvin), using electrostatic deflection of a stream of droplets as a means of recording telegraph messages automatically.40 In the 1950s, inkjet technology developed more rapidly, culminating in the large number of commercial inkjet printers that are available today.40 The process is attractive for patterning nanoparticles and polymers because, as a completely additive process, there is no need for any material-specific etching, allowing the process to be used with a wide variety of materials.

Inkjet print nozzles can be classified into continuous and drop-on-demand systems. In a continuous system, a stream of fluid is ejected from a nozzle, which then breaks up into droplets by means of a Rayleigh-Plateau instability. Electrostatic charge is selectively applied to the droplets, which are either directed at the substrate to form a pattern, or into a gutter for collection and re-use.41 In a drop-on-demand system, droplets of fluid are ejected from a nozzle individually, using a pressure pulse to overcome surface tension at the fluid-air interface and cause a droplet of fluid to be ejected. In modern printers, the most common means of creating the pressure pulse is by either thermal or piezoelectric actuation.42 Thermal actuation is per-
Figure 1.7: (a) Inkjet printing uses the controlled ejection of droplets from a nozzle to pattern material suspended in a fluid. (b) A thermal inkjet printer uses a small heater to create a vapor bubble in the ink, displacing fluid and ejecting ink from the nozzle toward the substrate.

formed by creating a small vapor bubble in the ink, which displaces liquid and creates the necessary pressure pulse, as shown in Figure 1.7(b). The formation of the vapor bubble forces the ink out from the nozzle, and the collapse of the vapor bubble pinches off the droplet and creates a negative pressure in the nozzle which drives the flow of additional ink into the reservoir. The entire droplet ejection process and the refilling of the nozzle can be completed in a time scale on the order of approximately 100 µs, with the limitation being due to the refill of the nozzle with ink rather than the droplet ejection speed.\textsuperscript{41} Piezoelectric actuation is performed using the deformation of a piezoelectric crystal to create the required pressure pulse.\textsuperscript{42} The fluidics of the ink ejection are the same as in the thermally actuated nozzle, except that the deformation of a piezoelectric crystal rather than a vapor bubble drives the fluid ejection and refill of the nozzle with ink. The time scale for piezoelectric actuation is similar to that of the thermal actuation due to the refill of the nozzle with ink being the rate limiting step.\textsuperscript{41}

Patterning of both polymers and nanoparticles have been demonstrated extensively using inkjet printing, and many practical devices have been created from these materials. For example, polymers have been patterned by inkjet printing for applications in organic light-emitting diodes (OLEDs),\textsuperscript{43,44} organic transistors,\textsuperscript{45} organic photovoltaics,\textsuperscript{46} biosensors\textsuperscript{47} and chemical sensors,\textsuperscript{21,48} while nanoparticles have been patterned for use in low-temperature metalization,\textsuperscript{49} transistors,\textsuperscript{50} photosensors,\textsuperscript{51} chemical
sensors,\textsuperscript{52} and biosensors.\textsuperscript{53} However, despite the widespread use of inkjet printing for patterning these materials for such a wide variety of applications, there are numerous disadvantages of this process. First, there is a very high dependence on the fluidic properties of the ink, which must be precisely controlled for proper operation. For example, the viscosity and surface tension of the ink are important for proper droplet ejection and for creation of the necessary pressure forces and fluid motion to refill the nozzle with ink in a sufficiently short time scale. The volatility of the solvent together with the viscosity of the ink determine how the ink refloows on the substrate as it dries, which is important for satisfactory patterning resolution and fidelity. The volatility of the solvent and the surface tension and stability of the ink suspension determine the long-term stability of the system as the solute must not agglomerate in the nozzle and thus interfere with droplet formation or fluid refill. Much effort is therefore expended on engineering the properties of the ink, which includes use of various solvents, stabilizers, surfactants, binders, and crosslinkers in the ink.\textsuperscript{42} As a result, the process becomes highly dependent on the material being patterned, reducing versatility of the process. Additionally, the use of a nozzle to eject individual droplets severely limits the throughput of the process, although throughput can be increased by utilizing an array of inkjet nozzles in parallel.\textsuperscript{54} The resulting patterned features are typically thin films, with additional height obtained by patterning multiple times over the same area allowing higher aspect ratios of as much as 1:10.\textsuperscript{55} The height of patterned features is ultimately limited by the stability of the fluid on the substrate, allowing only limited control over three dimensional geometry.\textsuperscript{42} Even with properly engineered ink, patterned features often have wavy edges and slanted sidewalls due to incomplete coalescence of ink, instability of the fluid film, or surface tension interactions between the liquid ink on the substrate.\textsuperscript{42} Finally, the resolution of the patterned features is limited by the ability to create sufficiently small droplets and by variations in the flight path of droplets between the nozzle and the substrate, with modern printers only able to create line widths of approximately 20 \textmu m.\textsuperscript{56}

1.5.2 Electrohydrodynamic (EHD) Printing and Electrospinning

Liquid flows driven by electric fields have been studied extensively over the course of many years.\textsuperscript{57} A practical application of this, known as electrospinning, was created in 1902\textsuperscript{58,59} and has been used extensively to create
polymer wires with nanoscale dimensions for applications in catalysis, filtration, tissue scaffolding, electronics and sensing.\textsuperscript{60} However, only recently has the principle of an electrically driven flow been considered for use as a replacement for the technology used in drop-on-demand inkjet printing.\textsuperscript{61} Through the use of the electrohydrodynamic fluid flow, a controllable stream of either continuous fluid or of droplets with very small diameter may be created, allowing patterning of material in a manner similar to inkjet printing but with substantially higher resolution.\textsuperscript{61}

A schematic of this process is shown in Figure 1.8(a). When a sufficiently high voltage is applied across a fluid interface, the bulk of the fluid will begin to carry a charge or, in certain ink formulations, the applied potential can cause mobile ions in the fluid to accumulate at the surface.\textsuperscript{61,62} This charge causes a repulsive force in the fluid as a result of Coulombic interactions which, at a fluid-air interface, is counteracted by surface tension. As a result, this balance of forces is observed to distort a normally spherical meniscus into a Taylor cone, as illustrated in Figure 1.8(b).\textsuperscript{62} At sufficiently high voltages, the repulsive force in the fluid can overcome the surface tension forces and cause a fluid-air interface to become unstable. The ejection of fluid from the Taylor cone results in either a continuous jet or a stream of discreet droplets with a characteristic dimension that is much smaller than the diameter of the nozzle from which the fluid is ejected.

Both electrospinning and electrohydrodynamic jet printing use the same
principle of operation, with only subtle differences. Electrospinning uses a continuous jet of liquid formed by the charge in the body of the fluid caused by the application of a voltage. Electrohydrodynamic jet printing uses either a continuous jet or a stream of discreet droplets formed by the influence of the applied voltage on mobile ions in the fluid.

Both nanoparticles and polymers have been successfully patterned using these processes. Similar to inkjet printing, the deposition process is completely additive, eliminating the need for material removal by etching following the deposition. However, unlike inkjet patterning, the use of electrohydrodynamic flows allows for creation of fluid jets of much smaller diameter and droplets of much smaller volume than is attainable using an inkjet nozzle. The smaller volume of fluid allows for patterning at higher resolution, with current patterning able to create features with a minimum line width of less than 300 nm. However, accurate positioning the features accurately on the substrate is challenging. Statistical variations in the flight path of droplets as well as charge accumulation and Coulombic repulsion of fluid streams can lead to inaccuracies in the position of features, causing wavy lines or incorrect pitch. The result is a variation in the placement on lines which, for the highest resolution lines, can vary by more than 100% of the width of the line. Additionally, the size and morphology of patterned features is highly dependent on the rheological and electrostatic properties of the ink, and any modification or variation in those properties would require a corresponding variation in patterning parameters. Precise control over the shape of the cross section of the patterned features is not possible, as features will either maintain the shape of the jet or the droplet agglomerations on the surface, or be heavily influenced by the reflow of ink on the substrate. Finally, the throughput of the process is low as a result of writing individual features sequentially, discouraging application of this method in a manufacturing setting.

1.5.3 Gravure Printing

Gravure printing is a continuous and high throughput process that is capable of creating patterns over large areas. As such, gravure printing has seen considerable commercial success in rapid reproduction of graphic designs in the production of newspapers, magazines, currency, packaging, wallpaper, as well as many other applications where high volume reproduction of a graphic design is needed. Recently, this well-established process has been explored for patterning nanoparticles and polymers for a variety of
In the gravure process, an etched gravure cylinder is rolled through an ink reservoir, filling the recessed features. Residual ink is removed using a doctor blade, and the gravure cylinder is pressed against the substrate with assistance from the impression cylinder. Once the ink is transferred to the substrate, the substrate is removed from the gravure cylinder.

A schematic of the process is shown in Figure 1.9. A cylinder with etched patterns is rolled through a reservoir of ink. The patterns on the etched cylinder can be either a series of discrete wells or continuous "intaglio" trenches. Following filling, a doctor blade is used to remove excess ink from the cylinder, ensuring that only the etched wells are filled with ink and the rest of the cylinder is free from any residual fluid. The ink is then either transferred to the substrate or to an intermediate offset roller and then onto the substrate by direct contact. Following transfer of ink, the fluid refows on the substrate, allowing discrete features with sufficiently close spacing to flow together and form continuous lines, and then solidifies by evaporation of the ink’s solvent into the environment.

Nanoparticles and polymers have been successfully patterned using this process for a few basic applications, including electrical interconnects, antennas, and organic thin film transistors. High quality patterning with these materials is dependent on the precision of the gravure roller, the fluidic properties of the ink, and the interaction between the ink and the substrate.
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The ink must fill completely into the features during coating so as to ensure that the proper volume of fluid is transferred to the substrate, which determines the ultimate size and morphology of the patterned features. Removal of the excess ink by the doctor blade ensures a lack of residual layer of material on the surface and eliminates the need for material-specific etching processes, but must occur without inadvertently removing the ink from the wells of the gravure cylinder. Finally, the reflow of ink on the substrate determines the ultimate shape of the patterned features. The extent of the reflow is determined by the evaporation rate of the solvent, the fluidic properties of the ink suspension, and the interactions between the fluid and the substrate as well as between adjacent fluid droplets. While this reflow can be used to join discrete points on a surface to form continuous lines, the reflow ultimately limits resolution, with the minimum line width of features being approximately 20 µm. Improper reflow can also create incomplete joining of adjacent droplets of ink or cause instabilities to form in lines, causing wavy edges or variations in line width along the length of the line. Finally, three-dimensional patterns are not possible due to this reflow of ink on the substrate, allowing only patterns with very low aspect ratios of at most 1:4.

1.5.4 Screen Printing

Screen printing, illustrated in Figure 1.10, is a simple method for patterning various materials on substrates that has been used for many years for rapid and low-cost reproduction of graphic designs. A woven mesh is used to support a stencil which selectively blocks ink. The mesh is positioned above the substrate, ink is applied, and mechanical force from a squeegee is used to press the mesh into the substrate. This brief contact between the mesh and the substrate transfers ink in the regions not blocked by the stencil. The ink is then dried by evaporation, leaving the patterned material of interest on the substrate.

Both nanoparticles and polymers have been patterning using screen printing, and a variety of practical devices have been created. With polymers, conjugated polymer electrodes, organic field effect transistors, and organic light emitting diodes, and solar cells, and with nanoparticles, gas sensors, electrodes, solar cells, and field effect transistors have all been successfully created. The process is simple, creates patterns over large area, and has high throughput. However, the patterning resolution is limited to a minimum line width of approximately 100 µm due to the reflow.
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Figure 1.10: In the screen printing process, an ink is spread over a stencil which is supported on a woven mesh, which is then forced into brief contact with the substrate using a squeegee. Ink is transferred from the mesh to the substrate only in areas not blocked by the stencil.

The patterns have very low aspect ratio, typically less than 1:4, and lack a physical boundary for the ink which prevents formation of three-dimensional patterns.

1.5.5 Nanoimprint Lithography (NIL)

Nanoimprint lithography, shown schematically in Figure 1.11, was originally developed as a low cost alternative to the expensive photolithographic processes for creation of features with sub-50 nm dimensions. Since its introduction in 1995, research in nanoimprint lithography has produced several robust and sophisticated tools which can create patterns with extremely high resolution over large areas with high throughput. In this process, a layer of material to be patterned is deposited on the substrate by spin-coating. This material is either a liquid polymer containing a UV or thermal activated crosslinker, or a thermoplastic polymer which is raised above its glass transition temperature prior to patterning. A patterned template is then pressed into the material, causing it to flow into the template features. This template is typically made from either silicon or PDMS, and the resulting patterning processes are termed hard and soft nanoimprint lithography, respectively. The material is then hardened using either a UV light activated crosslinker (UV-NIL), or by lowering the temperature to solidify the liquefied thermoplastic polymer (thermal NIL). The template is then removed, leaving the patterned features with a thin layer of residual
Figure 1.11: In the nanoimprint lithography process, a substrate is coated with a material of interest and patterned by pressing with a template. Once the ink is solidified, the template is removed, leaving the material of interest as well as a residual layer. The residual layer is typically then etched away, leaving only the patterned features.

polymer between them. This residual layer is typically etched away using plasma or chemical etching before subsequent processing steps.\textsuperscript{83}

Since it was developed as a replacement for photolithography, nanoimprint lithography was originally created for use with polymers. As such, many different types of polymers have been patterned using this method, including both thermoplastic and thermoset polymers. Applications include creation of masking layers for subsequent pattern transfer\textsuperscript{83}, organic field effect transistors,\textsuperscript{84} optical components,\textsuperscript{85} scaffolding for biomolecules,\textsuperscript{86} and even patterning of compact disks and digital video disks.\textsuperscript{87} The resulting patterns have high resolution with line widths below 50 nm and are patterned at high throughput. The patterns have high quality, including straight edges and precise placement relative to adjacent features,\textsuperscript{82} and can have high aspect ratios of as much as 10:1.\textsuperscript{88} However, the presence of a residual layer can prove problematic, as this layer must be removed in an etch process that varies based on the specific material. Additionally, for uniform features, the patterning must be done in a manner that produces a uniform residual layer, ensuring that features have uniform and predictable height over the entire patterned area when the etching process is complete.\textsuperscript{89} Finally, precise placement of features can be difficult due to deformation of the mold, especially considering the high pressures required...
to drive a highly viscous polymer in a squeeze-film type flow.\textsuperscript{90}

While use of nanoimprint lithography is intuitive for use with polymers, patterning nanoparticles is more challenging on account of the difficulty of changing the rheology of the nanoparticle ink while the template is in place on the substrate. However, despite this limitation, nanoparticles have been patterned with this process for applications in metallization for transistors and electrodes on flexible electronics.\textsuperscript{7,91} When nanoparticle inks are patterned using this process, the template is invariably made from PDMS. Although the reason for use of this material is not stated explicitly in the literature, PDMS is a highly vapor permeable polymer which allows the nanoparticle ink to solidify by solvent evaporation and diffusion through the nanoimprint template itself. The process is, therefore, essentially the same as for solvent absorption micromolding, which will be discussed in a subsequent section. The patterns created using this process with nanoparticles have very high resolution, with line widths smaller than 100 nm. The patterns are of high quality with smooth and straight sidewalls. However, there is a residual layer which must be removed in an etching process which, given the high variability of materials being patterned, requires very different etching chemistries for each material patterned. This residual layer is often non-uniform, due to the low Young’s modulus of the PDMS template together with the high pressures used to exclude liquid from under the template in a squeeze-film flow, complicating the etching process. Similarly, the placement of features is not accurate over large areas due to the low Young’s modulus and high Poisson ratio of the PDMS template material together with the high pressures applied to the template. The cross sectional profile of features is often different from the shape of the template due to distortion of the template by the pressure applied to the template as well as the swelling of the template when exposed to solvent.\textsuperscript{92} Finally, the features can show some non-uniform height over the length of features due to reflow of ink inside the template, driven by surface-tension interactions, as the solvent evaporates and the volume of liquid becomes less.\textsuperscript{7,91}

1.5.6 Micromolding in Capillaries (MIMIC)

Micromolding in Capillaries (MIMIC), illustrated schematically in Figure 1.12, was invented as a low-cost alternative to standard photolithographic processes for creating patterns of polymer resists.\textsuperscript{93} Here, a patterned template is created consisting of capillaries that extend to the edge of the template, which is then placed in contact with the substrate onto which features
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Figure 1.12: In the micromolding in capillaries process, a patterned template is placed in contact with a substrate. The template is filled with an ink containing the material of interest by capillary action. After the material is solidified in the template, the template is removed, leaving the intended patterns on the substrate.

are to be patterned. This template is typically made from PDMS, as this material is able to conform well to the substrate material and form capillaries that prevent any wicking of the ink between the mold and the substrate, ensuring that no unwanted residual layer is formed. Additionally, the high vapor permeability of the polymer allows gas to escape from the capillaries while the liquid ink fills, enabling the ink to fill longer distances. The ink is applied to the edge of the template and wicks into the features by capillary forces. At this point, as is the case in nanoimprint lithography, the rheology of the ink must change such that the ink does not reflow on the substrate after the template is removed. Originally, this was done using a polymer ink consisting of a UV activated crosslinker, patterned inside of a transparent template, although this has also been done using a sol-gel chemical reaction and by evaporation of solvent through the template. Once solidified, the template is removed, leaving the patterns on the substrate.

The MIMIC process was originally developed for patterning polymers that are traditionally used in photolithography, although use of this process with other polymers and nanoparticles has also been demonstrated. The process is capable of producing lines of as small as 300 nm in width with patterned lines having straight sides, vertical sidewalls, and uniform feature heights. Moderate aspect ratios, close to 1:1, are attainable with this process due to the presence of a template during patterning and the rheology
change that occurs while the ink resides in the template. However, there are a few drawbacks to this process. Since this process depends on capillary action for filling features in the template, the process can be extremely slow, with the smallest features taking a very long time to pattern, and features can only fill over a limited area, limiting the throughput of this process. Finally, the low Young’s modulus of the PDMS template material combined with the pressures involved in keeping the template in conformal contact with the substrate as well as pressures from the capillary driven fluid flow cause deformation of the template, distorting the feature dimensions and making uniform, predictable dimensions difficult to achieve over large areas.

1.5.7 Solvent Assisted and Solvent Absorption Micromolding

Solvent assisted micromolding (SAMIM) is another process that was developed as an alternative to traditional photolithography, originally for use with polymer resists. In this process, shown in Figure 1.13, a polymer film is spin-coated on a substrate to form a thin, uniform film. A soft PDMS stamp is created in the negative image of the desired pattern and is coated in a thin film of solvent that can dissolve the dried polymer on the substrate. The stamp is then pressed into the polymer film. The solvent dissolves the polymer film locally, allowing the polymer to deform and flow into the features on the PDMS stamp. Capillary wetting of the PDMS stamp with solvent drives the flow, allowing patterning with minimal external applied pressure. Eventually, the solvent absorbs into the PDMS and the polymer film dries and solidifies. The PDMS stamp is then removed, leaving the patterned polymer and a thin residual layer. This residual layer may then be removed by etching.

Solvent absorption micromolding was developed slightly later using a similar operating principle. A schematic of the process is shown in Figure 1.13. Instead of using a dried polymer film on the substrate and dissolving the film in solvent, a polymer ink is applied to the substrate and patterned by pressing with a PDMS stamp. Once the features are filled with the polymer ink, the pressure is removed but the stamp remains on the substrate. The solvent is then allowed to absorb into the PDMS stamp, with the complete filling of the features assured by the capillary wetting of the solvent on the template. When the solvent is completely absorbed and the polymer dried, the stamp is removed, leaving the patterned polymer and a thin
residual layer. The residual layer may again be removed by etching.\textsuperscript{98–100}

Since these processes were developed as an alternative to traditional photolithography, several different polymers have been patterned using these methods.\textsuperscript{99,100} Nanoparticles have also been patterned using this process, although this work was characterized by the researchers as nanoimprint lithography.\textsuperscript{7,91} Although, given that the importance of the solvent absorption into the PDMS templates to proper pattern transfer cannot be understated, perhaps such nanoparticle patterning is better denoted as solvent absorption micromolding.

While useful as a laboratory-scale processes, these methods have limited applicability to industrial manufacturing. In fact, they are remarkably similar to nanoimprint lithography, using solvent absorption into the template instead of temperature or UV-activated crosslinkers to change the rheology of the ink before and after patterning. This difference can be advantageous, as it increases the versatility of the process, enabling the use of a larger material set without the need for polymer binders or chemical additives. However, the use of solvent absorption to change the ink rheology can be
disadvantageous due to the increased difficulty of controlling the patterning fidelity over large areas. The PDMS templates distort under pressure and swell when exposed to solvents, causing feature dimensions to change and cross sectional profiles to become distorted. Additionally, several other disadvantages of the process also exist, which are similar to those seen in soft nanoimprint lithography, as discussed previously.

1.6 A Discussion of Patterning Processes for Nanoparticles and Polymers

It is important to evaluate the various patterning processes and, more broadly, the various classes of patterning processes, with respect to the established patterning metrics. Such a comparison, given in Figure 1.14, is useful to consider when determining a path forward toward a new patterning process. Understanding of the benefits and shortcomings of the various classes of patterning methods will enable desired features of each process to be combined and common drawbacks to be avoided.

Traditional patterning processes, including direct photolithography, lift-off processes, and thin film deposition and etching, have all been demonstrated to be able to produce features with excellent quality, alignment capability, and high throughput. However, these methods all suffer from a lack of versatility. A great deal of engineering effort must be expended to create the correct chemistries for each material used, including use of appropriate photoacids or crosslinkers and chemical etches and washes. Additionally, some materials are not chemically compatible with these processes at all, as the chemical modification of the material during patterning can destroy the desired properties of the material and therefore its utility as part of a device.

Alternative patterning methods, in general, decrease the dependence on the material properties and can eliminate the need for chemical changes that are typically used in the traditional patterning methods. The inkjet-based methods pattern material directly, altogether eliminating the need for any etching process. However, the method of patterning the materials does depend, to some degree, on the fluidic properties of the ink, again limiting versatility. Additionally, the lack of a well-defined boundary for the liquid ink on the substrate makes patterning of three-dimensional structures impossible, and writing individual features in a serial process has an inherently low throughput.
The template-based methods are generally divided into two groups depending on whether they use soft, vapor permeable PDMS or hard, vapor impermeable ceramic, metal, or polymer templates. The hard templates suffer from problems related to pattern transfer, including the ability to pattern at high resolution and with control over three dimensions, due to the inability of the ink to change from a liquid to a solid while the template confines the ink on the substrate. Unlike inkjet patterning, where solvent can simply evaporate into the environment to solidify the ink, the presence of a solid template blocks this evaporation. While such solidification can be enabled by phase change or thermal or UV-activated chemical crosslinking, this changes the chemical nature of the material and limits the versatility of the process. However, the rheology of the ink can change while confined within the soft PDMS templates. This is due to the high vapor permeability of the template, which allows the solvent in the ink to absorb into or evaporate and diffuse through the template. While the currently available processes based on soft templates all have their own flaws, there is no critical flaw that is common to all patterning methods in this class.

Figure 1.14: A comparison, with respect to fulfillment of the established patterning metrics, of the patterning methods discussed. The green plus sign indicates that the metric is satisfied, while the red minus sign indicates that the metric is not satisfied. A red box indicates that all processes within the given class fail to satisfy the given patterning metric.
1.7 Summary

Nanoparticles and polymers are important materials for a variety of applications in sensing and electronics. Patterning is important for realization of practical devices, and therefore many such processes have been developed for these materials. Of these, template-based methods are the most promising for creation of high resolution and high fidelity patterns in a versatile manner with high throughput and alignment capability. More specifically, those processes that use soft, vapor-permeable templates show the most promise for the ability to meet the desired patterning metrics. Currently, the methods of filling the ink in the template are not ideal, and improvements to the process may be able to create features of high quality, in a manner that is independent of the properties of the patterned material or substrate, with registration capability and at high throughput. Additionally, the correlation between rigid and vapor impermeable and soft and vapor permeable need not necessarily exist. Through the use of a simultaneously rigid and vapor permeable template, the best qualities of both classes of template based processes can be combined to produce patterns of even higher quality than possible with either class of template alone.

In the chapters that follow, a new process for patterning nanoparticles and polymers will be introduced. In Chapter 2, the process will be described and characterized using a soft and vapor permeable PDMS template. This process will explicitly rely on the vapor permeability of the template for both the filling of the template and the solidification of the ink. Some variations of the proposed process that can expand its capabilities are also discussed. In Chapter 3, the flow of solute in the template will be modeled mathematically, providing valuable insight into the operation of the manufacturing process. In Chapter 4, the process will be further refined by using a rigid and vapor permeable poly(4-methyl-2-pentyne) (PMP) template instead of the soft PDMS, allowing for a dramatic increase in pattern transfer quality. Detailed descriptions will be given of the polymer synthesis, casting, and use as a template in the proposed patterning process. In Chapter 5, the patterning will be converted into a continuous, roll-to-roll process, allowing for a potential increase in the patterning throughput and reduction of cost when incorporated into a larger roll-to-roll manufacturing system. Finally, in Chapter 6, the patterning capabilities of the process will be demonstrated by creating some practical devices, including low temperature metallization using sintered metal nanoparticles and patterning of zinc oxide nanoparticles to form a working ultraviolet light sensor.
A New Template-Based Patterning Process

Template-based patterning processes hold great promise for creating simple, high-resolution, three-dimensional patterns on a substrate. The presence of a physical boundary for the ink allows for precise placement of materials and eliminates problems associated with reflow of ink as seen in template-less patterning methods. However, a remaining problem in these template-based methods is the handling of ink once inside of the template. Solidification of the liquid ink is necessary to prevent reflow on the substrate once the template is removed. While some processes admit reflow of ink and accept the corresponding reduction in attainable resolution, others change the rheology of the ink by relying on ink-specific material properties or by changing the chemical structure of the material while inside the template. For example, thermal processing can be used to soften certain thermoplastic polymers during patterning and then re-solidify the ink when patterning is complete. Alternatively, polymer binders and crosslinkers can be used to pattern a liquid ink formulation, followed by ultraviolet (UV) light or heat activated chemical crosslinking of the binder, causing solidification. However, these approaches to solidifying ink are either dependent on the use of specific types of materials, or can adversely modify the chemical properties of the material being patterned, in turn affecting the performance of the device being created. A simple approach to changing the rheology of the ink while inside the template is by solvent absorption or evaporation through a vapor-permeable template. This has been done before in the con-
text of solvent assisted micromolding, solvent absorption micromolding, and nanoinprint lithography. However, none of these processes patterns in a completely additive manner, which is critical for achieving high versatility with respect to the various materials and ink chemistries that can be used.

In this chapter, a new patterning process will be introduced that uses solvent evaporation through a vapor permeable template to drive the filling of a template with ink and concentrate the ink solute inside the template features. First, the process will be introduced conceptually. Further details on the patterning, including information on the materials and specific procedures used, will follow. Some experimental results from this basic patterning process will also be given. Finally, variations of the basic process which enhance the processing capability will be presented, and results shown.

2.1 The Microfluidic Molding Process

2.1.1 Process Description

The patterning concept is shown in Figure 2.1. A vapor-permeable template is created with the negative image of the features to be created on the substrate. These features must be continuously connected to a reservoir of ink, which may either be a vertical reservoir through the back of the template or simply the open edge of the template. A substrate onto which the features are to be patterned is coated with clean solvent, which can either be the same or different from the solvent used in the subsequent nanoparticle or polymer ink. The template is then pressed into the clean solvent, causing the solvent to fill the features completely. The filling of template features is driven by a combination of a pressure-driven flow driven by the pressure gradients present in the squeeze-film flow of fluid from under the template together with capillary filling of the solvent into the template. It is important that the features are filled without trapping any residual pockets of air, ensuring proper filling with ink in subsequent steps. Thus, a solvent that wets the template is preferred, ensuring complete coverage of the template surface with solvent and aiding in removal of air pockets from under the template. It is noted that while some of the solvent will inevitably be trapped under the template due to the pressure distribution in the squeeze film flow coupled with the finite elasticity of the template, this trapped solvent will evaporate completely through the vapor-permeable template in subsequent steps, leaving no residual layer. After filling the template fea-
Figure 2.1: The microfluidic molding patterning process. A vapor permeable polymer template is positioned above a substrate which is coated in clean solvent. The template features are pre-filled with solvent by pressing. Nanoparticle or polymer ink is then added to the ends of the features. Evaporation of solvent through the template causes the ink to flow in the template, and further solvent evaporation causes densification of the solute in the ink. Eventually, the template features become completely filled with solute as any residual solvent is dried. At this point, the template is removed, leaving the patterned features on the substrate.

With clean solvent, the nanoparticle or polymer ink is added to the reservoir. The solvent evaporates through the vapor permeable template, which may be assisted by heating the system. The loss of fluid in the template due to evaporation causes a negative pressure inside the template, which causes fluid to flow through the template, replacing the material lost. This process, known as permeation pumping, draws the nanoparticle or polymer ink from the reservoir into the template features. While this ink is inside the template, the solvent in the ink itself begins to evaporate, causing the solute to become more concentrated. The evaporation of solvent and concentration of solute continues until the templates are completely filled with solute and all of the solvent is removed. The template is then removed, leaving the dried patterns of nanoparticles or polymers on the substrate.
2.1.2 Experimental Procedure

Materials

The vapor-permeable templates were made from poly(dimethylsiloxane) (PDMS). While there are several choices in vapor-permeable polymers, as will be discussed in detail in Chapter 4, PDMS is chosen for initial prototyping work due to the high availability and corresponding low cost of the polymer as well as the simplicity with which the material can be patterned. These patterning templates were created by casting on a silicon master. The silicon master was created by spin-coating SU-8 photoresist (MicroChem) on a cleaned and dried silicon wafer and exposing it with UV light in the positive of the desired final patterns, crosslinking the polymer at those locations. A chemical developer was used to selectively remove the uncrosslinked photoresist, leaving only the positive image of the desired patterns on the silicon wafer. The wafer was placed on aluminum foil, which was bent up around the edges, forming a temporary and easily-removed container for subsequent PDMS casting. At this point, the PDMS pre-polymer and crosslinker were mixed in a 10:1 ratio by weight and poured over the silicon wafer master. The system was heated to 70 °C for approximately 2 h on a hotplate to crosslink the polymer. Once hardened, the aluminum foil container was removed from the PDMS and silicon wafer, and the PDMS gently detached from the edges of the silicon wafer and carefully removed from the silicon master.

The inks used in the patterning are widely varied, with solvents and concentrations highly dependent on the specific material used. It is noted that the physical properties of the ink are only indirectly related to its ability to fill the template. Since the template features are pre-filled with solvent by stamping, the gas phase is eliminated from the template features, eliminating any dependence on surface interactions between the ink and substrate. The clean solvent used to pre-fill the template is typically chosen to be the same as the solvent used in the ink. However, in the case that this solvent does not wet the template material, a different solvent that does in fact wet the template can be chosen. This ensures that no air pockets are trapped, which is critical to successful patterning using this process. The solvent used in the pre-filling must then be miscible with the solvent in the ink such that when the ink is added to the reservoir, the removal of the first solvent ensures the filling of the template with the second without introduction of any air bubbles. This solvent must also have a vapor pressure on the same order of magnitude or less than the solvent in the ink, ensuring
that the ink does not harden in the template prior to the complete removal of the solvent used to pre-fill the template. Hence, even inks that do not wet the template can be patterned, provided that a suitable miscible solvent that does wet the template can be found.

Since the patterning method can handle many ink formulations, specific formulations are chosen such that a stable suspension is created. For polymers, this simply means that the material is soluble in the solvent, whereas for nanoparticles, the particles must form a stable suspension without particle agglomeration or precipitation. The concentration of the ink formulations must be sufficiently dilute such that the ink flows easily into the channel and does not become so concentrated that it solidifies prematurely and clogs the channel during patterning. High concentration inks, however, are preferred to lower concentration inks as the channels are more quickly filled with solute, leading to lower patterning times. Thus, an ideal ink formulation is the highest concentration ink possible such that a stable suspension is maintained and the features fill completely without clogging prematurely. The materials used in the following experiments are listed in Table 2.1, and specific ink formulations will be given along with the corresponding results in subsequent sections.

A wide variety of substrates are used in the patterning, including many different ceramics and polymers. The patterning process is highly robust with regards to the physical properties of the substrate. While the solvent must fill the template completely without the generation of any air pockets, even solvents that do not wet the substrate are seen to fill the template. This is assisted by careful loading of the clean solvent onto the substrate in a manner that does not trap air bubbles on the substrate, as well as the wettability of the solvent into the recessed features in the template. While the template filling is simple with sufficiently planar substrates, those with more varied surface topology may be more difficult to fill, imposing the requirement that the substrate be wetting to the solvent used in stamping in order to avoid the formation of any trapped air pockets. The specific substrates used in the patterning will be given along with the corresponding patterning results shown in subsequent sections.

**Patterning Procedure**

The patterning was done using a customized patterning press, shown in Figure 2.2. This press consists of a movable platform actuated by a rotating screw turned by a stepper motor. The movable platform is connected to
Table 2.1: A list of nanoparticles and polymers used in formulating inks for patterning, along with the substrate onto which the material was patterned and solvents used in the patterning process. Materials with no pre-fill solvent listed were patterned only using the lift-off method described in Section 2.2.1.
the actuator through a spring and a load cell, which allows a gradual and controlled amount of force to be applied by the press. On the platform is a tilt plate, which can be used to ensure that the template is sufficiently parallel to the substrate such that a uniform pressure can be applied over the entire template. Two orthogonal translation stages and a rotation stage are mounted on the movable platform, allowing precise alignment of the template to the substrate. A heated block with an attached thermocouple is then mounted on the alignment assembly, allowing control over the evaporation rate of solvent and therefore the patterning speed. The substrate is mounted on the heated block. Opposite this, a fixed glass plate is used as the top of the press, onto which the templates are attached. In the case of the PDMS templates, simple van der Waals forces are used for this attachment. Above the system, a CCD microscope with a long working distance is used to image the template and substrate, enabling alignment to be performed when necessary.
During patterning, the substrate is first placed on the heater block and the template on the fixed glass plate. The platform is raised until it is nearly in contact with the substrate, and then the tilt plate adjusted until the template and substrate are sufficiently parallel to each other, ensuring that uniform pressures will exist across the template when the two are pressed into contact. The platform is then lowered, and the clean solvent is loaded onto the substrate using a syringe. The movable platform is raised slowly until there is contact between the template and the substrate. This contact is then adjusted by further raising the stage until approximately 14 kPa of pressure exists at this interface. The ink is then loaded into the reservoir using a syringe. At this point, the heater may be used to increase the evaporation rate, if desired, increasing the speed of the patterning. Additional solvent may be added to the reservoirs during patterning, if needed. When the patterning is complete, the template is removed by lowering the platform, leaving the substrate with patterned features of solute.

The patterning system can be reused indefinitely with sufficient cleaning, creating many patterned substrates from a single template. The use of a vapor permeable template that is not explicitly porous prevents fouling of the surface of the template with solute. Complete and reliable release of features from the template is also observed for features with sufficiently small aspect ratio (typically less than 1:1), although the release properties of the template may vary depending on the specific inks and substrates used. However, while excellent release of patterns from the template is observed, it is recommended that the templates still be cleaned frequently to remove any residual solids on the surface and thus maintain good patterning quality.

2.1.3 Patternning Results

The patterning process was first demonstrated by patterning gold nanoparticles on a variety of substrates. Gold nanoparticles encapsulated in a hexanethiol monolayer having a diameter of approximately 4 nm were suspended in alpha-terpineol to a concentration of approximately 3.5 wt%.

The results of the patterning are shown in Figure 2.3. The particles were patterned on glass, polyimide, and silicon substrates. The chosen substrates have very different surface properties, with glass having very high surface energy, polyimide having low surface energy, and silicon having an intermediate surface energy. However, despite the different properties of the substrates, the patterning quality is similarly high for all three materials. The images of the patterns confirm that they were formed over large areas.
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Figure 2.3: Patterning results using gold nanoparticles. Optical micrographs of gold nanoparticles on (a) glass and (b) polyimide, showing that patterns are formed over large areas with no residual layer. Scanning electron micrographs of gold nanoparticles on silicon showing (c) the height of features and (d) the cross sectional profiles, indicating that the template features fill completely with particles.

and with no residual layers formed. The tall features with rectangular cross sections indicate that the template features were, in fact, filled completely with nanoparticles.

In addition to nanoparticles, various polymers were also patterned, using both organic and aqueous solvents. The results from patterning these materials are shown in Figure 2.4. The polymers dissolved in organic solvents include poly(methyl methacrylate) (PMMA) dissolved in n-methylpyrrolidone (NMP), poly(vinylidene fluoride) (PVDF) dissolved in dimethylformamide (DMF), and cellulose acetate dissolved in acetone. Each of the materials were patterned on glass and silicon substrates. The results are similar to those for the nanoparticles, including patterning over large areas with no residual layer and with complete filling of the template features with solute.

In addition to organic solvents, aqueous solvents are also used in the patterning process. As an example, chitosan is dissolved in a mixture of 1% acetic acid in water. The chitosan was diluted to form solutions between
0.1 and 1 wt%. Since water does not wet the PDMS templates, acetone was used to pre-fill the templates, after which the chitosan in acetic acid was added to the reservoir and patterned. The results are again similar to other previous results, demonstrating that the patterning technique works equally well for both aqueous and organic solvents.

Finally, materials other than nanoparticles and polymers can be patterned as well, provided that they can be dissolved in a suitable solvent. As an example, used cell culture medium was patterned on a glass substrate. This medium contains salts, proteins, and cell parts, among other things, in an aqueous solvent. The medium was patterned using acetone to pre-fill the template, followed by filling with pure deionized water to remove the residual acetone and then the cell culture medium. The results were again similar to those seen previously, and are given in Figure 2.4.

## 2.2 Process Variations

Once the basic patterning procedure is determined, variations on the process can be created which increase patterning capabilities or enhance the basic functionality. Two such process variations discussed here are the patterning
of isolated features not possible with the proposed process alone, and the ability to pattern multiple different types of materials simultaneously using a single template.

### 2.2.1 Isolated Features

While isolated features are not possible using the microfluidic molding process, they can be patterned using a simple process variation as shown in Figure 2.5. In this two-step process, a polymer template with weak adhesion to the substrate is first patterned \textit{in situ} on the substrate using the evaporation driven process described previously, followed by deposition of the material of interest using natural evaporation of a sessile droplet and mechanical lift-off of the patterned polymer template using an adhesive tape.

**Process Description**

This process for patterning isolated features is illustrated schematically in Figure 2.5. A PDMS mold with the positive image of the desired patterns is created by casting from a silicon master with the negative of the desired patterns, as described previously. This template is then used to pattern a polymer with low adhesion to the substrate, which is chosen here to be cellulose acetate. The polymer ink is created by dissolving the polymer in solvent (acetone) to a sufficiently low concentration, according to the conditions described previously. The clean solvent is used to fill the mold features by pressing, after which the mold is held in contact with the substrate using a light pressure not exceeding 14 kPa. The cellulose acetate ink is applied to the edge of the vapor permeable mold and the solvent evaporated, causing the ink to flow into the mold features. Continued evaporation of solvent causes cellulose acetate to concentrate in the mold features and, when the solvent is fully evaporated, the mold is removed, leaving the polymer template. This polymer template exists in the negative image of the desired pattern.

Following template creation, a brief oxygen plasma may be used to ensure that the subsequent ink used in the material deposition by natural evaporation spreads on the substrate, preventing non-uniform deposition of material caused by the Marangoni effect. At this point, a droplet of material in solvent is placed on the surface of the polymer template and allowed to evaporate at room temperature. To prevent unwanted destruction or
Figure 2.5: The patterning process for creating isolated features. (a) A vapor permeable polymer mold is positioned above a substrate that is coated with clean solvent. (b) The mold is used to pattern the solvent, and polymer ink is introduced around the sides of the mold. (c) The solvent evaporates, causing ink to flow inside the template features and the polymer to become concentrated, until (d) all of the solvent is removed and only the dried polymer remains. (e) The mold is removed and a droplet of nanoparticle ink is placed on the polymer template. (f) The solvent in the nanoparticle ink dries, leaving the particles on the surface. (g) Tape is placed over the template, and (h) the template is pulled from the substrate, leaving only the nanoparticle patterns.

distortion of the polymer template, the solvent used to carry the material must be completely compatible with the polymer template. A convective transport of the particles induces the formation of coffee-ring deposits, and the material of interest fills into the patterned features uniformly, assisted by the induced corner flow\textsuperscript{33} and possibly by the enhanced electrostatic attraction between the particles and the substrate due to deprotonation of the substrate resulting from the oxygen plasma treatment.\textsuperscript{102} When the system is dry, an adhesive tape is adhered to the surface of the polymer template. The tape is then pulled from the surface, removing the polymer template and trapping any residual particles between the template and the tape, preventing them from settling on the substrate.

**Experimental Results**

As an initial demonstration, zinc oxide (ZnO) nanoparticles were patterned on silicon and cyclic olefin copolymer (COC) substrates. Cellulose acetate
ink was created by combining polymer sheet with acetone to a 4% concentration. The vapor-permeable polymer mold was created using PDMS, and the cellulose acetate was patterned on silicon and COC substrates using the PDMS mold at room temperature. Following patterning, an oxygen plasma was applied at 30 W for 10 s at 280 mTorr. ZnO nanoparticles (40 wt% of 30 nm diameter particles in water) were diluted into various concentrations of suspension (2.5, 1.25, 0.625, and 0.3125 wt% solutes) by adding a controlled volume of deionized water. The nanoparticle deposition was performed at room temperature and atmospheric pressure. A microsyringe was used to extract a small volume (0.5 - 2.0 mL) of the ZnO nanoparticle solution and a single droplet was placed on the patterned substrate, after which the sample was left at room temperature for 1 h to evaporate the solvent completely. Once the solvent was completely evaporated, the nanoparticles formed a coffee ring on the template with a uniform layer of nanoparticles deposited inside of the ring, as shown in Figure 2.6(a). Finally, crepe paper masking tape was used for the mechanical lift-off. The result was the ZnO nanoparticle patterns on the substrate, as shown in Figure 2.6(b), separated from the polymer template shown in Figure 2.6(c). The particles deposited in the interior of the ring are well adhered to the substrate and are completely patterned everywhere. However, for patterns formed under the ring, some defects are seen as some patterns are missing. This is due to the nanoparticles overflowing the wells, bridging over the template and thus greatly increasing the force applied to the nanoparticle patterns when the template is removed. The increased force during template removal can cause some features to be removed, but only in the area of the coffee ring. To avoid such defects, features should be designed such that they exist completely in the interior of the coffee ring.

The results of the ZnO patterning are shown in Figure 2.7. A large, dense array of isolated squares of particles with a width of 20 µm at a 1:1, 1:2, and 1:4 spacing was formed on the substrate. Each individual square showed good, uniform packing of nanoparticles with no visible cracks or defects. The heights of the patterned features were found to be quite uniform over the printed area, except for an increase in feature heights near the location of the coffee ring on the template, and were controllable by varying the concentration of the nanoparticle ink. It is interesting to note that the pinning of the contact line by nanoparticles at the edge of the droplet plays a significant role in ensuring uniform deposition of nanoparticles inside the coffee-ring region. While nanoparticles are being deposited downward in the drying liquid film, excessive particles are convectively transported toward
Figure 2.6: Images of the ZnO nanoparticle patterning process. (a) Optical micrograph of ZnO nanoparticles deposited in a coffee ring on a cellulose acetate template on silicon. (b) Scanning electron micrograph of nanoparticle patterns on a silicon substrate after lift-off. (c) Optical micrograph of a released cellulose acetate film.

Figure 2.7: ZnO nanoparticle patterns. Scanning electron micrographs of ZnO nanoparticles on a silicon substrate (a) in a large array with 1:1 spacing and (b) individually. (c) Scanning electron micrograph showing the height of patterns using 1 wt% (above) and 2 wt% (below) concentration inks. (d) Optical micrograph of ZnO nanoparticles on a COC substrate.
the edge and form a thick coffee-ring deposit. This transport is caused by a hydrodynamic effect of an evaporating droplet and occurs only if the contact line is pinned at the edge of the droplet.\cite{33,103} If the volume fraction of the particles is too low, the contact line will not be pinned and particles will be deposited as it recedes, causing variation in the feature heights. The thinnest features to be uniformly deposited were created using a 1 wt% nanoparticle solution, resulting in a layer with a thickness around 300 nm and with dimple structures caused by an instability at the particle suspension-air interface.\cite{104} Finally, the sidewalls of the patterned features do show some fracture due to a shearing force caused by the mechanical lift-off, resulting in nearly 45° sidewalls, which are seen to be very repeatable.

For further characterization of the process capabilities, patterns of ZnO nanoparticles were formed over large areas. Such large area patterns of nanoparticles were also formed using the same method described above. A 56 mm square array of 20 \(\mu\)m squares at a 40 \(\mu\)m pitch were patterned on a 100 mm silicon wafer substrate. A cellulose acetate template was created which contained a large, vertical cellulose acetate ring around the extent of the patterned area. A 1 wt% ZnO nanoparticle suspension was spread over the entire template by pinning its contact line at the global cellulose acetate side wall, as seen in Figure 2.8(a), and allowed to dry. Following the nanoparticle deposition, the mold was removed in strips using crepe paper masking tape. Due to the limited width of the tape, the entire area could not be removed at once, but a clean tearing of the template at the edge of the tape allowed for the entire template to be removed one strip at a time. The features were indeed patterned over the entire area, as shown in Figure 2.8(b), although uniformity of the height of the features over the area was not ideal due to the non-uniform coating of the area with nanoparticle ink in the final stages of solvent evaporation. That is, the large volume of liquid ink coating the template broke up into several smaller droplets with non-uniform volume near the end of patterning, causing wells in different areas to receive different amounts of nanoparticles. More uniform patterning could be obtained by controlled deposition of many smaller droplets of nanoparticle ink over the template using an array of inkjet printing heads, microsyringes, or any other similar droplet deposition system.

In addition to the ZnO nanoparticles, magnetic iron oxide nanoparticles were also patterned on a silicon substrate. The iron oxide nanoparticles were suspended in ethanol at a concentration of much less than 0.01%. The particles were deposited onto a cellulose acetate template in a manner similar to the ZnO nanoparticles. However, some modifications in the particle
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Figure 2.8: ZnO nanoparticle patterns over large areas. (a) The ZnO nanoparticles on a cellulose acetate template patterned on a 100 mm silicon wafer. (b) Optical micrograph of the resulting patterns of ZnO.

Figure 2.9: Iron oxide nanoparticle patterns. (a) Patterns of iron oxide, showing a lack of uniformity between features caused by particle agglomeration during patterning. (b) A single iron oxide feature, showing a high level of cracks and defects again due to the particle interactions during patterning.

deposition were necessary due to the low concentration of the nanoparticle ink as well as the high propensity for the nanoparticles in the ink to agglomerate during the deposition. No coffee ring was formed due to the low particle concentration, and the droplet deposition and solvent evaporation was done multiple times in the same area to achieve sufficiently high particle densities on the substrate. To prevent agglomeration of nanoparticles during the particle deposition, the substrate was placed on a plastic weigh boat suspended inside of an ultrasonic bath.

The iron oxide nanoparticles were patterned into squares of 20 µm on a
side and with a spacing of 20 \(\mu\text{m}\), as shown in Figure 2.9. Clear patterns of nanoparticles are formed over the entire intended area. However, unlike the ZnO particles, the heights of the features are not uniform, and the features contain many cracks and defects. This is due to the agglomeration of nanoparticles during deposition, which is especially strong towards the end of the deposition process when the ink is highly concentrated.

To further characterize the lift-off process, the peeling forces required to remove the cellulose acetate from the silicon or COC substrates and the tape from the cellulose acetate were measured. Cellulose acetate was dissolved in acetone to a 9% concentration and spin-coated on the appropriate substrate to a thickness of 5 \(\mu\text{m}\). Tape was adhered to the film, and the film was cut with a razor blade to match the contact area with the tape. Excess tape was folded over and attached to a fluid container by means of a light, flexible metal wire. The tape then made a 180\(^\circ\) peel angle with respect to the substrate. Weight was gradually added to the fluid container by adding drops of water until the film begins to peel steadily from the substrate and was unable to reach a stationary equilibrium. At this point, the weight of the fluid, container, wire, and folded tape was measured to determine the force applied to the film at peel-off. The peel force is determined by dividing this force by the width of the tape. The experiment was repeated five times for each adhesion measurement, and the standard deviation of these five trials was taken as the uncertainty in the measurement. The resulting peeling force required to remove the cellulose acetate from silicon was 3.8 \(\pm\) 0.5 kN/m and from the COC was 2.1 \(\pm\) 0.3 kN/m. The force to remove the tape from the cellulose acetate was 100 \(\pm\) 10 kN/m. The difference in peeling force of over 25 times explains the reliability with which the mechanical lift-off can be used to remove the template without leaving any residual template on the substrate. That is, a strong adhesion between the template and the tape is used to overcome a weak adhesion between the template and the substrate, allowing complete and simple removal of the template.

### 2.2.2 Multiple Materials

While the basic process has been, to this point, used only for creation of patterns of a single material, a simple process variation can be used to create patterns of multiple materials at the same time in a single template. Such a patterning process could reduce the number of necessary processing steps needed to create a practical device, reducing the time and the overall cost.
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Figure 2.10: Process for patterning multiple inks simultaneously. A template with multiple ink reservoirs is pressed into a substrate that is coated with clean solvent. Multiple different inks are loaded into the different ink reservoirs. Evaporation of solvent through the vapor permeable template causes these multiple inks to flow into the features and concentrate the solute. When dry, the template is removed, leaving patterns of the multiple materials on the substrate.

Process Description

The process for patterning multiple different materials in a single step is shown in Figure 2.10. The process is dependent on the ability to connect different features in a template to separate, isolated reservoirs. Thus, the geometry of the template is different, but the process is otherwise identical.

The vapor permeable templates are created again from PDMS, albeit by a slightly different process. A silicon master is patterned using SU-8 photoresist using standard photolithography in the positive image of the features to be patterned. However, instead of having the reservoir to exist on the side of the template by simply having features extend past the edge of the PDMS template, multiple isolated reservoirs are molded through the back side of the template. To do this, an acrylic plate is drilled with holes that match the locations on the wafer where the reservoirs are to be made and positioned above the wafer. Metal taper pins are set in the holes of...
the acrylic plate, extending down to touch the wafer at the locations where the reservoirs are to be molded. The taper pins are positioned such that the narrow ends are on the wafer and the wide ends on the acrylic plate. A 10:1 mixture of PDMS pre polymer and crosslinker is poured onto the wafer and cured on a hotplate, as described previously. When the PDMS is hardened, the acrylic plate is removed and the pins carefully pulled from the PDMS. The PDMS is then removed from the silicon wafer and cut into templates as described previously, but this time without allowing any features to extend past the end of the template.

For the patterning of multiple materials, a separate press was constructed that allowed access to the ink reservoirs in the back of the template. This press, shown in Figure 2.11, consisted of a moving platform onto which a heated spring stage is mounted. The spring stage allows for gradual pressure to be applied as the template makes contact with the substrate as well as for the template and substrate to become parallel as soon as contact is made. The heater on this stage allows for control over the evaporation rate and therefore the patterning speed. Opposite this is a fixed top onto which the acrylic plate containing holes matching the location of the reservoirs, as was used in the PDMS template creation process, can be mounted. The PDMS templates are adhered to the acrylic plate by simple van der Waals forces, and are positioned such that the ink reservoirs in the template align to the holes in the acrylic plate.

The patterning process then follows the basic procedure that was given previously. The substrate is placed on the heated spring stage and coated with solvent. The moving platform is then raised to bring the substrate into contact with the template, causing the template features to fill with clean solvent. At this point, the multiple different types of inks are loaded into the multiple different reservoirs. Evaporation of solvent through the template causes the ink to flow into the template features and concentrate, eventually packing the features completely full of solute. When the solvent is dried, the template is removed, leaving the materials patterned on the substrate.

**Experimental Results**

The patterning process was first demonstrated by patterning acrylonitrile butadiene styrene (ABS) and cellulose acetate, both dissolved in acetone, on a glass substrate. The patterns featured alternating lines of each polymer with a width of 15 µm and a spacing of 15 µm. The resulting patterns are
Figure 2.11: The press used for patterning multiple materials in a single patterning step. (a) A side view of the press assembly, with key parts labeled. (b) A top view of the press assembly. (c) A close up view of the polymer template, containing ink reservoirs connected to the recessed channels.

shown in Figure 2.12(a). The patterns of each material were reproduced well, resembling the results of polymer patterning with the basic process described previously for patterning a single material.

To further demonstrate this process, PMMA dissolved in NMP was patterned together with cellulose acetate dissolved in acetone on a glass substrate. The templates were pre-filled by stamping with acetone, followed by addition of the two inks using two different solvents. The acetone was allowed to evaporate at room temperature and, when the cellulose acetate was fully patterned, the system was heated to 75 °C to evaporate the NMP and pattern the PMMA. The intended patterns again featured alternating lines of each polymer with a width of 15 µm and a spacing of 15 µm. The results are shown in Figure 2.12(b). The patterns were reproduced well, with the different types of polymers clearly distinguished from each other after patterning. However, some difference in the size of the patterned lines is observed. This difference in the width of patterned lines is due to the
different physical properties of the two polymers in their respective solvents. As discussed in Chapter 3, the viscosity of the ink increases exponentially with concentration, and this rate of increase is dependent on the specific polymer and solvent used. Rapid increases in viscosity create a high pressure drop across the length of the channel, causing the soft PDMS template to distort. Such a size difference could be eliminated by optimizing the initial concentration of the ink supplied to the reservoir, as will be discussed in Chapter 3, or using a template with a higher modulus of elasticity, as will be discussed in Chapter 4.

To further test the ability to pattern multiple materials together in a single processing step, both nanoparticles and polymers were patterned in close proximity. Gold nanoparticles in terpineol solvent and cellulose acetate polymer in NMP solvent were patterned on a polyimide substrate. The results are shown in Figure 2.13. Again, the different material lines exhibit slightly different line widths, again due to the difference in the rate of increase of viscosity of the two different types of inks with increasing viscosity. The larger polymer molecules are much more susceptible to increasing viscosity than the smaller nanoparticles, and thus exhibit a larger distortion in the patterned features. This distortion could again be minimized by lowering the concentration of the ink loaded into the reservoir or using a more rigid template material.
2.3 Future Directions

While the above work demonstrates the patterning concept, significantly more work must be done to further refine the process. This includes creating specialized templates and a corresponding press for better solvent handling and enhanced speed, development of better design rules for patterning conditions to ensure optimal processing speed for a given combination of inks and substrates, and refining the lift-off process for use in patterning multiple different types of materials, with alignment, in close proximity.

Current templates are limited in terms of their ability to handle solvent. The templates are thick and solid, and are sandwiched between a vapor-impermeable substrate and a vapor-impermeable glass plate. The solvent is forced to leave through the sides of the template, resulting in long diffusion paths for the solvent and therefore limiting processing speeds. Better solvent
Figure 2.14: (a) A schematic of an improved patterning template and press system. A thin template is held in contact with the substrate using a rigid frame and high pressure air moving over the template. (b) A cross-sectional profile of the same system.

Handling requires a different template design that shortens the diffusion path for solvent and increases the evaporation rate, lowering processing times. One such possible design is shown in Figure 2.14. A thin template is held in contact with the substrate using pressurized air, which is continuously replaced with fresh air to ensure a maximum diffusion rate through the template. Solvents may be loaded through discrete reservoirs on the edge of the template, ensuring maximum versatility by allowing patterning of multiple materials in a single template.

Processing conditions, such as temperatures and times, are used to ensure proper patterning of materials at the highest possible speed. Patterning for insufficient times will cause incomplete solidification of ink and cause poor pattern transfer in areas close to the reservoir. While increasing the temperature will decrease the necessary time, exceedingly high temperatures can cause vapor bubbles to form in the channel, interrupting the flow of ink in the template. Design rules for the process are therefore desired so that appropriate processing conditions can be determined for the various solvents used.

Finally, the process for patterning isolated features using mechanical lift-off of an in situ patterned polymer template currently only patterns a single material at a time. Modification of the process is needed to allow for patterning of multiple materials using a single template. This could be done by filling the wells in the template selectively, using inkjet printing or other equivalent processes to place ink in selective location, instead of the simple evaporation of a large sessile droplet as described in this work. Such local
deposition of droplets could also be useful in assuring repeatable material deposition over large areas, as discussed previously.
A fundamental understanding of the operation of the proposed patterning process is important for its application to a larger set of materials and geometric configurations. Such an understanding can assist in identifying any limitations of the process and creation of any necessary design rules, as well as developing a better understanding of how the proposed process is differentiated from previous processes. In this chapter, an analytical model of the patterning process will be developed and analyzed in order to develop insight into the operations of the process.

3.1 A Description of the Model

A model of the evaporation-driven filling of a channel with solute is desired. The model is shown schematically in Figure 3.1. The channel is modeled as a one-dimensional entity, having only the dimension of length. The concentration \( C_m \) as a function of position along the length of the channel \( z \) and time \( t \) is desired. Since, in reality, the channel is a three-dimensional entity, the concentration in this model actually represents the average concentration across the width and height of the channel. Similarly, the velocity \( v \) of the moving fluid is only a function of the distance along the length of the channel. Again, this one-dimensional velocity actually represents the real velocity averaged across the width and height of the channel.

The flow is driven by evaporation of solvent through a vapor permeable polymer template. Here, this evaporation of solvent is modeled using a volumetric flow rate per unit of permeable surface area \( q \), which is assumed
Figure 3.1: An illustration of the mathematical model. The concentration of solute in the channel as a function of position and time is desired.

to be a constant that is independent of position and particle concentration. The vapor permeable portion of the perimeter is given by $P_p$ and a cross-sectional area given by $A$. The channel is assumed to be free of all nanoparticles when the patterning begins at time $t = 0$. The source of the nanoparticles is then a reservoir, located at $z = 0$, which is assumed to have a constant concentration of solute given by $C_0$. The other end of the channel at $z = L_0$ is assumed, for simplicity, to have zero velocity. That is, evaporation of solvent through the end of the channel is neglected here. Additionally, the end of the channel at $z = L_0$ is assumed to have zero flux of particles though the wall.

The particles in this model are subject to particle diffusion. These particles are assumed to have a diffusivity $D$ given by the Stokes-Einstein relation

$$D = \frac{k_B T}{6\pi \eta r_p}$$

(3.1)

where $\eta$ is the fluid viscosity, $r_p$ is the particle radius, $k_B$ is the Boltzmann constant, and $T$ is the temperature. However, the value of the diffusivity must be modified to include shear-enhanced diffusion caused by velocity gradients perpendicular to the direction of the flow, which are neglected in the one-dimensional model used here. The source of this enhanced diffusivity is illustrated in Figure 3.2. The presence of velocity gradients perpendicular to the flow cause an increased mixing of nanoparticles as compared to a similar flow having the same average velocity but without these velocity gradients. To understand why, consider a section of fluid in a two-dimensional channel containing a simple Poiseuille flow with a parabolic velocity profile. After a short time, an initially straight section of fluid is distorted into a parabolic shape, with the center of mass of the distribution of particles moving a distance given by the average velocity of the flow $v$ multiplied by the elapsed
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Figure 3.2: A schematic of Taylor dispersion in a microchannel. An initially rectangular cross section is distorted into a parabolic shape by the velocity gradients in the channel, with its center of mass traveling a distance given by the average velocity multiplied by time. The particles diffuse over this increased surface area, crossing streamlines and therefore mixing in the fluid. This mixing and diffusion can be modeled in a one-dimensional system if the particles travel according to the mean velocity and diffuse along the channel with an effective diffusivity greater than that of the solute in a quiescent fluid.

This parabolic shape, as compared to the original cross section, has more area over which particle diffusion can occur, allowing an efficient mechanism for particles to cross streamlines and mix in the fluid stream. The resulting system can be modeled as a one-dimensional channel where the fluid moves at the average velocity of the channel and diffuses with an effective diffusivity $k_2$ that is greater than the particle diffusivity.

The effective diffusivity of particles diffusing along the length of the channel for use in the one dimensional model is found by considering the diffusion of particles in a steady flow of fluid within the three-dimensional flow in a geometry resembling the system under study. The three dimensional velocity of fluid traveling in the channel is found by solving the momentum equations for low Reynolds number flow, which for this flow can be reduced to

$$\frac{1}{\eta} \frac{dP}{dz} = \nabla^2 u_z$$

(3.2)

where $P$ is the pressure and $u_z$ is the three-dimensional velocity component along the length of the channel. The resulting three-dimensional velocity is then used with the continuity equation for the particles in the flow, considering both convection and diffusion. This is given by
where $C$ is the three-dimensional concentration. To find the effective diffusion constant, the above continuity equation is averaged over the cross sectional area of the channel. To assist in this, the three dimensional concentration is expanded from the mean concentration using

$$C = \sum_{n=0}^{\infty} f_n \frac{\partial^n C_m}{\partial z^n}$$  \hspace{1cm} (3.4)$$

where the function $f_n$ is the $n^{th}$ coefficient of the series expansion, and may be a function of time and the spacial coordinates representing distances within the cross section of the channel. The resulting averaged continuity equation then takes the form

$$\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} k_n \frac{\partial^n C_m}{\partial z^n}$$  \hspace{1cm} (3.5)$$

where $k_n(t, z)$ is a collection of terms resulting from the averaging process. Details of the calculation as well as expressions for $k_n$ in the case of cylindrical and rectangular ducts are given in Appendices A and B. For the case of $n = 2$, Equation 3.5 resembles a Fickian diffusion relationship, with $k_2$ serving as the diffusion coefficient. The functions $f_n$ are then found by using Equation 3.4 in the governing equation for the concentration as given in Equation 3.3 and equating the coefficients of like orders of derivatives of mean concentration with respect to position. The resulting equation is given by

$$\frac{\partial f_n}{\partial t} + \sum_{j=1}^{\infty} k_j f_{n-j} + u_z f_{n-1} = D \nabla^2 f_n$$  \hspace{1cm} (3.6)$$

Thus, the various expressions for $k_n$ are found by solving Equation 3.2 for the velocity and Equation 3.6 for the functions $f_n$. These functions are then used to determine the values of $k_n$, of which the result for $k_2$ is the effective diffusion constant for the system. The actual values for this coefficient depend on the geometries in which the equation is being solved and the corresponding boundary conditions. In general, the solution takes the form

$$k_2 = D [1 + \epsilon(z)]$$  \hspace{1cm} (3.7)$$
where $\epsilon(z)$ is a positive function of the particle diffusivity, the dimensions of the channel, and the average velocity in the channel which itself may be a function of the position along the channel. The exact form of the effective diffusion constant is solved for a cylindrical duct in Appendix A and for a rectangular duct in Appendix B.

The proposed model of the nanoparticle filling process is a sufficiently accurate description of the filling process, with a few caveats. First, the assumption that there is no velocity at the end of the channel is only an approximation, used to simplify the mathematics, and in reality there will be some evaporative flux through this boundary. Thus, the model may not be completely realistic at the end of the channel. Additionally, the use of an effective diffusivity derived from constant flow in a channel in a channel with a velocity gradient that also exists along the length of the channel is an approximation that is valid only when the velocity gradients along the length of the channel are much smaller than velocity gradients across the channel. Again, this is true only sufficiently far from the end of the channel. Finally, the assumption that the evaporation of solvent through the vapor permeable polymer template occurs at a constant rate that is independent of the concentration of solute is only valid at low concentrations.

### 3.2 Derivation of the Governing Equations

The concentration of solute in the one dimensional channel as a function of position and time is desired. A continuity equation for the solute can be found by performing a mass balance on an arbitrary control volume in the fluid. This results in

$$\frac{\partial C_m}{\partial t} + \frac{\partial}{\partial z} (vC_m) = \frac{\partial}{\partial z} \left( k_2 \frac{\partial C_m}{\partial z} \right)$$

(3.8)

For the system considered here, the boundary conditions include that the concentration of solute is constant in the ink reservoir at $z = 0$ and that there is no flux of solute through the end of the channel, given by

$$C_m(t, z = 0) = C_0$$

(3.9)

and

$$\frac{\partial C_m}{\partial z} \bigg|_{z=L_0} = 0$$

(3.10)
The initial condition consists of the channel being completely free of solute, given by

\[ C_m(t = 0, z) = 0 \quad (3.11) \]

The average velocity \( v(z) \) can be found by performing an integral control volume balance on the channel, with one edge of the control volume at the end of the channel \( z = L_0 \) where \( v = 0 \) and the other at an arbitrary location \( z \). This results in

\[ v(z) = \frac{q_p''}{A} (L_0 - z) \quad (3.12) \]

Using this result with Equation 3.8 results in

\[
\frac{\partial C_m}{\partial t} + \frac{\partial C_m}{\partial z} v + \frac{\partial v}{\partial z} C_m = k_2 \frac{\partial^2 C_m}{\partial z^2} + \frac{\partial k_2}{\partial z} \frac{\partial C_m}{\partial z} \quad (3.13)
\]

\[
\frac{\partial C_m}{\partial t} = \frac{q_p''}{A} \frac{\partial C_m}{\partial z}(z - L_0) + \frac{q_p''}{A} C_m + k_2 \frac{\partial^2 C_m}{\partial z^2} + \frac{\partial k_2}{\partial z} \frac{\partial C_m}{\partial z} \quad (3.14)
\]

At this point, the above equation and the boundary conditions from Equations 3.9 and 3.10 and the initial condition from Equation 3.11 can be put in dimensionless form. The concentration is scaled using the solute concentration in the ink reservoir \( C_m = C_0 \bar{C}_m \), the position is scaled based on the length of the channel \( z = L_0 \bar{z} \), and the time is scaled based on a collection of terms related to the evaporation of solvent given by \( t = t_s \bar{t} \)

where

\[ t_s = \frac{A}{q_p'' P_p} \quad (3.15) \]

The resulting dimensionless equation is

\[
\frac{\partial \bar{C}_m}{\partial \bar{t}} = \frac{\partial \bar{C}_m}{\partial \bar{z}} (\bar{z} - 1) + \bar{C}_m + \frac{k_2 t_s}{L_0^2} \frac{\partial^2 \bar{C}_m}{\partial \bar{z}^2} + \frac{t_s}{L_0^2} \frac{\partial k_2}{\partial \bar{z}} \frac{\partial \bar{C}_m}{\partial \bar{z}} \quad (3.16)
\]

with boundary conditions

\[ \bar{C}_m(\bar{t}, \bar{z} = 0) = 1 \quad (3.17) \]

and

\[ \left. \frac{\partial \bar{C}_m}{\partial \bar{z}} \right|_{\bar{z} = 1} = 0 \quad (3.18) \]
and initial condition

\[ \bar{C}_m(\bar{t} = 0, \bar{z}) = 0 \]  

(3.19)

The above partial differential equation describes the filling of the channel with solute. This filling stage continues until the maximum concentration of nanoparticles is reached at some point in the channel, stopping the flow of fluid and nanoparticles in that region. At this point, the drying stage begins and the effective length of the channel with respect to nanoparticle self-concentration and fluid flow, \( L(t) \), can no longer be considered a constant, but is rather a function of time. The velocity can again be found using an integral control volume analysis, resulting in

\[ v(t, z) = \frac{q''P_p}{A} (L(t) - z) \]  

(3.20)

Using this result with Equation 3.8 results in

\[ \frac{\partial C_m}{\partial t} + \frac{\partial C_m}{\partial z} v + \frac{\partial v}{\partial z} C_m = k_2 \frac{\partial^2 C_m}{\partial z^2} + \frac{\partial k_2}{\partial z} \frac{\partial C_m}{\partial z} \]  

(3.21)

\[ \frac{\partial C_m}{\partial t} = \frac{q''P_p}{A} \frac{\partial C_m}{\partial z} (z - L(t)) + \frac{q''P_p}{A} C_m + k_2 \frac{\partial^2 C_m}{\partial z^2} + \frac{\partial k_2}{\partial z} \frac{\partial C_m}{\partial z} \]  

(3.22)

For the boundary conditions, it is assumed that the channels are filled with solute at the position \( z = L(t) \), so that there is no flux of solute at this position. The condition that the concentration of solute in the reservoir remains unchanged. This results in

\[ C_m(t, z = 0) = C_0 \]  

(3.23)

and

\[ \left. \frac{\partial C_m}{\partial z} \right|_{z=L(t)} = 0 \]  

(3.24)

The initial condition requires that the concentration in the channel match the concentration at which the system transitions from the filling regime to the drying regime. Therefore

\[ C_m(t = t_d^+, z) = C_m(t = t_d^-, z) \]  

(3.25)

where \( t_d^+ \) is the limit of the time at which the drying stage starts taken from higher values of time, and \( t_d^- \) is the limit of the time at which the drying
stage starts taken from lower values of time. These equations can be nondimensionalized using the same dimensionless variables as used previously, resulting in

\[
\frac{\partial \bar{C}_m}{\partial \bar{t}} = \frac{\partial \bar{C}_m}{\partial \bar{z}} \left(\bar{z} - \frac{L(\bar{t})}{L_0}\right) + \bar{C}_m + \frac{k_2 t_s}{L_0^2} \frac{\partial^2 \bar{C}_m}{\partial \bar{z}^2} + \frac{t_s}{L_0^2} \frac{\partial k_2}{\partial \bar{z}} \frac{\partial \bar{C}_m}{\partial \bar{z}} \tag{3.26}
\]

with boundary conditions

\[
\bar{C}_m(\bar{t}, \bar{z} = 0) = 1 \tag{3.27}
\]

and

\[
\bar{C}_m \left(\bar{t}, \bar{z} = \frac{L(\bar{t})}{L_0}\right) = \frac{C_f}{C_0} \tag{3.28}
\]

where \( C_f \) is the maximum solute concentration. The initial condition is

\[
\bar{C}_m(\bar{t} = t_d^+, \bar{z}) = \bar{C}_m(\bar{t} = t_d^-, \bar{z}) \tag{3.29}
\]

### 3.3 Solute Dispersion in the Zero Diffusion Case

#### 3.3.1 Filling Stage

In the case where diffusion is neglected \((k_2 = 0)\), an analytical solution to the governing equations is possible. For the solute filling process, the Equation 3.16 reduces to

\[
\frac{\partial \bar{C}_m}{\partial \bar{t}} = \bar{C}_m (\bar{z} - 1) + \bar{C}_m \tag{3.30}
\]

while the boundary and initial conditions are the same as in Equations 3.17, 3.18, and 3.19. The analytical solution to the above equation that satisfies the given boundary condition is found in Appendix C. Briefly, the steady-state solution is first found by solving the differential equation with the time derivative term set to zero. The solution to the time-dependent equation is then found by considering that a fixed volume of fluid entering the system at an arbitrary time will always be subject to the same rate of solvent depletion since there is no diffusion of nanoparticles across the control volume boundary in this case. Such a behavior suggests a form of the solution, which can be verified by substitution into the governing
differential equation. The solution to the concentration as a function of position and time is therefore given by

\[ \bar{C}_m = \frac{1}{1 - \bar{z}} u(1 - \exp(-\bar{t}) - \bar{z}) \]  

(3.31)

where \( u(\zeta) \) represents the unit step function. The solution to the concentration as a function of time is plotted in Figure 3.3. It is seen that, at any time, the concentration profile traces the steady state concentration profile, with a sharp drop to zero at a position in the channel which is dependent on time.

### 3.3.2 Drying Stage

The filling stage continues as described above until the channel fills completely with solute at some area. Once this maximum concentration is reached, the drying stage begins. This transition occurs at a time \( t_f \) that can be determined by equating concentration in the filling stage solution to the saturation concentration of solute, denoted symbolically as \( C_f \). This maximum concentration is achieved at a position of \( L_f \), which is different from the length of the channel \( L_0 \) as a result of the zero diffusion assumption as well as the assumption that there is no evaporative flux through the end of the channel. The calculation of the position and time of the transition to the drying stage is performed in Appendix C, resulting in
\[ L_f = L_0 \left( 1 - \frac{C_0}{C_f} \right) \]  
\[ t_f = t_s \ln \left[ \frac{C_f}{C_0} \right] \]

In the case where diffusion is neglected \((k_2 = 0)\) the Equation 3.26 reduces to

\[ \frac{\partial \tilde{C}_m}{\partial \bar{t}} = \frac{\partial \tilde{C}_m}{\partial \bar{z}} \left( \bar{z} - \frac{L(\bar{t})}{L_0} \right) + \tilde{C}_m \]  
\( (3.34) \)

The boundary conditions that must be satisfied by the solution are given by Equations 3.27 and 3.28 and the initial condition by Equation 3.29. The equation may be further simplified in the case that the drying is a quasi-steady process. In this case, the magnitude of the time derivatives of concentration in Equation 3.34 are small in comparison to the other terms in the equation. In the drying stage, these time derivatives of concentration must be driven only by the fact that the length of the channel is a function of time. Considering a mass balance on the system, this term will be small provided that the maximum concentration in the channel is much larger than the initial concentration \((C_f >> C_0)\). Therefore, the fundamental equation becomes

\[ \frac{\partial \tilde{C}_m}{\partial \bar{z}} \left( \bar{z} - \frac{L(\bar{t})}{L_0} \right) + \tilde{C}_m = 0 \]  
\( (3.35) \)

However, the equation given above is only a first order differential equation in the concentration. This means that only one boundary condition on the concentration can be satisfied, when in reality the concentration is fixed on either side of the channel. A simple adjustment can be made to the equation, which is the equivalent to enabling some flux of solvent to evaporate through the end of the channel. This is done by replacing the length of the channel \(L(\bar{t})\) by an effective length represented by \(L_x(\bar{t})\), where \(L_x(\bar{t}) > L(\bar{t})\). The use of an effective length enables the boundary conditions at both ends of the channel to be satisfied. The equation therefore becomes

\[ \frac{\partial \tilde{C}_m}{\partial \bar{z}} \left( \bar{z} - \frac{L_x(\bar{t})}{L_0} \right) + \tilde{C}_m = 0 \]  
\( (3.36) \)

The solution to the above equation may be found by simple integration. The boundary condition on the left end of the channel is used to find the constant of integration, and the boundary condition on the right side of the
channel is used to find the relationship between \( L_x(t) \) and \( L(t) \). At this point, a control volume balance is used to relate the time rate of change of the mass of solute in the control volume to the flux of solute through the inlet to the channel. This mass balance is used to find the wet length of the channel as a function of time, \( L(t) \), which is the desired result. The details of this calculation are given in Appendix C, resulting in

\[
L(t) = L_f \exp \left( -\frac{C_0}{C_f} \frac{t - t_f}{t_s} \right) \tag{3.37}
\]

The solution to the wet length as a function of time is plotted in Figure 3.3. It is seen that the wet channel length decreases at slower rates as the drying process progresses, asymptotically approaching the full channel length at long times.

### 3.4 A Numerical Solution to the Solute Dispersion Problem

In actual operation, the solute in the ink is subject to random forcing and therefore motion that results in solute diffusion. The analytical solution described above neglects diffusion, and therefore has only limited applicability to a real system. However, such an analytical solution is not possible when the extra diffusion terms are included in the governing equation. Therefore, a numerical solution must be developed.

Similar to the analytical solution, the process is broken into a filling and a drying stage, depending on whether the maximum concentration of nanoparticles has been reached at any point in the channel. For the filling stage, the fundamental equation is given in Equation 3.16 with boundary conditions given in Equations 3.17 and 3.18 and an initial condition described by Equation 3.19. For the drying stage, the fundamental equation is given in Equation 3.26 with boundary conditions given in Equations 3.27 and 3.28 and an initial condition described by Equation 3.29. The diffusion coefficients for the system, represented by \( k_2 \), are found by considering the Taylor dispersion of solute due to the velocity gradients in the full, three-dimensional system. The process of obtaining these coefficients, along with the exact form of the coefficients, are described in Appendix A for a cylindrical duct and Appendix B for a rectangular duct.

The numerical solution is obtained by discretizing the governing equation using a finite difference method. The time derivatives are approximated
Figure 3.4: Numerical solutions, including diffusion, for (a) concentration as a function of position for various times during the filling stage, and (b) wet channel length as a function of time during the drying stage. For each, the corresponding analytical solutions are shown as black dotted lines.

using a forward difference, contributing to the simplicity and stability of the solver. Spatial derivatives are approximated using a center difference when possible, and either forward or backward derivatives for points at the ends of the channel. At each point, a diffusion coefficient is calculated using the analytical solution for the velocity at that location as given in Equation 3.12. When necessary, spatial derivatives of the diffusion coefficient are calculated using similar finite difference methods. The accuracy of the solver is ensured by using a sufficiently small spacing in both time and position.

The results for the concentration as a function of position and time for a square duct, along with the equivalent solutions from the no-diffusion analytical solution, are shown in Figure 3.4. It is seen that the results from the numerically obtained solution closely follow the analytical solution, except that steep concentration gradients in the analytical solution are smoothed out by the finite diffusion in the system. The results for the numerically obtained wet length of the channel as a function of time during the drying stage is also given in Figure 3.4, along with the equivalent analytical solution. It is seen that these two solutions are nearly indistinguishable, showing that diffusion has little effect on the drying of the channels.

While the actual process described here uses a square duct, the solution for the dispersion coefficient is significantly simplified by using the dispersion coefficient for a cylindrical duct. That is, the square duct solution contains numerous nested infinite sums which must be evaluated with a sufficiently high number of terms in order to get a sufficiently accurate value for the dispersion coefficient. Since, in general, there is a different
velocity at each point in the channel and at any given time, this coefficient must be calculated many different times. The computational complexity of the numerical solution can be reduced by using the explicit solution for a cylindrical duct, using the hydraulic radius $R_h$ of the rectangular duct that is given by

$$R_h = \frac{bh}{b + h} \quad (3.38)$$

where $b$ is the width and $h$ the height of the square channel. The error incurred by approximating the dispersion coefficient using a cylindrical channel is small, provided that the width and height of the channels are nearly equal, as shown in Figure 3.5 for a square channel. As the aspect ratio of the channel differs from 1:1, the error in the approximation increases. This is shown in Figure 3.5, where the aspect ratio of a rectangular channel is changed while keeping the cross sectional area of the channel the same. Aspect ratios that are farther from 1:1 exhibit decreased levels of Taylor dispersion, on account of the increased presence of the wall and corresponding lower overall velocity gradients.

### 3.5 Experimental Verification of the Solute Dispersion Model

To verify the applicability of the models described above, the filling process was observed experimentally and compared to the numerical model described above. The filling was performed using an ink consisting of 3.5 wt% of gold nanoparticles with a hexanethiol monolayer in an alpha-terpineol solvent. The channels were initially filled with clean alpha-terpineol. The gold nanoparticles were chosen due to their high visibility in the ink, and the solvent for its low vapor pressure and therefore slow evaporation speed. The filling process was performed at a constant temperature of 75°C. During the filling process, optical images were taken using a Canon 5D Mark II camera with a Canon EF 100 mm f/2.8 macro lens with a working distance of 8 cm. Continuous video was taken of the filling process, and the video was subsequently split up into individual frames for analysis. Three such frames are shown in Figure 3.6. The resulting images were analyzed using Matlab (MathWorks) to convert the images to grayscale and subtract the background from the images. ImageJ was used to analyze the average intensity of the light in the images along the microchannels.
Figure 3.5: Numerical solutions for solute concentration as a function of position at various times for a rectangular (colored lines) and cylindrical (black dotted lines) channel with equivalent cross sectional area, for (a) 1:1 aspect ratio, (b) 2:3 aspect ratio, (c) 1:2 aspect ratio, and (d) 1:3 aspect ratio.

Figure 3.6: Optical images of the template filling with nanoparticle ink at three different times.
Figure 3.7: A comparison of the experimental results for the position of maximum concentration versus time to the theoretical model.

It is known that the light intensity is related to the nanoparticle concentration, with darker areas containing more nanoparticles. However, the light intensity is not necessarily directly proportional to the solute concentration. Since the location of the maximum light intensity is easily tracked and corresponds identically to the location of the maximum nanoparticle concentration, the location of the maximum light intensity was tracked and plotted as a function of time.

The experimental results were compared to the results from the numerical model developed previously. The model used here was for solute dispersion in a cylindrical channel, chosen because of the computational simplicity as compared to the solution for a rectangular duct. Since the channel had an aspect ratio of nearly 1:1, the error in using this approximation is small. The inputs to the numerical model are all known from the experimental system except for the evaporation rate of the solvent, which is contained in the time constant term. This time constant was found by minimizing the least squared error between the theory and data. For the experimental data here, the time scale was found to be approximately $t_s = 31s$.

The comparison between the theory and the experimental data is shown in Figure 3.7. There is a strong agreement between the two curves, suggesting that the proposed model is indeed an accurate representation of the actual system.
3.6 Viscous Pressure Drop in the Channel

The patterning process consists of a reservoir that is kept at atmospheric conditions and a channel in which flow is driven by evaporation. Viscous losses in the moving fluid create a pressure drop across the length of the channel, resulting in a pressure inside the channel that is lower than the atmospheric pressure seen in the reservoir. These viscous losses are especially important due to the fact that the viscosity of the nanoparticle or polymer ink increases exponentially with increasing solute concentration, enabling potentially high pressure gradients.\textsuperscript{105–107} Such pressure drops, coupled with the finite modulus of elasticity of the templates, can lead to a loss in fidelity of patterned features. As will be discussed in Chapter 4, such a loss in patterning fidelity can be especially pronounced when PDMS is used as the template material due to its low Young’s modulus.

In this section, the pressure drop in the template is evaluated. The channels are modeled as having a circular cross section using the hydraulic radius as given in Equation 3.38 due to the simplicity of the resulting analysis and the fact that it is a reasonable approximation to the rectangular cross section used in the actual templates.\textsuperscript{108} Additionally, the one dimensional model with no diffusion is used as the model for the concentration of solute in the channel, again due to the simplicity of the model and its reasonable level of accuracy. To complete the analysis, the viscosity of the ink must be determined as a function of the concentration, followed by the pressure as a function of position and time. The resulting pressures can be used to evaluate the template distortion using a finite element model of the template.

3.6.1 Viscosity Variation with Solute Concentration

Both nanoparticle and polymer inks are known to vary as a function of solute concentration in an approximately exponential manner.\textsuperscript{105–107} However, to increase the accuracy of the model, the viscosity can be measured experimentally as a function of concentration. This is done for cellulose acetate polymer in NMP using a capillary flow viscometer. Briefly, pressurized air is used to drive the fluid to be measured through a capillary of known dimensions. The fluid exiting the capillary is collected in on a balance, allowing the weight of fluid to be monitored as a function of time. The known actuating pressure and the measured mass flow rate can be used to calculate the fluid viscosity using the Hagen-Poiseuille equation.\textsuperscript{108}
After calibrating the system by measuring the known viscosity of deionized water, the capillary viscometer was used to measure the viscosity of the ink as a function of solute concentration. First, the clean NMP was measured, resulting in a viscosity of 1.76 cP. This measured viscosity differs from that reported on the datasheet supplied by 3.85%, which is within an acceptable margin of error. Next, the viscosities of various concentrations of cellulose acetate in NMP were measured. These results, which are shown in Figure 3.8, confirm that the viscosity increases sharply with increasing concentration. For use in the determination of the pressure in the microchannel, an empirical relation is developed by performing a least-squares regression on a third-order polynomial. The resulting relation is

$$\eta(C_m) = 0.38C_m^3 - 0.19C_m^2 + 3.36C_m + 1.77$$  \hspace{1cm} (3.39)

where the viscosity $\eta$ has units of cP.

### 3.6.2 Pressure Versus Position and Time

With the viscosity as a function of concentration known, a model for the pressure drop due to fluid flow in the channel can be determined. For a cylindrical channel, the average velocity in the channel is shown in Appendix A to be

$$U_{avg} = \frac{R_b^2}{8\eta} \frac{dP}{dz}$$  \hspace{1cm} (3.40)
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The average velocity in the channel is equivalent to the velocity in the one-dimensional model, given in Equation 3.12. Substituting and solving for the pressure gradient results in

\[
\frac{dP}{dz} = \frac{8P_p q^2}{AR_h^2} \eta(L - z) \tag{3.41}
\]

In terms of the dimensionless variables used previously, this becomes

\[
\frac{1}{L} \frac{dP}{dz} = \frac{8L}{t_s R_h^2} \eta(1 - \bar{z}) \tag{3.42}
\]

\[
\frac{dP}{dz} = \frac{8L^2}{t_s R_h^2} \eta(1 - \bar{z}) \tag{3.43}
\]

At this point, it is convenient to define a dimensionless pressure as \( \bar{P} = \frac{P}{P_0} \) where \( P_0 = \frac{(8L^2 \eta_0)/(R_h^2 t_s)}{\eta_0} \) and \( \eta_0 \) is the viscosity of the bare solvent. Physically, the scaling factor \( P_0 \) represents the pressure loss in the channel that would exist if only clean solvent moved at the maximum flow rate throughout the entire channel. This results in

\[
\frac{d\bar{P}}{d\bar{z}} = \frac{\eta(\bar{z})}{\eta_0} (1 - \bar{z}) \tag{3.44}
\]

The pressure in the channel may be determined by integrating the above pressure gradient using the expression for the viscosity as a function of concentration from Equation 3.39 and concentration as a function of position from Equation 3.31. The resulting pressure as a function of position at various times for an ink with an initial concentration of 1% is shown in Figure 3.9(a). Here, the time is non-dimensionalized based on the time taken to reach the maximum pressure drop in the channel, as given by Equation 3.33. At time \( t/t_f = 0 \) the pressure in the channel is simply due to flow of clean solvent in the channel, while at time \( t/t_f = 1 \) the pressure is due to flow of ink with a concentration that increases along the channel length. Intermediate times show a concentration profile resulting from both ink and clean solvent existing in the channel at different locations.

The physical origin of the viscous losses suggests a potential method for reducing the magnitude of the negative pressure in the channels. Given that the pressure gradients are linearly dependent on viscosity and the viscosity is a strong function of concentration, the onset of the high viscosity region of fluid can be delayed until closer to the end of the channel by reducing the initial concentration of the ink. The variation in the maximum pressure drop across the channel is plotted as a function of initial ink concentration.
in Figure 3.9(b). At higher concentrations, the maximum pressure drop increases rapidly with increasing concentration, suggesting that high levels of template distortion could result in this region. At low concentrations, the pressure drop becomes independent of initial concentration, suggesting that any reduction of initial concentration in this region will increase patterning time without any corresponding reduction in template distortion. An optimum range of initial concentrations exists between these two extremes, where an appropriate balance between patterning time and dimensional fidelity can be achieved.

### 3.6.3 Template Distortion due to Pressure

Pressure differences in the channels will result in some elastic deformation of the template, causing discrepancies between designed and actual dimensions of patterned features. To provide an understanding of this phenomenon, a finite element model of the template is used together with the previously created pressure model to determine the magnitude and shape of this template distortion, which can then be verified by comparing the model to SEM images of actual patterned features.

In the finite element model, the template is approximated using alternating channels containing two different inks which are separated by a spacing equal to the width of the patterned features, as shown in Figure 3.10, which
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Figure 3.10: A schematic illustration of the finite element model. Alternating channels contain a similar ink with different initial concentrations, which lead to different pressures in the channels. This pressure difference can cause deformations in the channels due to bending of the wall separating the channels.

approximately matches the geometry of the templates used in the subsequent experiments. The inks used are presumed to be of the same materials but with a different initial concentration of solutes, resulting in two negative pressures of different magnitude inside these alternating channels.

A qualitative comparison of the finite element model and the experimental results, given in Figures 3.11(a) and (b), shows excellent agreement. The physical dimensions of the patterned features from the channels containing the more concentrated ink are smaller than those on the template, due to the bending of the walls between adjacent channels caused by the differential negative pressure. Conversely, the dimensions of features from channels containing the lower concentration ink are larger than those on the template, due to bending of the walls away from the channel with the higher pressure.

To quantify the magnitude of the deformation due to the flow of viscous ink in the template, the finite element model was used to find the dimensional distortion of features as a function of the pressure difference between adjacent channels. The result, given in Figure 3.11(c), shows that the dimensional distortion increases proportionally with the pressure difference between the two sets of channels. If the intent of the template is to have the patterned features be the size of the template, care must be taken to ensure that the magnitude of the pressure difference between adjacent channels remains sufficiently low, which can be done by either using ink with matched physical properties or by using inks with a sufficiently low initial concentration.

The validity of the pressure as a function of initial concentration was demonstrated experimentally by patterning two different concentrations of cellulose acetate ink in close proximity to a gold nanoparticle ink, which
Figure 3.11: (a) Finite element results for template deformation. The deformed surface is 1:1 scale, and the black lines are the undeformed shape. The surface is colored by x-displacement in µm. (b) SEM image of the experimental results using the same conditions as given in the finite element model, showing good qualitative agreement. (c) The channel width difference as a function of pressure difference from the solid model.

was kept at a constant initial concentration, on a polyimide substrate. The results, shown in Figure 3.12, demonstrate that a lower initial concentration of the cellulose acetate ink results in more similar dimensions between the gold and polymer lines, while use of higher concentration ink leads to a greater difference in dimensions between channels containing the two materials, which is as predicted by the above model.

### 3.7 Analysis of Results

The resulting models of the system provide important insight into the operation of the patterning system. These insights are listed below:

1. **Solute flux is driven mainly by convection.** A comparison between the numerical solution which contains diffusion and the analytical solution which assumes negligible diffusion, as was shown in Figure 3.4, shows that the resulting concentration profiles are nearly identical in most locations. The effect of diffusion is to smooth out steep concentration profiles located at the interface between the solute-containing
fluid and the solvent-free fluid. This suggests that the speed of the patterning process can be controlled simply by adjusting the evaporation rate of the solvent, such as by changing the system temperature or solvent vapor pressure in the surrounding environment. Additionally, enhancements to the processing speed of the system can be envisioned by changing the configuration of the template to maximize solvent diffusion through the vapor permeable polymers, lowering the time constant in a manner that is independent of the geometry of the template features.

2. **Diffusion is stronger at the inlet and weaker at the end of the channel.** The concentration gradient that exists at the interface of the fluid containing solute and the fluid without solute is steeper at the end of the channel than toward the inlet to the channel, as seen in Figure 3.4. This is due to the Taylor dispersion of solute being stronger closer to the inlet of the channel, on account of the higher average velocity and thus the larger velocity gradients at this location. This means that solute can efficiently concentrate at the end of the channel, bringing one single location to the saturation concentration while maintaining a strong concentration gradient which can prevent premature clogging in the channel at other locations.

3. **The location at which the maximum concentration is first reached is dependent on the concentration of solvent in the reservoir.** This can be seen clearly in Equation 3.32. The concentra-
tion of the ink should be sufficiently low as to not reach the saturation solute concentration before reaching the end of the channel. However, to maximize patterning speed, higher concentration inks are often desirable.

4. **Solute fills the channel smoothly from the end of the channel toward the inlet.** As the channel dries, there exists a persistent steep concentration gradient immediately prior to the dry location. As a result, the wet length of the channel smoothly and continuously decreases as the solvent dries, as seen in Figure 3.4. This ensures that all of the channel fills uniformly with solvent, preventing formation of any unwanted cracks or defects in the resulting pattern. Additionally, the wet length in the channel decreases quickly at first, gradually and asymptotically approaching zero. This behavior suggests that increased speed in patterning can be obtained by either using additional runway on the length of features which need not be filled with particles, or by increasing the concentration of ink in the reservoir during patterning to decrease the amount of solvent that must be removed from the ink to dry it in a decreased channel length.

5. **The pressure drop along the length of the channel may be controlled by the initial ink concentration.** High pressure drops can lead to distortion of the template, especially for templates with a lower modulus of elasticity. These pressure drops are due to the large increase in viscosity of the polymer and nanoparticle inks with increasing solute concentrations. However, such pressure losses and corresponding feature distortion can be controlled by adjusting and optimizing the initial solvent concentration.
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Advanced Template Materials for High Quality Patterning

A major limiting factor for high-resolution, three-dimensional patterning of polymers and nanoparticles in the process under development here is the templates used for molding the materials. In the current process, a change in the rheology of the ink is accomplished by simple evaporation of the carrier solvent through the template. Polymers with a high vapor permeability are ideal template materials as they allow solvent molecules to diffuse through the template without allowing passage of the solute. Currently, poly(dimethylsiloxane) (PDMS) is used as the template material, due to its common availability. However, while this material has sufficient vapor permeability for the patterning, its low modulus of elasticity and tendency to swell when exposed to solvents limits the attainable resolution, alignment, and structural fidelity. To solve this problem, a highly rigid, chemically robust, optically transparent and vapor-permeable poly(4-methyl-2-pentyne) (PMP) template is developed. This material was cast into templates having both microscale and nanoscale features, and then used to pattern a variety of nanoparticles and polymers. Using this template material, a resolution of better than 350 nm was achieved. The patterned features exhibit high dimensional fidelity with excellent control over all three dimensions.

In this chapter, the limitations of the current PDMS templates will be discussed, motivating the need for a new vapor permeable polymer material. Current vapor permeable polymer materials will be reviewed, and a template material will be selected. The process of synthesizing and casting...
the selected polymer to form the required patterning templates will then be described. Finally, results and discussion of the patterning process using this new template material will be presented.

4.1 Limitations of Poly(dimethylsiloxane) Templates

As mentioned previously, the physical properties of PDMS limit the attainable resolution, patterning fidelity, and alignment capability of the patterning process. These limitations are caused by the low Young’s modulus of the material and its tendency to swell when exposed to various solvents. The low Young’s modulus of PDMS causes high levels of distortion of the features with applied pressure. This pressure includes both the slight pressure used to ensure good conformal contact between the template and the substrate, as well as pressure from gradients formed by evaporation of solvent through the template and the corresponding flow of fluid through the template features. As discussed in Chapter 3, these fluidic pressures can be quite large due to the rapid increase in viscosity of nanoparticle and polymer inks with increasing solute concentration.\textsuperscript{105–107} Since the fluid flow is driven by evaporation and mass loss, the pressure inside the template features is less than atmospheric. Therefore, both the externally applied pressure and the internal fluidic pressure both act to diminish the size of features. Additionally, PDMS is known to swell when exposed to various solvents, which can in some cases cause substantial distortion.\textsuperscript{92} Like the distortion due to pressure, this swelling also causes features to diminish in size.

The problems associated with the distortion of the PDMS templates can be seen in the resulting patterns created with these templates, as shown in Figure 4.1. The features appear distorted, bowing in on the sides and the top. The dimensions of features are different from those patterned originally in the template, and sufficiently small features tend to pinch shut completely, limiting the ultimate resolution of the process. Poisson expansion of the template also tends to distort the template, limiting alignment capability over large areas. Additionally, since the factor determining the template distortion are different for different materials and solvents, the attainable resolution also varies depending on the specific ink chemistry used. For example, an aqueous solvent was used to pattern chitosan with a resolution of smaller than 5 µm, while patterning cellulose acetate with an organic NMP solvent is limited to a minimum feature size of approximately
Figure 4.1:  (a) The PDMS template is prone to distortion due to fluidic pressure forces, external pressure forces, and swelling by solvents. (b) A side view of gold nanoparticles on a polyimide substrate showing the distortion of the feature. (c) A top view of gold nanoparticles on a polyimide substrate showing the loss in dimensional fidelity due to template distortion.

15 \mu m due to the danger of smaller features being completely pinched off at some points due to template distortion.

4.2 Material Requirements for Templates

As the patterning process is driven by evaporation of solvents through a vapor permeable template, a high vapor permeability is paramount. The vapor permeability should ideally be as high as possible. However, the material should be non-porous to prevent fouling of the surface with solute, in order to ensure long template lifetimes. However, in addition to vapor permeability, high rigidity is also desired in order to prevent warping and distortion of the template as seen when using PDMS. Since the template is used to pattern a variety of materials dispersed in many different solvents, the template material should be compatible with many different solvents. The material must be able to be formed with microscale and nanoscale features, preferably by replication from a pre-fabricated master, enabling many polymer templates to be created from a single lithographically-created master. Since the evaporation of solvent is often assisted by increased temper-
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The template should have good thermal stability with a high glass transition or breakdown temperature. The template must also have sufficiently low surface energy, promoting good release of patterned features from the template. Finally, optical transparency is desired for simplified alignment between the templates and existing features on the substrate.

4.3 Vapor Permeable Polymers as Template Materials

Vapor permeable polymers have been studied extensively for application as membranes in gas separations.\textsuperscript{109–111} These vapor permeable polymer materials all possess a high fractional free volume, which allows gas molecules to easily diffuse through the polymer matrix.\textsuperscript{109} Of these polymers, those with the highest gas permeabilities are the substituted polyacetylenes,\textsuperscript{109} a few examples of which are shown in Figure 4.2. This class of polymers consists of alternating double and single bonds in an all-carbon backbone, similar to poly(acetylene), but with other side chains substituted in at locations which in poly(acetylene) would normally contain only hydrogen. The carbon-to-carbon double bonds prevents rotation of the backbone at these locations, providing rigidity to the polymer. Bulky side groups are then desired for the substitutions, which serves to hinder rotation of the polymer backbone around the single bonds. The inflexible nature of the polymer backbone forces the polymer into rigid, randomly coiled structures, preventing efficient packing and crystallization of the polymer. This poor packing leads to the high fractional free volume in the bulk polymer which provides the high vapor permeability.\textsuperscript{109}

The nature of these vapor permeable polymers is still a topic of active research. Using the simple operational principle given above, it stands to reason that larger, bulkier side chains could more efficiently prevent rotation about the single carbon-to-carbon bond and prevent packing of the polymer chains. However, this is not always the case, and, as shown in Figure 4.2 and Table 4.1, a material with a much more substantial side chain does not necessarily result in a more vapor permeable polymer.\textsuperscript{112,113}

Currently, the polymers with the highest vapor permeabilities are indan-based polyacetylenes, shown schematically in Figure 4.2. These rigid, glassy polymers contain both an indan group and a phenyl group as substitutions on the polyacetylene backbone, both of which are very bulky.\textsuperscript{112} The resulting vapor permeability for common gasses is quite high, as shown in Table
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Substituted Polyacetylenes

Indan-based Polyacetylene 2e

Poly(1-trimethylsilyl-1-propyne)

Poly(4-methyl-2-pentyne)

Poly[1-phenyl-2-(trimethylsilyl)phenyl]acetylene

Polydimethylsiloxane

Figure 4.2: Chemical structures of various polymers discussed in the text, listed from left to right in order of decreasing average gas permeability.

<table>
<thead>
<tr>
<th>Gas</th>
<th>Indan-Based Polyacetylenes</th>
<th>PTMSP</th>
<th>PMP</th>
<th>PTMSDPA</th>
<th>PDMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>36800</td>
<td>17000</td>
<td>5800</td>
<td>2600</td>
<td>890</td>
</tr>
<tr>
<td>$N_2$</td>
<td>16600</td>
<td>6300</td>
<td>1300</td>
<td>560</td>
<td>400</td>
</tr>
<tr>
<td>$O_2$</td>
<td>36800</td>
<td>9700</td>
<td>2700</td>
<td>1200</td>
<td>800</td>
</tr>
<tr>
<td>$CO_2$</td>
<td>44200</td>
<td>34000</td>
<td>11000</td>
<td>4900</td>
<td>3800</td>
</tr>
<tr>
<td>$CH_4$</td>
<td>35000</td>
<td>15000</td>
<td>2900</td>
<td>1600</td>
<td>1200</td>
</tr>
<tr>
<td>$C_2H_6$</td>
<td>-</td>
<td>26000</td>
<td>3700</td>
<td>2700</td>
<td>3300</td>
</tr>
<tr>
<td>$C_3H_8$</td>
<td>-</td>
<td>32000</td>
<td>7300</td>
<td>4400</td>
<td>4100</td>
</tr>
<tr>
<td>$n-C_4H_{10}$</td>
<td>-</td>
<td>102000</td>
<td>26000</td>
<td>20000</td>
<td>16000</td>
</tr>
</tbody>
</table>

Table 4.1: Permeabilities of various polymers to some common gases.

4.1. However, since these materials have only been discovered relatively recently, there is still substantial room for improvement in the synthesis procedure as well as much work remaining in characterization of the polymer, limiting their applicability to the current process temporarily.

Other substituted polyacetylenes include poly(1-trimethylsilyl-1-propyne) (PTMSP) and poly(4-methyl-2-pentyne) (PMP), shown schematically in Figure 4.2. It is noted that in both PTMSP and PMP, the side chains can exist in both cis- and trans-configurations about the carbon-to-carbon double bond. This cis/trans isomerism can be controlled using different catalysts during the polymer synthesis.109 Like the indan-based polyacetylenes, these polymers are rigid and glassy, having high fractional free volumes and possessing very high vapor permeabilities.111 The struc-
Chapter 4: Advanced Template Materials for High Quality Patterning

Table 4.2: Solubility of various vapor permeable polymers in common solvents. X = soluble, O = insoluble, - = no data available.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Indan-Based Polyacetylenes</th>
<th>PTMSP</th>
<th>PMP</th>
<th>PDMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>cyclohexane</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O</td>
</tr>
<tr>
<td>toluene</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>chloroform</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>tetrahydrofuran</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>dimethylformamide</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>methanol</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>n-heptane</td>
<td>-</td>
<td>X</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>carbon tetrachloride</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>O</td>
</tr>
<tr>
<td>acetone</td>
<td>-</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>methyl ethyl ketone</td>
<td>-</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>n-methylpyrrolidone</td>
<td>-</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>References</td>
<td>112</td>
<td>117-120</td>
<td>121</td>
<td>92</td>
</tr>
</tbody>
</table>

The polymer has no glass transition temperature, enabling its usage at elevated temperatures, and is optically transparent, allowing registration by optical alignment.

4.4 Poly(4-methyl-2-pentyne) Synthesis, Characterization and Casting

4.4.1 Polymer Synthesis

Poly(4-methyl-2-pentyne) was synthesized following the method of Morisato et al., which in turn follows that developed by Masuda et al. Details of the synthesis procedure are given in Appendix D. Briefly, a monomer solution is prepared by dissolving 4-methyl-2-pentyne in toluene. A separate...
catalyst solution is prepared by dissolving niobium pentachloride and triphenyl bismuth in toluene. The catalyst solution is heated, and the monomer solution added dropwise while stirring vigorously. The polymerization reaction occurs by coordination polymerization, whereby units of monomer are added to the growing polymer chain through an organometallic active site. Coordination polymerization is a form of addition polymerization, where no initiator is necessary and no reaction byproduct is formed. It is noted that all processing steps above are done in a nitrogen environment due to the tendency of niobium pentachloride to hydrolyze when in the presence of oxygen. Following polymerization, the gelled polymer is dissolved in solvent and then precipitated and filtered, several times, to remove the catalyst. The filtered polymer is then dissolved in cyclohexane to a concentration of approximately 1% for subsequent processing. The resulting yield of the polymerization reaction and filtering was approximately 63%.

4.4.2 Properties Characterization

Following synthesis, the structure of the synthesized polymer was confirmed using Fourier transform infrared spectroscopy (FT-IR). Some polymer was cast onto a silicon wafer, using the method described below, which was then analyzed. The resulting spectrum, shown in Figure 4.3, matches well to those reported in the literature, indicating that the polymer was indeed synthesized correctly. Additionally, the cast PMP polymer had a measured density of $7.3 \pm 0.9 \text{ g/cm}^3$ and a water contact angle of approximately $105^\circ$, which is similar to previous works.

The modulus of elasticity of the PMP was determined experimentally by using differential deflection of two cantilever beams, as shown in Figure 4.4. A cantilever beam of the PMP polymer was mounted on a rigid support and was deflected using a second cantilever of polyimide with known modulus of elasticity mounted on a moving stage. The two polymers were not rigidly connected, so only shear forces and no moments are transferred between the two beams. The ratio of the displacement at the point of contact between the two beams to the applied displacement was measured. The deflection of the junction between the two beams is simply the deflection of a cantilever beam with an end load opposite a single fixed support, given by

$$
    d_{|c|t} = \frac{FL_t^3}{3E_tI_t}
$$

where $F$ is the force transferred between the two beams, $L_t$ is the length of
Figure 4.3: Results from the FT-IT spectroscopy on a sample of PMP, showing (a) the full spectrum and (b) a magnified view of the fingerprint region, with the location of peaks labeled.

the beam of material under test, $I_t$ is its moment of inertia, and $E_t$ is the Young’s modulus of the material under test. The reference deflection can be found in a similar way, resulting in

$$d_{ref} = d_{jct} + \frac{FL^3}{3E_r I_r}$$

where the subscript $r$ refers to the reference material. Combining the two equations to eliminate the unknown force and simplifying the resulting expression gives

$$E_t = E_r \left( \frac{d_{ref}}{d_{jct}} - 1 \right) \left( \frac{b_r}{b_t} \right) \left( \frac{h_r}{h_t} \right)^3 \left( \frac{L_t}{L_r} \right)^3$$

Here, the deflections can be measured in the experimental setup, and all other properties are known. Using this methodology, the Young’s modulus for both PDMS and PMP were measured, with several samples of each material being used at several different deflections. The average value for all the measurements on a given material was used as the Young’s modulus value, and the standard deviation of the measurements was used as the uncertainty in the measurement. The modulus of elasticity for the PMP was determined to be $1.6 \pm 0.3$ GPa. For comparison, the modulus of
4.4.3 Template Casting

PMP templates were created from the synthesized polymer by solvent casting. It is noted that standard polymer processing methods, such as injection molding or hot embossing, are not possible with PMP due to the lack of a glass transition temperature; the PMP breaks down before softening. Solvent casting is a viable alternative which, similar to injection molding or embossing, allows multiple templates to be created from a single master, reducing the cost per template.

In the solvent casting procedure, a silicon wafer containing the positive of the desired polymer or nanoparticle patterns is first created using standard photolithography. The pattern is then encircled by a metal casting ring, as shown in Figure 4.5. The casting ring must be completely impermeable to solvent liquids and vapors, and metal is chosen due to its high availability and machinability. This casting ring is affixed to the silicon wafer using epoxy. The PMP dissolved in cyclohexane is then poured into the casting ring. A vapor permeable PDMS membrane, which contains metal struts to manage stresses and reduce bending when the PDMS membrane swells when
exposed to solvent vapors, is placed above the metal casting ring. The vapor permeable membrane is necessary to establish a slow, controlled evaporation rate which enables uniform drying of the polymer film and limits residual stresses in the final cast film. The membrane is held in contact with the casting ring using a simple clamping mechanism created from acrylic, which holds the membrane in contact with the casting ring at the edges and allows the back of the PDMS to remain exposed to the environment. The system is placed in a fume hood and the cyclohexane allowed to evaporate completely. When dry, the PDMS membrane is removed, and the cast PMP membrane gently removed from the casting ring by pulling with tweezers. The PMP films were then mounted on PDMS backings, using only the natural van der Waals forces for adhesion, allowing for easy handling and an even distribution of pressure across the PMP films when pressing into the substrate during patterning.

Optical and scanning electron microscope (SEM) images of the PMP template are shown in Figure 4.5. The dimensions of the template in the lateral and vertical dimensions were characterized by measuring the ratio of the pitch and height of the both micro- and nanolines on the template to those on the master. The dimensions on the template were found to match those on the master to within the margin of error for the measurement, indicating excellent pattern transfer.
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4.5 Patterning Results and Analysis

The cast PMP templates were used in the patterning process described previously for patterning both nanoparticles and polymers. To begin, an initial characterization of the process was performed using cellulose acetate dissolved in acetone at room temperature. A direct comparison of the processing capabilities of the PMP template with the current standard PDMS template was made by patterning similar microscale structures on silicon substrates using each of the two different types of template. The process used for both template materials was identical, except that a higher contact pressure was used for the PMP to ensure good contact with the substrate due to its much higher Young’s modulus. That is, the PDMS was held in contact with the substrate with approximately 7 kPa of pressure and PMP was held with approximately 28 kPa of pressure. The results of the patterning are shown in Figure 4.6. Feature definition is greatly improved using the PMP templates because the template is much better able to retain its shape under the pressures applied to the template during patterning, on account of the higher Young’s modulus of the material. The patterning fidelity is improved insofar as the patterns created with the PMP template much better match to the designed patterns on the master. In the cross-section, while the features patterned with the PDMS template show some bowing of the walls and the top of the features, the features patterned with the PMP template have very vertical sidewalls and flat tops.

High resolution and multi-scale patterning was also demonstrated using the PMP template material. A master was fabricated which contained 25 µm wide and 2 µm tall lines at a pitch of 50 µm, between which were nanolines with 336 nm width, 840 nm pitch, and 283 nm depth. This master was created by performing standard photolithography on top of a nanopatterned silicon stamp purchased from LightSmyth Technologies. After patterning, micro and nanolines were observed to be successfully patterned over a large area. The results are shown in Figure 4.7. Both types of lines are patterned simultaneously, despite their very different lateral and vertical dimensions. The dimensions of patterned lines match those of the template to within our measurement uncertainty, indicating proper pattern transfer.

Following initial characterization of the patterning process using cellulose acetate, silver and gold nanoparticles were patterned. The silver nanoparticles were encapsulated in a hexanethiol monolayer and suspended in toluene, while the gold nanoparticles are encapsulated in a hexanethiol monolayer and suspended in alpha-terpineol. The silver nanoparticles were
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Figure 4.6: A comparison of cellulose acetate patterns on a silicon substrate created using PDMS and PMP templates. (a) A top view of patterned microlines, showing that lines created with PMP templates are much smoother and straighter, with dimensions true to those on the original template. (b) A side view of patterned microlines, showing that lines created with PMP templates have smoother, more vertical sides and flat tops.

Figure 4.7: SEM micrographs of high resolution cellulose acetate lines on silicon patterned using a PMP template.
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Figure 4.8: (a) An SEM micrograph (top) and EDX data (bottom) for silver nanoparticles patterned on a polyimide substrate. The boxed numbers on the SEM image indicate the positions where the EDX data was acquired. (b) An SEM micrograph of gold nanoparticles patterned into nanoline configurations on silicon. (c) (left) A cellulose acetate sheet on silicon, patterned with alignment to existing gold electrodes. (right) Zinc oxide nanoparticle patterns created using a lift-off method described previously in Chapter 2.

patterned into microlines on a polyimide substrate at room temperature. A thin layer of gold was sputtered on the resulting patterns to allow for SEM imaging of the lines on the polymer substrate, and energy-dispersive x-ray spectroscopy (EDX) was used to characterize the patterning. The results are shown in Figure 4.8. Strong peaks of silver and gold are seen in the patterned areas, resulting from the nanoparticles and the thin layer of gold used for imaging, with small peaks of carbon and oxygen resulting from the hexanethiol monolayer and polyimide substrate. Only carbon, oxygen, and gold are detected between the patterned lines, and no trace of silver is observed. This analysis indicates that no residual layer is formed between patterned lines in the PMP template, which in turn proves that a good seal formed between the PMP and the substrate despite the increase in Young’s modulus of the polymer as compared to PDMS templates.

Gold nanoparticles were patterned on a silicon substrate into nanolines having a width of 314 nm and a pitch of 810 nm, as shown in Figure 4.8. The patterning was done at a temperature of 70°C to facilitate evaporation
of the solvent. The results were similar to those of the cellulose acetate patterns created previously. However, the heights of the gold nanoparticle features show some slight variation along the length of lines, which could be due to oxidation of the hexanethiol monolayer on the particles and some reflow resulting from the corresponding reduction in volume. The ratio of the height of the gold nanolines to the measured height of the template used in patterning was $0.85 \pm 0.05$, indicating that some volume shrinkage did indeed occur. Since this volume reduction occurs while the template is still in place, the side walls remain straight and only the vertical dimension is reduced. The non-uniformity of the height is suspected to be the result of a Plateau-Rayleigh instability that forms as the vertical dimension is reduced. The distance between peaks of this waviness were measured, and it was found that the wavelength was $1.4 \pm 0.5 \mu m$. This is similar to the calculated wavelength at which instabilities would grow fastest, which is calculated to be $1.38 \mu m$ for lines of these dimensions.\textsuperscript{126}

Finally, the ability to create multi-level patterning was demonstrated by patterning zinc oxide (ZnO) nanoparticles on top of previously defined gold electrodes, using a mechanical lift-off process described previously in Chapter 2. ZnO nanoparticle patterns were made by first patterning a perforated cellulose acetate sheet using the method described above, depositing ZnO nanoparticles into the patterned perforations using the natural evaporation of a sessile droplet, and removing the weakly-adhered cellulose acetate sheet mechanically using crepe paper masking tape, leaving the nanoparticle patterns behind. The alignment between the PMP template and the gold electrodes was done using a press consisting of precision vertical and horizontal alignment stages together with an optical microscope with a long working distance. The alignment was done through the optically transparent PMP template, which was mounted on PDMS and adhered to glass by van der Waals forces. Unlike the process described previously, the more rigid PMP template was used as the template material, rather than the rubbery PDMS, allowing the template to be aligned to the substrate much more easily and eliminating the Poisson expansion of the template with applied pressure. The patterned cellulose acetate sheet and the final ZnO nanoparticle patterns are shown in Figure 4.8, showing that good alignment was achieved.
4.6 Future Directions

The above work proves that vapor permeability and rigidity can be decoupled, ensuring that a robust template which will not bend or distort under pressure can be created for use in permeation-based patterning. However, other substituted polyacetylenes beyond just PMP should be examined for use as a template for patterning. Indan-based polyacetylenes have higher vapor permeabilities and, depending on the specific chemical arrangement, can have greater solvent compatibility than the PMP. The surface chemistry of these polymers may or may not be better in terms of solvent wettability and release properties, and should be investigated further.

Additionally, the masters used for creating the PMP templates, while operable, are not ideal. The adhesion between the template and the master is strong, and can lead to damage of the template or the master after creation of several templates. Masters with lower adhesion may therefore lead to longer lifetimes and therefore more templates created per master, reducing the cost per template and thus the cost per pattern. Therefore, methods of creating masters from different materials with weaker adhesion to the cast template material should be investigated.

Similarly, the process for creating the masters by solvent casting are currently very slow. Such a slow evaporation is required to prevent high residual stresses in the templates. However, the long processing time causes a higher cost per template. Optimization of the solvent casting procedure can therefore lead to higher throughput template creation while maintaining high quality feature reproductions.
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A Continuous, Roll-to-Roll Patterning Process

Systems capable of creating sensors and electronics in a continuous, roll-to-roll manner have received much attention recently. As demonstrated in the graphic arts, these systems are capable of creating products rapidly, in large volumes, over large areas, and in a scalable manner. These factors all lead to a reduction in the ultimate cost of the product.

In the process described in previous chapters, high resolution and high fidelity patterns are created in a stamp-and-repeat process. This process is particularly beneficial because it is completely additive, with no etching steps required after patterning, and can be done in standard atmospheric conditions. As a result, the process is amenable to conversion to a roll-to-roll process. Such a conversion could result in several additional benefits for the system. First, throughput is increased as the substrate handling is integrated with the patterning, increasing the utilization of the patterning step. The integration of the material handling and patterning also simplifies the substrate handling, reducing the system cost. Continuous patterns can be created from a carefully constructed belt containing no seams, enhancing the area of the substrate utilized for patterning and reducing waste. Long patterning runs are possible, as the system is easily automated and requires a low amount of operator input.

This chapter will discuss the development of a continuous, roll-to-roll process. The proposed system will be described, and important design considerations for such a system will be discussed. A prototype system will
be shown along with patterning results from such a system, demonstrating the proof-of-concept for the proposed roll-to-roll system.

5.1 Process Description

The concept for a roll-to-roll process using the patterning method described in previous chapters is shown in Figure 5.1. Here, the patterns are created on the substrate using a patterned vapor-permeable polymer. However, instead of a stamp, a continuous belt is used. A flexible substrate onto which the patterns are to be made is rolled over a substrate roller, where it is brought into contact with the patterned belt. The belt features are filled with solvent by maintaining a solvent meniscus at the point of contact between the belt and the substrate. As the belt makes contact, excess solvent is excluded from underneath the belt, with any residual solvent layer evaporating through the vapor permeable polymer belt and leaving no residual layer behind. The nanoparticle or polymer ink is then introduced to ink reservoirs in the template, which may either be on the side or through the back of the belt. The solvent is then evaporated through the vapor permeable belt, causing a negative pressure that forces the ink to flow into the belt features. Further evaporation of solvent causes the solute to become concentrated inside the belt features. When the solute fills the features completely and the solvent is completely evaporated, the belt is rolled off of the substrate, leaving the patterned solute on the substrate. The belt is then cleaned to ensure that any residual solute is removed from the surface of the belt, dried to remove solvent vapors from the interior of the belt, and returned to the substrate for additional patterning.

This design was chosen due to the high level of adaptability. Belts are easily created with many different types of patterns and designs, as they can be cast directly from masters on rigid substrates created using traditional photolithography. Therefore, the system is easily changed to new configurations during the prototyping phase. This is in contrast to other system designs, such as patterned rollers, are substantially more difficult to create. It is noted that other system designs may be better for an actual manufacturing setting, where such high levels of adaptability are not necessary.
Figure 5.1: A schematic of the roll-to-roll patterning concept. A belt is rolled into contact with a substrate in the presence of solvent, filling the belt features. A nanoparticle or polymer ink is introduced to open ends of features, and evaporation of solvent through the vapor-permeable belt causes the features to fill with solute. When dry, the belt is rolled off from the substrate, where it is cleaned, dried, and returned for continued patterning.

5.2 Design of Belts for Roll-to-Roll Patterning

The requirements of the belts used in the roll-to-roll patterning process are similar to the requirements for the templates in the stamp-and-repeat process discussed in Chapter 4. This includes high vapor permeability, high chemical and thermal stability, optical transparency, low surface energy, and high rigidity. However, in addition to these requirements, the belts must also be sufficiently mechanically robust in order to handle the tension required to supply the contact pressure between the belt and the substrate and the repeated bending as the belt travels over rollers a large number of times.

Considering the set of vapor permeable polymers examined in Chapter 4, none of these materials satisfy all of the requirements for a roll-to-roll belt. That is, these materials are typically not mechanically robust enough to handle the necessary tension and bending conditions seen in such a belt. However, by combining these materials with fibers of a more mechanically robust material, all requirements can be satisfied. The fibers carry the tension required in the belt without interfering with the patterning or vapor permeability, and the vapor permeable polymer rides on the fibers, providing
Chapter 5: A Continuous, Roll-to-Roll Patterning Process

Figure 5.2: Schematic diagrams and photographs of (a) the PDMS-aramid fiber composite belt, and (b) the PMP-PDMS-aramid fiber composite belt.

Two types of vapor permeable belts were made, using both the PDMS and the PMP polymers described in Chapter 4. These belts are shown in Figure 5.2. The master for the PDMS template was made using standard photolithography. The master was then coated with a 10:1 mixture of PDMS prepolymer and crosslinker, which was reduced to an approximately 200 µm thin layer by blowing with compressed air followed by a 1h rest to ensure a uniform polymer film. The polymer was then partially crosslinked by heating on a hotplate at 60 ºC for approximately 10 min, or until the polymer was highly viscous but not yet solid. A woven aramid fiber was coated with a thin layer of PDMS, which quickly soaked into the aramid fibers by capillary action. This PDMS-aramid composite was then pressed into the partially-cured PDMS on the master, and allowed to cure fully on the hotplate at a temperature of 75 ºC for approximately 2 h. When cured, the PDMS was removed from the silicon wafer master and excess PDMS was cut from the edges of the aramid fiber.

The PMP belt was made in a slightly different manner. The PMP feature layer was created by casting on a silicon wafer master using a metal casting ring and PDMS gasket, as described in Chapter 4. When fully dry, the PMP feature layer was removed from the master by pulling gently with tweezers. Excess PMP was cut from the edges of the template with scissors. Both the back of the PMP feature layer and a woven aramid fiber was then painted with PMP dissolved in cyclohexane, and the feature layer was affixed to the aramid fibers by pressing briefly, followed by allowing the solvent to
dry at room temperature for 1 h with no externally applied pressure. The back of the fiber network was then painted with a 10:1 mixture of PDMS prepolymer and crosslinker, which allows for better stress handling in the belt and a longer belt lifetime. The PDMS was cured on a hotplate at 75 °C for around 2 h.

5.3 Prototype Design

A schematic of the prototype system is shown in Figure 5.3, and the actual system is shown in Figure 5.4. The full system is approximated by a discrete section of belt. The substrate is attached to the substrate roller with tape, simulating the intimate contact between the two and ensuring no slippage even though the full substrate handling system is lacking. The substrate roller is affixed to a stationary frame through a bearing. The actuation of the substrate roller is done by pulling on a wire tether wrapped around the substrate roller. The belt is attached to the substrate roller by a pin through the center of the belt. The pin joint forces the belt to make contact with the substrate roller at that location and provides an anchor for the applied tension to the belt. However, this pin joint can not carry any moments, simulating the condition that would exist in the belt at that location. It is noted that while stresses are concentrated at the center of the belt around the pin joint, these stresses will distribute across the width of the belt far from the pin joint. The patterned area of the belt is therefore separated from the pin joint by a distance sufficient to adequately distribute these stresses. The opposite end of the belt is sewn into a loop, into which a steel dowel rod is placed. Weights are applied to the steel dowel rod, which are used to apply the desired tension to the belt. Again, the location of the weights are separated from the patterned area of the belt sufficiently to distribute any uneven stresses.

The patterning process is simulated by rolling the belt onto the substrate in the presence of clean solvent, patterning the solute from an appropriate ink while the system is stationary, and then removing the belt by rolling it off of the substrate. The filling is performed by turning the substrate roller by pulling on the tether while at the same time using a syringe to supply clean solvent to the point of contact between the belt and the substrate. When the area of interest is filled, the rotation of the substrate roller is stopped and a syringe is used to apply ink to fluid reservoirs in the belt. Evaporation of solvent draws the ink into the belt features and concentrates
Figure 5.3: A schematic of the prototype roll-to-roll patterning assembly. The substrate is attached to the substrate roller, and the belt pinned to the same. The belt is tensioned using a weight, and the rotation of the substrate roller controlled by moving an anchor (not shown) attached to a tether wound around the roller.

Figure 5.4: A photograph of the actual prototype roll-to-roll patterning assembly.
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Figure 5.5: SEM micrographs of cellulose acetate on polyimide created using a PDMS-aramid fiber composite belt.

the solvent. When the system is completely dry, the belt is removed by turning the substrate roller in the opposite direction by allowing the tether to wind around the substrate wheel. The belt detaches from the substrate and the patterned substrate is removed from the roller.

5.4 Patterning Results

The results of patterning with the prototype system are shown for the PDMS belt in Figure 5.5 and for the PMP belt in Figure 5.6. The PDMS belt is used to create features with quality similar to that of the stamp-and-repeat process. Some distortion of features is seen due to the low Young’s modulus of the material coupled with the pressure applied between the belt and the substrate as well as the tendency of this material to swell when exposed to solvents. Any additional distortion caused by the tension applied to the belt is minimal, due to the tension forces being carried mostly by the more rigid aramid fibers rather than the flexible PDMS.

The belt containing PMP is also used to successfully create features having improved quality as compared to those created using the PDMS belt. This improvement in quality is due to the higher Young’s modulus of the PMP. However, results over large areas are still in need of improvement, due to several challenges that remain in creating and using the PMP-aramid fiber composite belts. The current method of attaching the PMP to the aramid fibers can cause the PMP layer to warp and distort locally. This distortion, together with the high Young’s modulus of the material, prevents the belt from contacting the substrate in all areas. This causes patterns to be transferred only in limited areas while also increasing the
Figure 5.6: SEM micrographs of cellulose acetate on polyimide created using a PMP-PDMS-aramid fiber composite belt, each taken with a 45° tilt to show the height of lines.

Figure 5.7: A schematic image of a next generation belt. The vapor permeable polymer is integrated with fibers along the axial direction. Template features are connected to ink reservoirs in the back of the belt, each of which can be filled with a different ink.

5.5 Future Directions

The prototype system developed here is far from a complete roll-to-roll system as would be used in a manufacturing setting. Further development of such a system would require design of the complete system including a closed belt path, variable tensioning across the width of the belt, a belt cleaning and drying system, and an ink and solvent delivery system. The belts themselves also require substantial development to enable continuous
patterns along the length of the belt and to increase the mechanical robustness. An example of such an improved belt system is shown in Figure 5.7. First, a better system for integrating proper amounts of aramid fibers, in the proper configurations, into the PDMS or PMP belts must be developed. Next, a better system for loading ink into the belts should be developed, which can be done by loading ink into dedicated reservoirs in the back of the belts. Such changes to the belts would, of course, require corresponding changes in the overall system, including the ink handling and belt cleaning processes.
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Applications

As a practical demonstration of the developed patterning process for manufacturing, two applications were developed. First, low temperature metallization was achieved using gold nanoparticles. These nanoparticles were patterned using the methods described previously, and then sintered at low temperatures to form conductive traces. Next, an ultraviolet light sensor was created from zinc oxide nanoparticles patterned between two electrodes. The high surface area of the nanoparticles enables the high sensitivity of the resulting sensor. This chapter discusses the development of each of these two applications, including results and analysis from each of the manufactured devices.

6.1 Low-Temperature Metallization using Gold Nanoparticles

6.1.1 Introduction

As discussed in Chapter 1, the high surface to volume ratio of nanoparticles can lead to changes in their physical properties, including the melting temperature of the material. This melting point depression is due to the large proportion of the total number of atoms in the crystal that exist at the surface. These surface atoms contain many unsatisfied bonds, causing these atoms to exist in a higher energy state than atoms in the interior of the crystal. For a material in which a large proportion of the atoms exist in this higher energy state, less energy is needed to transition the material
from a solid to a liquid phase. Therefore, if nanoparticles with a sufficiently small size are packed closely together, these particles can be sintered together with the addition of heat. That is, the additional energy enables the atoms in the material to become more mobile and form bonds with adjacent nanoparticles to reduce their surface area and thus achieve a lower energy state.

This melting point depression can be determined theoretically by applying the principle of conservation of energy to the phase transition of a nanoparticle. This is done, to a first order approximation, in Appendix E. The result is known as the Gibbs-Thomson equation, and is given as

$$T_m = T_{m,\infty} \left[ 1 - \frac{2(\gamma_s - \gamma_l)}{\rho r_p \Delta H_{m,\infty}} \right]$$

where $T_m$ is the melting temperature of the nanoparticle, $T_{m,\infty}$ is the bulk melting temperature, $\gamma_s$ and $\gamma_l$ are the surface energies of the solid and liquid phases, respectively, $\rho$ is the density of the material, $\Delta H_{m,\infty}$ is the enthalpy of the bulk phase transition, and $r_p$ is the radius of the spherical particle. The melting temperature is plotted as a function of particle diameter in Figure 6.1. As a result, the calculated melting temperature of the particles is significantly less than the bulk melting temperature for particles with a diameter of less than 4 nm.\textsuperscript{127,128} Such thermodynamic models have been determined to be experimentally accurate, at least to a first order approximation.\textsuperscript{127}

The model of melting and sintering of gold nanoparticles is complicated by the presence of other chemistry at the surface of the particles. Thiol monolayers are often present on the surface of the gold particles either as a byproduct of nanoparticle synthesis or intentionally for ease of dispersion in organic solvents.\textsuperscript{129} These thiol monolayers must be removed prior to sintering the particles, as shown in Figure 6.1. This is done by oxidizing the thiol, causing adjacent molecules to combine and form a disulfide. This disulfide byproduct must then be removed from the system, allowing the bare nanoparticles to sinter together.\textsuperscript{130} Many different thiols have been investigated for use in coating gold nanoparticles. While short-chain thiols are easily oxidized and the disulfide byproducts removed more easily, the long-term stability of the nanoparticles in organic solvent is poor. Longer-chain thiols improve stability, but at the expense of more difficult oxidation of the thiols as well as removal of the reaction byproducts.\textsuperscript{49,131}

Gold nanoparticles have previously been used for low-temperature metallization with inkjet printing, electrohydrodynamic jet printing, nanoim-
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Figure 6.1: (a) The particle sintering process. The gold nanoparticles are initially coated in a hexanethiol monolayer, consisting of a carbon chain (green) and a gold to sulfur bond (purple). When heated, the gold to sulfur bond breaks and adjacent thiols form a disulfide bond (red) and diffuse away from the nanoparticles. The gold particles are then free to join together. (b) The melting temperature of a gold nanoparticle as a function of the particle diameter, as calculated from Equation 6.1.

print lithography, and gravure printing. However, these previous patterning technologies all suffer from either low resolution, low patterning fidelity, low throughput, or a residual layer which must be etched away after patterning. Patterning gold nanoparticles with the current method allows all of these problems to be overcome.

6.1.2 Experimental Methods

Gold nanoparticles encapsulated in a hexanethiol monolayer were synthesized using a two-phase reduction method following the method of Brust et al.129 The resulting nanoparticles were approximately 2-4 nm in diameter. The ink was diluted to 3.5 wt% using alpha-terpineol as the solvent.

The nanoparticles were patterned using the process described in Chapter 2. Briefly, a polyimide, glass, or silicon substrate was coated with clean alpha-terpineol and positioned below the patterned PDMS elastomer template. The fresh solvent was patterned by pressing with the PDMS template. The pressure used was just enough to completely conform the elastomer mold to the substrate, and did not exceed 14 kPa. The nanoparticle ink was then added to designated filling ports at the ends of the channels. The temperature of the system was raised to 75°C to evaporate the solvent through the PDMS template. When the ink was completely dried in the microchannel, the system was cooled and the polymer template removed.
Following patterning, the particles are then sintered by heating on a hot plate at 220 °C in atmospheric conditions for 8 h, which allows oxidation of the thiols. The electrical resistance of the particles was measured using an electrical probe station with a digital multimeter.

6.1.3 Results and Analysis

The nanoparticle lines before and after sintering are shown in Figure 6.2. The dimensions of the patterned lines before sintering are approximately 11 µm in the horizontal dimension and 6 µm in the vertical dimension. The particles still contain thiol monolayers at this point and, as such, are not electrically conductive. After sintering, the average height of the sintered gold particles was approximately 2.5 µm. The feature heights exhibited a small amount of waviness over short distances, but the average height of the traces was constant over the entire area. The profile of the sintered gold traces was significantly different from that of the unsintered particles. The reflow of the gold during sintering changed the shape from an approximately rectangular cross-section to a dome shape. After the reflow, the average line width had expanded to around 16 µm.

Electrical characterization of the gold lines was performed by measuring the electrical resistance as a function of distance, as seen in Figure 6.3. The resulting measurements show that resistance is linearly proportional to the distance, even over large areas, indicating that both the conductivity and the cross-sectional area of the sintered gold are constant over the entire printed area. The cross-sectional area of the gold wires was approximated by using a circular segment with the same average height, width, and contact angle as measured from the experiment. Using the measured resistance per unit length and the calculated cross-sectional area of the gold traces, the
average resistivity of the lines was measured to be $6.7 \times 10^{-7} \, \Omega \text{m}$. The lines are therefore approximately 4% of the conductivity of bulk gold. This value is slightly lower than other values reported in the literature for thermally-annealed gold nanoparticles, which may be caused by the larger height of the printed features and the corresponding difficulty for the oxidation of the hexanethiol monolayer and the migration of the disulfide byproduct out from the sintered gold. $^7,^{49,91,131,135,136}$

6.2 An Ultraviolet Light Sensor using Zinc Oxide Nanoparticles

6.2.1 Introduction

Zinc oxide is a wide bandgap semiconductor that absorbs light with energy greater than or equal to its 3.3 eV bandgap. This makes the material photosensitive to ultraviolet (UV) light. However, unlike other wide bandgap semiconductors, the charge carriers created by such photoelectric generation cause a substantial change in the surface chemistry of the semiconductor in addition to increasing the mobile charge density. The surface of zinc oxide normally contains adsorbed oxygen molecules, caused by capture of a free electron from the semiconductor. The presence of these adsorbed oxygen molecules causes a depletion layer to exist at the surface, lowering the conduction area of the material. When holes are generated near the surface of the semiconductor, they cause the oxygen to desorb from the surface. The oxygen is then free to diffuse away from the surface, decreasing the width
of the depletion region and increasing the conduction area. The combination of the change in surface states with the generation of additional mobile charge carriers causes the very high sensitivity of zinc oxide to UV light when the material is configured such that it has a high surface area.\textsuperscript{10}

Since much of the change of conductivity is caused by changes at the surface of the material, it follows that using configurations of zinc oxide with more surface area can lead to increases in sensitivity. Thin films consisting of bulk materials with large numbers of grain boundaries, nanowires, and nanoparticles have all been successfully used to increase the surface area and sensitivity of the corresponding UV sensors.\textsuperscript{10,137,138} Of these, nanoparticles offer the highest surface to volume ratio, and can be synthesized in batch processes separately from the fabrication of the sensor and then patterned using solution processing.\textsuperscript{10} However, most zinc oxide nanoparticle UV sensors are created either without any patterning, such as by spin-coating over large areas, or using simple and low-resolution patterning methods, such as screen printing.\textsuperscript{10,139,140} Some higher resolution patterning of zinc oxide has been done by inkjet printing or micromolding in capillaries, but the current methods are not able to produce isolated features at sufficiently high resolution and throughput.\textsuperscript{51,96} By patterning these nanoparticles with the current method, higher quality patterns can be formed. This enables the creation of sensors with a smaller form factor which can be better integrated into sensing platforms having multiple sensing elements or other electronics in close proximity.

### 6.2.2 Experimental Methods

A UV light sensor was created by patterning a 400 $\mu$m$^2$ square of zinc oxide nanoparticles between two gold electrodes on a silicon dioxide substrate. A schematic and optical micrograph of the fabricated sensor are shown in Figure 6.4.

The basic process for patterning the zinc oxide nanoparticles was described in Chapter 2. However, some additional steps are required to create the gold electrodes on the substrate and to align the nanoparticle patterns to gold electrodes. The gold electrodes were created by conventional photolithography. 100 nm of thermal oxide was grown on a lightly doped p-type silicon wafer and photoresist was spin-coated. After photolithography, 5 nm of chrome and 25 nm of gold were deposited by thermal evaporation, followed by lift-off. Following electrode deposition, a cellulose acetate template was patterned on the electrodes. The substrate containing the electrodes
was coated with clean solvent (acetone) and a PDMS mold was aligned to the electrodes using a CCD microscope with a long working distance and a press consisting of precision horizontal alignment stages. Cellulose acetate dissolved in acetone to a 1% concentration was introduced to the edge of the PDMS mold, and solvent was evaporated through the PDMS mold at room temperature to pattern the polymer. Once the cellulose acetate pattern was made, the PDMS template was removed and a droplet of zinc oxide nanoparticles in water at a 1 wt% concentration was placed on the template. The solvent was allowed to dry at room temperature, causing the nanoparticles to deposit into holes in the polymer template. When dry, the template was removed using crepe paper masking tape.

The resulting sensor was characterized using a UV lamp (UVP, UVGL-25) capable of creating UV light at 365 nm and 254 nm with an intensity of 720 and 760 $\mu$W/cm$^2$, respectively, at a distance of 7.6 cm from the light source. A Keithly 2400 Sourcemeter was used to supply a constant voltage and measure the current through sensor. A constant bias of 20 V was applied to the sensor to ensure a very clear signal to noise ratio of both the short and long wavelength light so the selectivity of the sensor could be adequately characterized.

The selectivity of the sensor to the two wavelengths of light was measured by affixing the light source at a distance above the sample to irradiate the sensor with an intensity of 71 mW/cm$^2$. The light was repeatedly turned on and off, using both wavelengths of light, and the current through the sensor monitored. Assuming that the transient response is caused either by carrier generation and recombination events or a first-order oxidation or reduction reaction, the rise can be modeled as an exponential given by

![Figure 6.4: (a) A schematic of the ultraviolet light sensor. (b) An optical micrograph of the sensor, showing zinc oxide nanoparticles patterned between two gold electrodes.](image-url)
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\[ I = I_0 \left[ 1 + \exp \left( \frac{-t}{\tau} \right) \right] \]  \hspace{1cm} (6.2)

and the fall by

\[ I = I_0 \exp \left( \frac{-t}{\tau} \right) \]  \hspace{1cm} (6.3)

where \( I \) is the current as a function of time, \( I_0 \) is the maximum current, and \( \tau \) is the time constant for the rise or decay.

The sensitivity to various intensities of light at 254 nm wavelength was characterized by varying the distance from the lamp to the sensor. The current through the sensor was measured as a function of this distance. The variation in the intensity of light reaching the sensor is expected to vary as the view factor from the cylindrical light source to the point sensor. Therefore, a curve was fit to the data of the sensor current to the distance of the sensor to the lamp according the equation

\[ I = a_1 * \left( \frac{1}{x - a_2} \right)^{a_3} \]  \hspace{1cm} (6.4)

where \( I \) is the current, \( x \) is the distance from the light to the sensor, and the fitting parameters \( a_1 \), \( a_2 \) and \( a_3 \) fit the sensitivity of the sensor, lensing effects from the wavelength filter in front of the lamp, and the non-linearity of the sensor, respectively.\(^{142}\)

### 6.2.3 Results and Analysis

The patterns were successfully created on the gold electrodes, as seen in Figure 6.4. However, due to the low Young’s modulus of the PDMS mold and corresponding large Poisson effect, the cellulose acetate patterns do not align to the gold electrodes over large distances. That is, the zinc oxide patterns in the vicinity of the alignment marks are well aligned to the gold electrodes, which become increasingly misaligned to the electrodes with increasing distance from the alignment marks. This problem can be solved by using more rigid PMP molds in patterning, as was done in Chapter 4.

The selectivity of the sensor to various wavelengths of UV light was then characterized. The resulting current through the sensor as a function of time for different wavelengths is shown in Figure 6.5. The 365 nm light created a 25 \( \mu \)A response with a rising time constant of 0.9 s and a falling time constant of 5.8 s. The 254 nm light created a 12.9 mA response with a rising time constant of 93 s and a falling time constant of 244 s. The
fast and low-amplitude response to UV light at 365 nm is consistent with lowering of the energy barrier at the Schottky contact caused by promotion of electrons to interface traps by sub-bandgap energy light. Light at 254 nm caused a much slower and larger amplitude response, consistent with creation of electrons in the conduction band and holes in the valence band and the corresponding reduction of adsorbed oxygen on the surface of the semiconductor, causing the depletion region at the edges of particles to shrink and the bulk resistance of the nanoparticle network to drop.\textsuperscript{140,141,143,144} The strength of the signal for the 254 nm wavelength light was more than 500 times greater than that of the 365 nm wavelength light at a similar intensity, showing excellent wavelength selectivity.

The sensitivity of the sensor was measured by varying the distance from the light source to the sensor. The current through the sensor as a function of distance from the light source as well as the current through the sensor as a function of incident light intensity are shown in Figure 6.6. The data was fit to the theoretical current as a function of distance as given in Equation 6.4 using a least-squares regression. The data and theory curves achieved a coefficient of determination of 0.9999, indicating an excellent fit. The curve fit showed that, for this sensor

\begin{equation}
I \propto \omega^{0.65}
\end{equation}

where \( \omega \) is the light intensity at the sensor. This power-law relationship
Figure 6.6: The experimental data and theory curve-fit for sensor current as a function of (a) physical distance of the sensor from the light source, and (b) intensity of light reaching the sensor.

and the calculated non-linearity is consistent with similar zinc oxide UV sensors,\textsuperscript{145} and is due to the dynamics of generation, trapping, and recombination of electrons and holes in the semiconductor material.\textsuperscript{146} The sensitivity of the sensor at any given intensity is calculated as the slope of this curve at the given location. An absolute sensitivity (defined as current per unit of incident radiation intensity) of 0.388 A cm\textsuperscript{-2}/W was obtained at an intensity of 71 mW/cm\textsuperscript{2}, a value less than other similar sensors seen in the literature, especially considering the higher voltages used in the detection here. However, considering a relative sensitivity independent of geometry (defined as current per unit of radiation energy), a sensitivity of $9.707 \times 10^4$ A/W was obtained, a value higher substantially than similar sensors in the literature.\textsuperscript{141,145,147} The high level of sensitivity in this sensor is believed to be due to the lack of use of any ligands, coatings, or additional non-volatile surfactants in the sensor fabrication. Ligands are often incorporated into UV sensors intentionally to reduce dark current and on-off ratios, but introduction of these ligands may adversely affect sensitivity.\textsuperscript{139,148} Other manufacturing techniques for UV sensors require use of ligands in the solution processing of the nanoparticles, which can be difficult to fully remove after patterning is complete.\textsuperscript{141,147} Remaining ligands could adversely affect the sensor sensitivity, a problem which is absent in the current manufacturing method. The current sensor could therefore achieve comparable or higher absolute sensitivity by increasing the area of the sensor while maintaining the high quality of fabricated nanoparticle films.
6.3 Future Directions

Current work on developing electronics and sensing applications using the current process has been extremely limited. Using an expanded material set, more sensors and electronics applications can be realized. However, in addition to simply using different materials, the unique capability of this process in patterning multiple materials using a single template can be used to pattern multiple sensors in close proximity, creating a multiplexed sensor system, as shown in Figure 6.7. Application of such a manufacturing process to these multiplexed gas or chemical sensors can increase the throughput of the device creation by eliminating patterning steps and therefore lowering the overall cost of the device.
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Appendices
Appendix A

An Analysis of Taylor Dispersion in a Cylindrical Duct

In this appendix, the effective diffusion constant for solute dispersion in a cylindrical duct is determined. This is done in order to enable use of the simplified, one-dimensional model for flow and solute concentrations in the template during nanoparticle or polymer patterning that is developed in Chapter 3. The derivation follows the method previously developed by Gill et al.\textsuperscript{149} A steady flow of fluid containing solute is analyzed in three dimensions and the cross-sectional averaged solute density is then used to determine the effective diffusivity that must be used to accurately predict solute concentrations in a one-dimensional model.

Figure A.1: An illustration of the cylindrical domain, with dimensions and coordinates defined.
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A.1 Fluid Flow in a Cylindrical Duct

The velocity distribution \( u_z(r) \) of fluid flowing through a cylindrical duct of radius \( R \) is desired. This domain is shown in Figure A.1. The axial coordinate is \( z \), and the coordinates in the cross section are described by the radial position \( r \) and the angle \( \theta \). The governing equations for this low Reynolds number flow describe a balance between pressure \( P \) and viscosity \( \eta \), given by

\[
\frac{\partial P}{\partial z} = \eta \nabla^2 u_z \tag{A.1}
\]

\[
\frac{\partial P}{\partial r} = 0 \tag{A.2}
\]

\[
\frac{1}{r} \frac{\partial P}{\partial \theta} = 0 \tag{A.3}
\]

These three equations can be reduced into a single momentum equation given by

\[
\frac{dP}{dz} = \eta \nabla^2 u_z \tag{A.4}
\]

The boundary conditions for this flow are

\[
u_z = 0 \quad \text{at} \quad r = R \tag{A.5}
\]

\[
u_z = \text{finite} \quad \text{at} \quad r = 0 \tag{A.6}
\]

For this flow, cylindrical symmetry allows the above equation to be written as

\[
\frac{dP}{dz} = \eta \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_z}{\partial r} \right) \tag{A.7}
\]

Integrating this equation twice with respect to \( r \) gives

\[
u_z = \frac{1}{4\eta} \frac{dP}{dz} r^2 + C_1 \ln r + C_2 \tag{A.8}
\]

where \( C_1 \) and \( C_2 \) are constants of integration. These constants can be determined by applying the boundary conditions, Equations A.5 and A.6. This results in

\[
u_z = \frac{1}{4\eta} \frac{dP}{dz} (r^2 - R^2) \tag{A.9}
\]
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This solution can be written in terms of the maximum velocity in the flow, \( U_m \), which results in

\[
\frac{u_z}{U_m} = 1 - \frac{r^2}{R^2}
\]  
(A.10)

It is also useful to find the average velocity of fluid in the channel, \( U_{avg} \). This is done using

\[
U_{avg} = \frac{1}{\pi R^2} \int_0^R u_z 2\pi r dr
\]  
(A.11)

Performing the integration results in

\[
U_{avg} = \frac{U_m}{2}
\]  
(A.12)

A.2 Solute Dispersion in a Cylindrical Duct

The effective diffusion constant for an equivalent one dimensional model is found by observing the dispersion of solute injected instantaneously at time \( t = 0 \). The concentration of solute as a function of location in the conduit and elapsed time, \( C(t, r, z) \), is therefore desired. A mass balance on the system considering both convection and diffusion of particles results in a governing equation that can be written as

\[
\frac{\partial C}{\partial t} + u_z \frac{\partial C}{\partial z} = D \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial C}{\partial r} \right) + \frac{\partial^2 C}{\partial z^2} \right]
\]  
(A.13)

where \( D \) is the diffusion coefficient for the solute. The initial condition is given by a pulse of solute, injected at the left side of the channel at \( z=0 \) and at time \( t=0 \), and may be described by

\[
C(0, r, z) = \delta(z) C_0
\]  
(A.14)

where \( \delta(\zeta) \) is the Dirac delta function and \( C_0 \) is the constant initial concentration. The boundary conditions are obtained by noting the symmetry of the system about the origin, and by requiring that there be zero flux of particles through the wall and that the concentration of particles far from the source along the axial direction be zero. The boundary conditions are therefore given by

\[
\left. \frac{\partial C}{\partial r} \right|_{r=0,R} = 0
\]  
(A.15)
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\[
\lim_{r \to 0} C = \text{finite} \quad (A.16)
\]

\[
\lim_{z \to \infty} C = \lim_{z \to \infty} \frac{\partial C}{\partial z} = 0 \quad (A.17)
\]

In the subsequent analysis, it will be necessary to calculate the mean concentration of particles, \( C_m(t, z) \), which may be defined by

\[
C_m = \frac{1}{\pi R^2} \int_0^R C \, 2\pi r dr \quad (A.18)
\]

Additionally, it will be useful to expand the concentration of solute in a Taylor series about the mean concentration with respect to the distance along the length of the channel. This expansion is given by

\[
C = \sum_{n=0}^{\infty} f_n \frac{\partial^n C_m}{\partial z^n} \quad (A.19)
\]

where \( f_n(t, r) \) is the \( n \)th coefficient of the Taylor series expansion.

A generalized dispersion equation is found by averaging the convective diffusion equation, Equation A.13, over the cross sectional area of the duct, resulting in

\[
\frac{1}{\pi R^2} \int_0^R \left( \frac{\partial C}{\partial t} + u_z \frac{\partial C}{\partial z} \right) 2\pi r dr = \frac{D}{\pi R^2} \int_0^R \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial C}{\partial r} \right) + \frac{\partial^2 C}{\partial z^2} \right] 2\pi r dr \quad (A.20)
\]

\[
\frac{\partial C_m}{\partial t} + \frac{1}{R^2} \int_0^R \left( \frac{\partial}{\partial z} C u_z \right) 2\pi r dr = \frac{D}{\pi R^2} \left( 2\pi r \frac{\partial C}{\partial r} \right) \bigg|_0^R + \frac{D}{R^2} \frac{\partial^2 C_m}{\partial z^2} \quad (A.21)
\]

\[
\frac{\partial C_m}{\partial t} + \frac{2}{R^2} \int_0^R \left( \frac{\partial}{\partial z} C u_z \right) r dr = D \frac{\partial^2 C_m}{\partial z^2} \quad (A.22)
\]

\[
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{2}{R^2} \frac{\partial}{\partial z} \int_0^R C u_z r dr \quad (A.23)
\]

Substituting the expression for the concentration expanded about the mean, Equation A.19, results in

\[
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{2}{R^2} \frac{\partial}{\partial z} \int_0^R \sum_{n=0}^{\infty} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) u_z r dr \quad (A.24)
\]
\[
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{2}{R^2} \int_0^R \sum_{n=0}^{\infty} \left( f_n \frac{\partial^{n+1} C_m}{\partial z^{n+1}} \right) u_z r dr 
\]  
(A.25)

\[
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{2}{R^2} \int_0^R \sum_{n=1}^{\infty} \left[ f_{n-1} \frac{\partial^n C_m}{\partial z^n} u_z \right] r dr 
\]  
(A.26)

\[
\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} \left[ - \frac{2}{R^2} \int_0^R \left( f_{n-1} \frac{\partial^n C_m}{\partial z^n} \right) u_z r dr + D \frac{\partial^n C_m}{\partial z^n} \delta_{n2} \right] 
\]  
(A.27)

\[
\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} \left[ - \frac{2}{R^2} \int_0^R \left( f_{n-1} u_z \right) r dr + D \delta_{n2} \right] \frac{\partial^n C_m}{\partial z^n} 
\]  
(A.28)

where \( \delta_{mn} \) is the Kronecker delta. This result can be put in the form

\[
\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} k_n \frac{\partial^n C_m}{\partial z^n} 
\]  
(A.29)

where

\[
k_n = - \frac{2}{R^2} \int_0^R \left( f_{n-1} u_z \right) r dr + D \delta_{n2} 
\]  
(A.30)

The values of \( k_n \) are the coefficients that relate the time derivative of the mean concentration to the spatial derivatives. The second coefficient, \( k_2 \), which relates the time derivative to the second spatial derivative, acts like a diffusion coefficient. This is the desired effective diffusion coefficient for the mean concentration which can be used in the one dimensional model. This effective diffusion coefficient accounts for the shear enhanced diffusion present in the three dimensional system, allowing accurate prediction of particle concentrations in the simplified model.

An equation for \( f_n \), required for calculation of the various values of \( k_n \), can be found by substituting the expanded form of the concentration function, Equation A.19, into the convective diffusion equation, Equation A.13. This results in

\[
D \sum_{n=0}^{\infty} \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial f_n}{\partial r} \left( \frac{\partial^n C_m}{\partial z^n} \right) \right) + \frac{\partial^2}{\partial z^2} \left[ f_n \frac{\partial^n C_m}{\partial z^n} \right] \right) = 
\]  
(A.31)
∞ \sum_{n=0} \left( \frac{\partial f_n}{\partial t} \frac{\partial^n C_m}{\partial z^n} + f_n \frac{\partial^n \partial C_m}{\partial z^n \partial t} \right) + u_z f_n \frac{\partial^{n+1} C_m}{\partial z^{n+1}} =

D \sum_{n=0}^\infty \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) \right) + f_n \frac{\partial^{n+2} C_m}{\partial z^{n+2}} \right)

(A.32)

Using the expression for the time derivative of the mean concentration as given in Equation A.29 results in

∞ \sum_{n=0} \left[ \frac{\partial f_n}{\partial t} \frac{\partial^n C_m}{\partial z^n} + f_n \frac{\partial^n \partial C_m}{\partial z^n \partial t} \sum_{j=1}^\infty \left( k_j \frac{\partial^j C_m}{\partial z^j} \right) + u_z f_n \frac{\partial^{n+1} C_m}{\partial z^{n+1}} \right] =

D \sum_{n=0}^\infty \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) \right) + f_n \frac{\partial^{n+2} C_m}{\partial z^{n+2}} \right)

(A.33)

The equation for the function \( f_n \) is then found by equating the coefficients of derivatives having equivalent order. This results in

∞ \sum_{n=0} \left[ \frac{\partial f_n}{\partial r} \frac{\partial^n C_m}{\partial z^n} + f_n \sum_{j=1}^\infty \left( k_j \frac{\partial^{j+n} C_m}{\partial z^j \partial z^n} \right) + u_z f_n \frac{\partial^{n+1} C_m}{\partial z^{n+1}} \right] =

D \sum_{n=0}^\infty \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) \right) + f_n \frac{\partial^{n+2} C_m}{\partial z^{n+2}} \right)

(A.34)

The boundary conditions for this equation are found by substituting the expanded form of the concentration, Equation A.19, into the boundary condition on the original convective diffusion equation, Equation A.15. This results in

\frac{\partial f_n}{\partial r} \bigg|_{r=0,R} = 0

(A.36)

The initial condition is found in a similar manner, by substituting Equation A.19 into Equation A.14, resulting in

∞ \sum_{n=0} \left[ f_n(t,r) \frac{\partial^n C_m}{\partial z^n} \right]_{t=0} = \delta(z)C_0

(A.37)
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At time $t = 0$, the mean concentration is simply $C_0$ for $z = 0$ and is equal to zero otherwise. Therefore

$$\sum_{n=0}^{\infty} f_n(t, r) \frac{\partial^n}{\partial z^n} C_0 \delta(z) \bigg|_{t=0} = \delta(z)C_0$$
(A.38)

$$f_n(0, r) = 1$$
(A.39)

At this point, Equation A.35 can be solved for $f_0$. The equation for $f_0$ is reduced to

$$\frac{\partial f_0}{\partial t} = D \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial f_0}{\partial r} \right)$$
(A.40)

This equation can be solved using separation of variables. After solving and applying the boundary conditions from Equation A.36, the expression for $f_0$ is

$$f_0 = \sum_{m=0}^{\infty} A_m J_0(\mu_m r) \exp(-D\mu_m^2 t)$$
(A.41)

where $J_0$ is the Bessel function of order zero, $A_m$ is a constant of integration, and $\mu_m$ is the $m^{th}$ eigenvalue. Applying the initial condition of Equation A.39 results in the determination that

$$A_m = \begin{cases} 1 & \text{for } m = 0 \\ 0 & \text{for } m \neq 0 \end{cases}$$
(A.42)

Therefore, the expression for $f_0$ reduces to

$$f_0 = 1$$
(A.43)

With $f_0$ determined, $k_1$ can be found. The expression for $k_1$ is reduced from Equation A.30, resulting in

$$k_1 = -\frac{2}{R^2} \int_0^R U(r) r dr$$
(A.44)

Substituting for the velocity from Equation A.10 and performing the integration results in

$$k_1 = -\frac{2}{R^2} \int_0^R U_m \left(1 - \frac{r^2}{R^2}\right) r dr$$
(A.45)

$$k_1 = -\frac{U_m}{2}$$
(A.46)
With $k_1$ determined, an expression for $f_1$ may now be sought. Again returning to the fundamental equation for $f_n$, Equation A.35, and reducing the equation to solve for $f_1$, the result is obtained that

$$\frac{\partial f_1}{\partial t} + k_1 + u_z = D \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial f_0}{\partial r} \right) \right]$$

(A.47)

$$\frac{\partial f_1}{\partial t} - \frac{U_m}{2} + U_m \left( 1 - \frac{r^2}{R^2} \right) = D \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial f_0}{\partial r} \right) \right]$$

(A.48)

The solution to this equation, which satisfies boundary condition of Equation A.36, is given by

$$f_1 = \frac{U_m}{D} \left( \frac{r^2}{8} - \frac{r^4}{16R^2} - \frac{R^2}{24} \right) + \sum_{m=0}^{\infty} B_m J_0(\lambda_m r) \exp(-D\lambda_m^2 t)$$

(A.49)

where the eigenvalues $\lambda_m$ and constants $B_m$ can be determined by applying boundary and initial conditions, Equations A.36 and A.39. However, a detailed solution for this variable is not necessary here since only the steady state solution is of relevance to the current work. With the form of $f_1$ determined, the dispersion coefficient $k_2$ can now be found. From Equation A.30,

$$k_2 = \frac{2}{R^2} \int_0^R u_z f_1 r dr + D$$

(A.50)

$$k_2 = D - \frac{2}{R^2} \int_0^R U_m \left( 1 - \frac{r^2}{R^2} \right) \left( \frac{r^2}{8} - \frac{r^4}{16R^2} - \frac{R^2}{24} \right) r dr$$

(A.51)

The dispersion coefficient of interest is that of the steady-state flow, as $t \to \infty$. As a result, the expression for the dispersion coefficient can be simplified to

$$k_2 = D - \frac{2U_m^2}{DR^2} \int_0^R \left( 1 - \frac{r^2}{R^2} \right) \left( \frac{r^2}{8} - \frac{r^4}{16R^2} - \frac{R^2}{24} \right) r dr$$

(A.52)
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\[ k_2 = D + \frac{R^2 U_m^2}{192D} \]  \hspace{1cm} (A.54)

This is the required effective diffusion coefficient. In terms of the average velocity of fluid in the cylinder, this can be written as

\[ k_2 = D \left( 1 + \frac{R^2 U_{avg}^2}{48D^2} \right) \]  \hspace{1cm} (A.55)
Appendix B

An Analysis of Taylor Dispersion in a Rectangular Duct

In this appendix, the effective diffusion constant for solute dispersion in a rectangular duct is determined. This is done in order to enable use of the simplified, one-dimensional model for flow and solute concentrations in the template during nanoparticle or polymer patterning as developed in Chapter 3. The derivation follows the method of Doshi et al.\textsuperscript{150} A steady flow of fluid containing solute is analyzed in three dimensions and the cross-sectional averaged solute density is then used to determine the effective diffusivity that must be used to accurately predict solute concentrations in a one-dimensional model.

![Figure B.1: An illustration of the rectangular domain, with dimensions and coordinates defined.](image)

B.1 Fluid Flow in a Rectangular Duct

The velocity distribution $u_z(x, y)$ of fluid flowing through a rectangular duct with dimensions given by $2b$ and $2h$ is desired. This domain is shown in Figure B.1. Here, $x$ and $y$ are the coordinates describing position within the cross section of the conduit, while $z$ is the coordinate describing the position along the length of the duct. The governing equations for this low Reynolds number flow describe a balance between pressure $P$ and viscosity $\eta$, given by

$$\frac{\partial P}{\partial z} = \eta \nabla^2 u_z$$  \hspace{1cm} (B.1)

$$\frac{\partial P}{\partial x} = 0$$  \hspace{1cm} (B.2)

$$\frac{\partial P}{\partial y} = 0$$  \hspace{1cm} (B.3)

These three equations can be reduced into a single momentum equation given by

$$\frac{dP}{dz} = \eta \nabla^2 u_z$$  \hspace{1cm} (B.4)

The boundary conditions for this flow are

$$u_z = 0 \quad \text{at} \quad x = -b, b$$  \hspace{1cm} (B.5)

$$u_z = 0 \quad \text{at} \quad y = -h, h$$  \hspace{1cm} (B.6)

For this flow, the governing equation is then written in Cartesian coordinates as

$$\frac{1}{\eta} \frac{dP}{dz} = \frac{\partial^2 u_z}{\partial x^2} + \frac{\partial^2 u_z}{\partial y^2}$$  \hspace{1cm} (B.7)

The fundamental equation for the flow of fluid in a rectangular duct can be solved by splitting the expression for $u_z$ into two parts, such that

$$u_z = g_1(y) + g_2(x, y)$$  \hspace{1cm} (B.8)

Using this, the equation fundamental equation can be split into two separate equations, given by
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\[
\frac{1}{\eta} \frac{dP}{dz} = \frac{\partial^2 g_1}{\partial y^2} \quad (B.9)
\]

\[
0 = \frac{\partial^2 g_2}{\partial x^2} + \frac{\partial^2 g_2}{\partial y^2} \quad (B.10)
\]

where the boundary conditions are given by

\[
g_1(y) = 0 \quad \text{at } y = -h, h \quad (B.11)
\]

\[
g_2(x, y) = 0 \quad \text{at } y = -h, h \quad (B.12)
\]

\[
g_2(x, y) = -g_1(y) \quad \text{at } x = -b, b \quad (B.13)
\]

It is also noted that, given the symmetry of the equation and boundary conditions, it must be the case that

\[
\frac{\partial g_2}{\partial y} \bigg|_{y=0} = \frac{\partial g_2}{\partial x} \bigg|_{x=0} = 0 \quad (B.14)
\]

The equation for \( g_1(y) \) can be solved by simple integration, which, after applying the boundary conditions from Equation B.11, results in

\[
g_1(y) = \frac{h^2}{2\eta} \frac{dP}{dz} \left( \frac{y^2}{h^2} - 1 \right) \quad (B.15)
\]

The equation for \( g_2(x, y) \) can be solved using the method of separation of variables. Let \( g_2(x, y) = d(x)e(y) \), such that the equation for \( g_2(x, y) \) can be written as

\[
e \frac{\partial^2 d}{\partial x^2} + d \frac{\partial^2 e}{\partial y^2} = 0 \quad (B.16)
\]

\[
1 \frac{\partial^2 d}{\partial x^2} = -1 \frac{\partial^2 e}{e \frac{\partial y^2} \quad (B.17)
\]

Since each side of the equation is a function of a separate independent variable, each expression must be equal to a constant. In order for the boundary conditions to be satisfied, the constant must be positive. Therefore, the equation can be rewritten as

\[
1 \frac{\partial^2 d}{\partial x^2} = \lambda^2 \quad (B.18)
\]
\[
\frac{1}{\varepsilon} \frac{\partial^2 \varepsilon}{\partial y^2} = - \lambda^2 \quad (B.19)
\]

Each of these equations can be solved by simple integration. The result is that

\[
d(x) = C_1 \exp(-\lambda x) + C_2 \exp(\lambda x) \quad (B.20)
\]

\[
e(y) = C_3 \cos(\lambda x) + C_4 \sin(\lambda y) \quad (B.21)
\]

Using the boundary conditions from Equation B.14, it can be seen that \( C_1 = C_2 \) and \( C_4 = 0 \). The equation for \( g_2(x, y) \) can therefore be written as

\[
g_2(x, y) = C_5 \cos(\lambda y) \cosh(\lambda x) \quad (B.22)
\]

Applying the boundary condition of Equation B.12 results in

\[
\lambda_m = \frac{(2m + 1)\pi}{2h} \quad (B.23)
\]

such that

\[
g_2(x, y) = \sum_{n=0}^{\infty} A_m \cos(\lambda_n y) \cosh(\lambda_m x) \quad (B.24)
\]

where \( A_m \) is the \( m^{th} \) integration constant corresponding to the \( m^{th} \) eigenvalue \( \lambda_m \). Applying the boundary condition of Equation B.13, using the expression from Equation B.15, results in

\[
-\frac{h^2}{2\eta} \frac{dP}{dz} (y^2 - 1) = \sum_{m=0}^{\infty} A_m \cos(\lambda_n y) \cosh(\lambda_m b) \quad (B.25)
\]

The principle of orthogonality of the cosine function can be used to solve for the coefficients \( F_n \). Therefore

\[
-\int_{-h}^{h} \frac{h^2}{2\eta} \frac{dP}{dz} \left( \frac{y^2}{h^2} - 1 \right) \cos(\lambda_m y) dy = \int_{-h}^{h} \sum_{m=0}^{\infty} A_m \cos(\lambda_n y) \cos(\lambda_m y) \cosh(\lambda_m b) dy \quad (B.26)
\]

\[
A_m h = \frac{h^2}{2\eta} \frac{1}{\cosh(\lambda_m b)} \frac{32(-1)^m h}{\pi^3(2m + 1)^3} \quad (B.27)
\]
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\[ A_m = \frac{h^2}{2\eta} \frac{dP}{dz} \frac{1}{\cosh(\lambda_m b)} \frac{32(-1)^m}{\pi^3(2m+1)^3} \]  

(B.28)

The equation for \( u_z \) can therefore be assembled, resulting in

\[ u_z = \frac{h^2}{2\eta} \frac{dP}{dz} \times \left[ \frac{y^2}{h^2} - 1 + \frac{32}{\pi^3} \sum_{m=0}^{\infty} \frac{(-1)^m \cosh\left(\frac{(2m+1)\pi y}{2h}\right)}{(2m+1)^3 \cosh\left(\frac{(2m+1)\pi b}{2h}\right)} \cos\left(\frac{(2m+1)\pi}{2h} y\right) \right] \]  

(B.29)

In terms of a characteristic velocity \( U_m \) given by \( U_m = \frac{h^2}{2\eta} \frac{dP}{dz} \), this can be written as

\[ u_z = U_m \left[ 1 - \frac{y^2}{h^2} - \frac{32}{\pi^3} \sum_{m=0}^{\infty} \frac{(-1)^m \cosh\left(\frac{(2m+1)\pi y}{2h}\right)}{(2m+1)^3 \cosh\left(\frac{(2m+1)\pi b}{2h}\right)} \cos\left(\frac{(2m+1)\pi}{2h} y\right) \right] \]  

(B.30)

It is useful to also find the average velocity of fluid in the channel. This is done using

\[ U_{avg} = \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} u_z dx dy \]  

(B.31)

Performing the integration results in

\[ U_{avg} = \frac{1}{4bh} \left[ 8bhU_m \frac{3}{3} - \sum_{m=0}^{\infty} \frac{512h^2U_m}{\pi^5(2m+1)^5} \tanh\left(\frac{(2m+1)\pi b}{2h}\right) \right] \]  

(B.32)

In terms of the aspect ratio \( \alpha = h/b \), the average velocity can be expressed as

\[ U_{avg} = \frac{2U_m}{3} - \sum_{m=0}^{\infty} \frac{128\alpha U_m}{\pi^5(2m+1)^5} \tanh\left(\frac{(2m+1)\pi}{2\alpha}\right) \]  

(B.33)

For square ducts, where \( \alpha = 1 \), the average velocity reduces to

\[ U_{avg} = 0.281U_m \]  

(B.34)
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B.2 Solute Dispersion in a Rectangular Duct

The effective diffusion constant for an equivalent one dimensional model is found by observing the dispersion of solute injected instantaneously at time \( t = 0 \). The concentration of solute as a function of location in the conduit and elapsed time, \( C(t, x, y, z) \), is therefore desired. A mass balance on the system considering both convection and diffusion of particles results in a governing equation that can be written as

\[
\frac{\partial C}{\partial t} + u_z \frac{\partial C}{\partial z} = D \left( \frac{\partial^2 C}{\partial x^2} + \frac{\partial^2 C}{\partial y^2} + \frac{\partial^2 C}{\partial z^2} \right)
\]  
(B.35)

where \( D \) is the diffusion coefficient for the solute. The initial condition is given by a pulse of solute, injected at the left side of the channel at \( z=0 \) and at time \( t=0 \), and may be described by

\[
C(0, x, y, z) = \delta(z)C_0
\]  
(B.36)

where \( C_0 \) is the constant initial concentration. The boundary conditions are obtained by noting the symmetry of the system about the origin, and by requiring that there be zero flux of particles through the wall and that the concentration of particles far from the source along the axial direction be zero. These boundary conditions are therefore given by

\[
\left. \frac{\partial C}{\partial x} \right|_{x=0,b} = 0
\]  
(B.37)

\[
\left. \frac{\partial C}{\partial y} \right|_{y=0,h} = 0
\]  
(B.38)

\[
\lim_{z \to \infty} C = \lim_{z \to \infty} \frac{\partial C}{\partial z} = 0
\]  
(B.39)

In the subsequent analysis, it will be necessary to calculate the mean concentration of particles, \( C_m(t, z) \), which may be defined by

\[
C_m = \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} C \, dx \, dy
\]  
(B.40)

Additionally, it will be useful to expand the concentration of solute in a Taylor series about the mean concentration with respect to the distance along the length of the channel. This expansion is given by

\[
C = \sum_{n=0}^{\infty} f_n \frac{\partial^n C_m}{\partial z^n}
\]  
(B.41)
where $f_n(t, x, y)$ is the $n^{th}$ coefficient of the Taylor series expansion.

A generalized dispersion equation is found by averaging the convective diffusion equation, Equation B.35, over the cross sectional area of the duct, resulting in

$$
\frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} \left( \frac{\partial C}{\partial t} + u_z \frac{\partial C}{\partial z} \right) \, dx \, dy = \frac{D}{4bh} \int_{-h}^{h} \int_{-b}^{b} \left( \frac{\partial^2 C}{\partial x^2} + \frac{\partial^2 C}{\partial y^2} + \frac{\partial^2 C}{\partial z^2} \right) \, dx \, dy \tag{B.42}
$$

$$
\frac{\partial C_m}{\partial t} + \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} \left( \frac{\partial}{\partial z} C u_z \right) \, dx \, dy = D \left( \int_{-h}^{h} \frac{\partial C}{\partial x} \bigg|_{-b}^{b} \, dy + \int_{-b}^{b} \frac{\partial C}{\partial y} \bigg|_{-h}^{h} \, dx \right) + \frac{D}{4bh} \int_{-h}^{h} \int_{-b}^{b} \left( \frac{\partial^2 C_m}{\partial z^2} \right) \, dx \, dy \tag{B.43}
$$

$$
\frac{\partial C_m}{\partial t} + \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} \left( \frac{\partial}{\partial z} C u_z \right) \, dx \, dy = D \frac{\partial^2 C_m}{\partial z^2} \tag{B.44}
$$

Substituting the expression for the concentration expanded about the mean, Equation B.41, results in

$$
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{1}{4bh} \frac{\partial}{\partial z} \int_{-h}^{h} \int_{-b}^{b} \sum_{n=0}^{\infty} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) u_z \, dx \, dy \tag{B.46}
$$

$$
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{1}{4bh} \frac{\partial}{\partial z} \int_{-h}^{h} \int_{-b}^{b} \sum_{n=0}^{\infty} \left( f_n \frac{\partial^{n+1} C_m}{\partial z^{n+1}} \right) u_z \, dx \, dy \tag{B.47}
$$

$$
\frac{\partial C_m}{\partial t} = D \frac{\partial^2 C_m}{\partial z^2} - \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} \sum_{n=1}^{\infty} \left( \frac{f_{n-1} \frac{\partial^n C_m}{\partial z^n}}{\partial z^n} \right) u_z \, dx \, dy \tag{B.48}
$$

$$
\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} \left( -\frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} \left( \frac{f_{n-1} \frac{\partial^n C_m}{\partial z^n}}{\partial z^n} \right) u_z \, dx \, dy + D \frac{\partial^n C_m}{\partial z^n} \delta_{n2} \right) \tag{B.49}
$$
\[
\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} \left[ -\frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} (f_{n-1}u_z) \, dx \, dy + D\delta_{n2} \right] \frac{\partial^n C_m}{\partial z^n} \quad (B.50)
\]

This result can be put in the form
\[
\frac{\partial C_m}{\partial t} = \sum_{n=1}^{\infty} k_n \frac{\partial^n C_m}{\partial z^n} \quad (B.51)
\]

where
\[
k_n = -\frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} (f_{n-1}u_z) \, dx \, dy + D\delta_{n2} \quad (B.52)
\]

The values of \(k_n\) are the coefficients that relate the time derivative of the mean concentration to the spatial derivatives. The second coefficient, \(k_2\), which relates the time derivative to the second spatial derivative, acts like a diffusion coefficient. This is the desired effective diffusion coefficient for the mean concentration which can be used in the one dimensional model. This effective diffusion coefficient accounts for the shear enhanced diffusion present in the three dimensional system, allowing accurate prediction of particle concentrations in the simplified model.

An equation for \(f_n\) can be found by substituting the expanded form of the concentration function, Equation B.41, into the convective diffusion equation, Equation B.35. This results in
\[
D \sum_{n=0}^{\infty} \left[ \frac{\partial^2}{\partial x^2} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) + \frac{\partial^2}{\partial y^2} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) + \frac{\partial^2}{\partial z^2} \left( f_n \frac{\partial^n C_m}{\partial z^n} \right) \right] = \sum_{n=0}^{\infty} \left( \frac{\partial f_n}{\partial t} \frac{\partial^n C_m}{\partial z^n} + f_n \frac{\partial^n C_m}{\partial z^n} \frac{\partial C_m}{\partial t} \right) + u_z \left( \sum_{n=0}^{\infty} f_n \frac{\partial^{n+1} C_m}{\partial z^{n+1}} \right) = D \sum_{n=0}^{\infty} \left( \frac{\partial^2 f_n}{\partial x^2} \frac{\partial^n C_m}{\partial z^n} + \frac{\partial^2 f_n}{\partial y^2} \frac{\partial^n C_m}{\partial z^n} + f_n \frac{\partial^{n+2} C_m}{\partial z^{n+2}} \right) \quad (B.53)
\]

Using the expression for the time derivative of the mean concentration as given in Equation B.51 results in
The equation for the function $f_n$ is then found by equating the coefficients of derivatives having equivalent order. This results in

$$\frac{\partial f_n}{\partial t} + \sum_{j=1}^{\infty} k_j f_{n-j} + u_z f_{n-1} = D \left( \frac{\partial^2 f_n}{\partial x^2} + \frac{\partial^2 f_n}{\partial y^2} + f_n \right)$$  \hspace{1cm} (B.57)

The boundary conditions for this equation are found by substituting the expanded form of the concentration, Equation B.41, into the boundary conditions on the original convective diffusion equation, Equations B.37 and B.38. This results in

$$\left. \frac{\partial f_n}{\partial x} \right|_{x=0,b} = 0 \hspace{1cm} (B.58)$$

$$\left. \frac{\partial f_n}{\partial y} \right|_{y=0,h} = 0 \hspace{1cm} (B.59)$$

The initial condition is found in a similar manner, by substituting Equation B.41 into Equation B.36, resulting in

$$\sum_{n=0}^{\infty} \left. f_n \frac{\partial^n C_m}{\partial z^n} \right|_{t=0} = \delta(z) C_0 \hspace{1cm} (B.60)$$

At time $t = 0$, the mean concentration is simply $C_0$ for $z = 0$ and is equal to zero otherwise. Therefore

$$\sum_{n=0}^{\infty} \left. f_n \frac{\partial^n C_0 \delta(z)}{\partial z^n} \right|_{t=0} = \delta(z) C_0 \hspace{1cm} (B.61)$$
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\[ f_n(0, x, y) = 1 \]  \hspace{1cm} (B.62)

At this point, Equation B.57 can be solved for \( f_0 \). The equation for \( f_0 \) is reduced to

\[
\frac{\partial f_0}{\partial t} = D \left( \frac{\partial^2 f_0}{\partial x^2} + \frac{\partial^2 f_0}{\partial y^2} \right) \]  \hspace{1cm} (B.63)

This equation can be solved using separation of variables. After solving and applying the boundary conditions from Equations B.58 and B.59, the expression for \( f_0 \) becomes

\[
f_0 = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} A_{mn} \cos \left( \frac{n\pi x}{b} \right) \cos \left( \frac{m\pi y}{h} \right) \exp \left[ -tD\pi^2 \left( \frac{m^2}{h^2} + \frac{n^2}{b^2} \right) \right] \]  \hspace{1cm} (B.64)

where \( A_{mn} \) is the integration constant corresponding to the \( m^{th} \) and \( n^{th} \) eigenvalues. Applying the initial condition of Equation B.62 results in the determination that

\[
A_{mn} = \begin{cases} 
1 & \text{for } n = m = 0 \\
0 & \text{otherwise}
\end{cases} \]  \hspace{1cm} (B.65)

Therefore, the expression for \( f_0 \) reduces to

\[ f_0 = 1 \]  \hspace{1cm} (B.66)

With \( f_0 \) determined, \( k_1 \) can be found. The expression for \( k_1 \) is reduced from Equation B.52, resulting in

\[
k_1 = -\frac{1}{4bh} \int_{-b}^{b} \int_{-h}^{h} u_z dxdy \]  \hspace{1cm} (B.67)

Substituting for the velocity from Equation B.30 and performing the integration results in

\[
k_1 = -U_m \left[ \frac{2}{3} - \frac{128}{3\pi^5} \sum_{j=0}^{\infty} \frac{1}{(2j + 1)^5} \tanh \left( \frac{(2j + 1)\pi b}{2h} \right) \right] \]  \hspace{1cm} (B.68)

With \( k_1 \) determined, an expression for \( f_1 \) may now be sought. Again returning to the fundamental equation for \( f_n \), Equation B.57, and reducing the equation to solve for \( f_1 \), the result is obtained that
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\[ \frac{\partial f_1}{\partial t} + k_1 + u_z = D \left( \frac{\partial^2 f_1}{\partial x^2} + \frac{\partial^2 f_1}{\partial y^2} \right) \]  
(B.69)

The solution to this equation, which satisfies boundary conditions of Equation B.58 and B.59, is given by

\[ f_1 = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{mn} \cos \left( \frac{n \pi y}{h} \right) \cos \left( \frac{m \pi x}{b} \right) \left( 1 - \exp \left[ -\pi^2 t D \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) \right] \right) \]  
(B.70)

The constants \( B_{mn} \) can be found using the orthogonality properties of the cosine function such that the solution for \( f_1 \), Equation B.70, satisfies the governing differential equation, Equation B.69. Therefore

\[ \frac{k_1 + u_z}{D} = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{mn} \left( -\frac{m^2 \pi^2}{b^2} - \frac{n^2 \pi^2}{h^2} \right) \cos \left( \frac{n \pi y}{h} \right) \cos \left( \frac{m \pi x}{b} \right) \]  
(B.71)

Applying the concept of orthogonality results in

\[ \int_{-h}^{h} \int_{-b}^{b} \frac{k_1 + u_z}{D} \cos \left( \frac{q \pi y}{h} \right) \cos \left( \frac{r \pi x}{b} \right) \, dx \, dy = \int_{-h}^{h} \int_{-b}^{b} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{mn} \left( -\frac{m^2 \pi^2}{b^2} - \frac{n^2 \pi^2}{h^2} \right) \cos \left( \frac{n \pi y}{h} \right) \cos \left( \frac{m \pi x}{b} \right) \cos \left( \frac{q \pi y}{h} \right) \cos \left( \frac{r \pi x}{b} \right) \, dx \, dy \]  
(B.72)

\[ - B_{mn} \left( -\frac{m^2 \pi^2}{b^2} - \frac{n^2 \pi^2}{h^2} \right) hb = \int_{-h}^{h} \int_{-b}^{b} \frac{k_1 + u_z}{D} \cos \left( \frac{n \pi y}{h} \right) \cos \left( \frac{m \pi x}{b} \right) \, dx \, dy \]  
(B.73)

Equation B.73 can be used to solve for \( B_{mn} \) for all cases except when \( m = n = 0 \). In this case, Equation B.40 can be combined with Equation B.41 to form another condition that can be used to solve for \( B_{00} \)

\[ C_m = \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} \sum_{n=0}^{\infty} f_n \frac{\partial^n C_m}{\partial z^n} \, dx \, dy \]  
(B.74)

\[ \frac{\partial^n C_m}{\partial z^n} \delta_{n0} = \frac{1}{4bh} \sum_{n=0}^{\infty} \left( \int_{-h}^{h} \int_{-b}^{b} f_n \, dx \, dy \right) \frac{\partial^n C_m}{\partial z^n} \]  
(B.75)

Equating like orders of derivatives results in the equation
\[ \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} f_n \, dx \, dy = \delta_{n0} \]  

(B.76)

With \( n = 1 \), this gives

\[ \frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} f_1 \, dx \, dy = 0 \]  

(B.77)

It therefore follows that

\[ B_{00} = 0 \]  

(B.78)

The resulting expressions for \( B_{mn} \) are

\[ B_{00} = 0 \]  

(B.79)

\[ B_{0n} = \frac{4(-1)^n h^2 U_m}{\pi^4 n^4 D} + \frac{256(-1)^{n+1} U_m bh}{\pi^7 Dn^2} \sum_{j=0}^{\infty} \frac{\tanh \left[ \frac{(2j+1)\pi b}{2h} \right]}{(2j+1)^3(2n+2j+1)(2n-2j-1)} \]  

(B.80)

\[ B_{m0} = \frac{256(-1)^{m+1} U_m h^3}{\pi^7 Dbm^2} \sum_{j=0}^{\infty} \frac{\tanh \left[ \frac{(2j+1)\pi b}{2h} \right]}{(2j+1)^2(2j-1)[(2j+1)^2 + 4m^2 h^2/b^2]} \]  

(B.81)

\[ B_{mn} = \frac{512(-1)^{m+n+1} U_m bh^3}{\pi^7 D[b^2m^2 + n^2h^2]} \times \sum_{j=0}^{\infty} \frac{\tanh \left[ \frac{(2j+1)\pi b}{2h} \right]}{(2j+1)(2n+2j+1)(2n-2j-1)[(2j+1)^2 + 4m^2 h^2/b^2]} \]  

(B.82)

The effective diffusion coefficient \( k_2 \) can now be determined from Equation B.52, with \( n = 2 \), resulting in

\[ k_2 = -\frac{1}{4bh} \int_{-h}^{h} \int_{-b}^{b} (f_1 u_z) \, dx \, dy + D \]  

(B.83)
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\[ k_2 - D = -\frac{1}{4bh} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{mn} \left( 1 - \exp \left[ -\pi^2 t D \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) \right] \right) \]

\[ \int_{-h}^{h} \int_{-b}^{b} \cos \left( \frac{n\pi y}{h} \right) \cos \left( \frac{m\pi x}{b} \right) u_z dx dy \]

\( \text{For } m \neq 0 \text{ and } n \neq 0, \text{ the integral can be evaluated as} \)

\[ \int_{-h}^{h} \int_{-b}^{b} u_z \cos \left( \frac{n\pi y}{h} \right) \cos \left( \frac{m\pi x}{b} \right) dx dy = \frac{512(-1)^{m+n} h^2 U_m}{\pi^5} \]

\[ \times \sum_{j=0}^{\infty} \left( \frac{\tanh \left[ \frac{(2j+1)h\pi}{2h} \right]}{((2j+1)^2 + 4m^2h^2/b^2)(2n+2j+1)(2n-2j-1)(2j+1)} \right) \]

\( \text{(B.85)} \)

\[ \int_{-h}^{h} \int_{-b}^{b} u_z \cos \left( \frac{n\pi y}{h} \right) \cos \left( \frac{m\pi x}{b} \right) dx dy = -B_{mn} \frac{\pi^2 D(b^2m^2 + n^2h^2)}{bh} \]

\( \text{For } m = 0 \text{ and } n \neq 0, \text{ the integral can be evaluated as} \)

\[ \int_{-h}^{h} \int_{-b}^{b} u_z \cos \left( \frac{n\pi y}{h} \right) \cos \left( \frac{m\pi x}{b} \right) dx dy = -\frac{8(-1)^n U_m bh}{\pi^2 n^2} + \]

\[ \frac{512(-1)^n h^2 U_m}{\pi^5} \sum_{j=0}^{\infty} \left( \frac{\tanh \left[ \frac{(2j+1)h\pi}{2h} \right]}{(2j+1)^3(2n+2j+1)(2n-2j-1)} \right) \]

\( \text{(B.87)} \)

\[ \int_{-h}^{h} \int_{-b}^{b} u_z \cos \left( \frac{n\pi y}{h} \right) \cos \left( \frac{m\pi x}{b} \right) dx dy = -B_{0n} \frac{2\pi^2 Dn^2 b}{h} \]

\( \text{(B.88)} \)

\[ \text{For } m \neq 0 \text{ and } n = 0, \text{ the integral can be evaluated as} \)

\[ \int_{-h}^{h} \int_{-b}^{b} u_z \cos \left( \frac{n\pi y}{h} \right) \cos \left( \frac{m\pi x}{b} \right) dx dy = -\frac{512(-1)^m h^2 U_m}{\pi^5} \]

\[ \times \sum_{j=0}^{\infty} \left( \frac{\tanh \left[ \frac{(2j+1)h\pi}{2b} \right]}{((2j+1)^2 + 4m^2h^2/b^2)(2j+1)^3} \right) \]

\( \text{(B.89)} \)
\[ \int_{-h}^{h} \int_{-b}^{b} u_z \cos \left( \frac{n \pi y}{h} \right) \cos \left( \frac{m \pi x}{b} \right) \, dx \, dy = -B_{m0} \frac{2\pi^2 D m^2 h}{b} \] (B.90)

From here, an expression for \( k_2 \) can be assembled, resulting in

\[
k_2 - D = \frac{1}{4bh} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{mn} \left( 1 - \exp \left[ -\pi^2 t D \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) \right] \right) \frac{\pi^2 D (h^2 m^2 + n^2 b^2)}{bh} (1 + \delta_{m0} + \delta_{n0}) \] (B.91)

\[
k_2 = D \left[ 1 + \frac{\pi^2}{4} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} B_{mn}^2 \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) (1 + \delta_{m0} + \delta_{n0}) \right. \]
\[
\left. \times \left( 1 - \exp \left[ -\pi^2 t D \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) \right] \right) \right] \] (B.92)

This is the dispersion coefficient. For a square duct, in terms of the average velocity of fluid in the cylinder, this can also be written as

\[
k_2 = D \left[ 1 + \frac{\pi^2}{4} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn}^2 \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) (1 + \delta_{m0} + \delta_{n0}) \right. \]
\[
\left. \times \left( 1 - \exp \left[ -\pi^2 t D \left( \frac{m^2}{b^2} + \frac{n^2}{h^2} \right) \right] \right) \right] \] (B.93)

where

\[ C_{00} = 0 \] (B.94)

\[
C_{0n} = \frac{4(-1)^n h^2 U_{avg}}{0.281 \pi^4 n^4 D} + \frac{256(-1)^{n+1} U_{avg} b h}{0.281 \pi^7 D n^2} \]
\[
\times \sum_{j=0}^{\infty} \frac{\tanh \left[ \frac{(2j+1)\pi b}{2h} \right]}{(2j+1)^3(2n+2j+1)(2n-2j-1)} \] (B.95)

\[
C_{mn} = \frac{256(-1)^{m+1} U_{avg} b h^3}{0.281 \pi^7 D m^2} \sum_{j=0}^{\infty} \frac{\tanh \left[ \frac{(2j+1)\pi b}{2h} \right]}{(2j+1)^2(2j-1)[(2j+1)^2 + 4m^2 h^2/b^2]} \] (B.96)
\[ C_{nm} = \frac{512(-1)^{m+n+1}U_{avg}bh^3}{0.281\pi^T D[b^2m^2 + n^2h^2]} \] 

\[ \times \sum_{j=0}^{\infty} \frac{\tanh \left[ \frac{(2j+1)\pi b}{2h} \right]}{(2j+1)(2n+2j+1)(2n-2j-1)[(2j+1)^2 + 4m^2h^2/b^2]} \] 

(B.97)
Appendix C

An Analytical Solution for Solute Dispersion in a Channel with No Diffusion

C.1 Filling Stage

In the case where diffusion is neglected \((k_2 = 0)\), an analytical solution to the governing equations for concentration as a function of position and time in the one dimensional model is possible. For the solute filling process, the Equation 3.16 reduces to

\[
\frac{\partial \tilde{C}_m}{\partial t} = \frac{\partial \tilde{C}_m}{\partial \tilde{z}} (\tilde{z} - 1) + \tilde{C}_m \tag{C.1}
\]

while the boundary and initial conditions are the same as in Equations 3.17, 3.18, and 3.19.

First, the solution to the asymptotic steady state solution, \(C_{m-ss}\), must be found. As \(t \to \infty\), Equation C.1 reduces to

\[
0 = \frac{\partial \tilde{C}_{m-ss}}{\partial \tilde{z}} (\tilde{z} - 1) + \tilde{C}_{m-ss} \tag{C.2}
\]

with boundary condition given by

\[
\tilde{C}_{m-ss}(t, z = 0) = 1 \tag{C.3}
\]

The solution can be found by simple integration. Therefore
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\[ \frac{\partial \bar{C}_{m-ss}}{\partial \bar{z}} = \frac{\bar{C}_{m-ss}}{1 - \bar{z}} \]  
(C.4)

\[ \int \frac{1}{\bar{C}_{m-ss}} d\bar{C}_{m-ss} = \int \frac{1}{1 - \bar{z}} dz \]  
(C.5)

\[ \ln \bar{C}_{m-ss} = - \ln (1 - \bar{z}) + C_1 \]  
(C.6)

where \( C_1 \) is a constant of integration. Applying the boundary condition and simplifying gives

\[ \bar{C}_{m-ss} = \frac{1}{1 - \bar{z}} \]  
(C.7)

With the asymptotic steady state solution determined, the transient solution may be found by considering the physical operation of the system in the case where diffusion is negligible. That is, consider an arbitrary volume of fluid entering the channel at an arbitrary time. The mass of solute in this volume of fluid is fixed as the volume travels through the channel, since there is no diffusion to cause particles to migrate in or out of the control volume. The volume travels through the channel as dictated by the velocity of the fluid in the channel, but becomes less as solute is evaporated through the vapor permeable polymer template. Since the velocity and evaporation rates are not functions of time, it must be true that all such volumes entering at any time behave the same way, including a volume of fluid entering in the limit as time \( t \to \infty \). Thus, the concentration for any such volume must trace the steady state concentration profile. Now, consider the first volume of fluid to enter the channel, starting at time \( t = 0 \). The distance that this volume of fluid travels is given by simply integrating the velocity.

\[ v = \frac{\partial z}{\partial t} = \frac{q''P_p}{A} (L_0 - z) \]  
(C.8)

\[ \int_0^d \frac{1}{L_0 - z} dz = \int_0^t \frac{q''P_p}{A} dt \]  
(C.9)

\[ - \ln \frac{L_0 - d}{L_0} = \frac{q''P_p t}{A} \]  
(C.10)

\[ \frac{L_0 - d}{L_0} = \exp \left( - \frac{t}{t_s} \right) \]  
(C.11)

\[ d = L_0 \left[ 1 - \exp \left( - \frac{t}{t_s} \right) \right] \]  
(C.12)
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In dimensionless form, this is

$$\frac{d}{L_0} = [1 - \exp(-\bar{t})] \quad (C.13)$$

To the left of this position, there are particles in the fluid. To the right, there are no particles. Therefore, the final solution is given by the steady state solution modified by a unit step function, given by

$$\bar{C}_m = \frac{1}{1 - \bar{z}} u[1 - \exp(\bar{t}) - \bar{z}] \quad (C.14)$$

The solution can be confirmed by substituting into Equation C.1. This results in

$$\frac{1}{1 - \bar{z}} \delta[1 - \exp(-\bar{t}) - \bar{z}] \exp(-\bar{t}) =$$

$$\left[ -\frac{1}{1 - \bar{z}} u[1 - \exp(-\bar{t}) - \bar{z}] + \delta[1 - \exp(-\bar{t}) - \bar{z}] \right] (\bar{z} - 1) \quad (C.15)$$

$$+ \frac{1}{1 - \bar{z}} u[1 - \exp(-\bar{t}) - \bar{z}]$$

$$\frac{1}{1 - \bar{z}} \delta[1 - \exp(-\bar{t}) - \bar{z}] \exp(-\bar{t}) =$$

$$\left[ -\frac{1}{1 - \bar{z}} u[1 - \exp(-\bar{t}) - \bar{z}] + \delta[1 - \exp(-\bar{t}) - \bar{z}] \right]$$

$$+ \frac{1}{1 - \bar{z}} u[1 - \exp(-\bar{t}) - \bar{z}] \quad (C.16)$$

$$\frac{1}{1 - \bar{z}} \delta(1 - \exp(-\bar{t}) - \bar{z}) \exp(-\bar{t}) = \delta(1 - \exp(-\bar{t}) - \bar{z}) \quad (C.17)$$

$$[1 - \bar{z} - \exp(-\bar{t})] \delta(1 - \exp(-\bar{t}) - \bar{z}) = 0 \quad (C.18)$$

To check the equality of the above equation, let

$$y = 1 - \bar{z} - \exp(-\bar{t}) \quad (C.19)$$

The equation then becomes

$$y \delta(y) = 0 \quad (C.20)$$
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The equation is clearly satisfied for \( y \neq 0 \). For the case of \( y = 0 \), consider the integral of the above expression across the region an arbitrary distance \( \epsilon \) on either side of \( y = 0 \). Integration by parts gives

\[
\int_{-\epsilon}^{\epsilon} y \delta(y) dy = y u(y) \bigg|_{-\epsilon}^{\epsilon} - \int_{-\epsilon}^{\epsilon} u(y) dy
\]  
(C.21)

\[
\int_{-\epsilon}^{\epsilon} y \delta(y) dy = \epsilon - \int_{0}^{\epsilon} 1 dy
\]  
(C.22)

\[
\int_{-\epsilon}^{\epsilon} y \delta(y) dy = \epsilon - \epsilon
\]  
(C.23)

\[
\int_{-\epsilon}^{\epsilon} y \delta(y) dy = 0
\]  
(C.24)

Therefore, the equality holds even at \( y = 0 \). Since the equality therefore holds at all values of \( y \), the proposed solution is indeed correct.

### C.2 Drying Stage

The filling stage continues as described above until the channel fills completely with solute at some area. Once this maximum concentration is reached, the drying stage begins. This transition occurs at a time \( t_f \) that can be determined by equating concentration in the filling stage solution to the saturation concentration of solute, denoted symbolically as \( C_f \). This maximum concentration is achieved at a position of \( L_f \), which is different from the length of the channel \( L_0 \) as a result of the zero diffusion assumption as well as the assumption that there is no evaporative flux through the end of the channel. Using these values in Equation C.1 gives

\[
\frac{C_f}{C_0} = \frac{1}{1 - L_f/L_0} \left( 1 - \exp \left( -\frac{t_f}{t_s} \right) - \frac{L_f}{L_0} \right)
\]  
(C.25)

Equating the coefficient of the unit step function to the dimensionless final concentration gives

\[
L_f = L_0 \left( 1 - \frac{C_0}{C_f} \right)
\]  
(C.26)

Equating the argument of the unit step function to zero gives the time at which the channel transitions to the drying phase, which results in...
1 - \exp \left( -\frac{t_f}{t_s} \right) - \frac{L_f}{L_0} = 0 \quad (C.27)

\[ t_f = t_s \ln \left[ \frac{1}{1 - \frac{L_f}{L_0}} \right] \quad (C.28) \]

Combining with the result from Equation C.26 results in

\[ t_f = t_s \ln \left[ \frac{C_f}{C_0} \right] \quad (C.29) \]

In the case where diffusion is neglected \((k_2 = 0)\) the governing equation for the system can be reduced to

\[ \frac{\partial \bar{C}_m}{\partial \bar{z}} \left( \bar{z} - \frac{L_x(\bar{t})}{L_0} \right) + \bar{C}_m = 0 \quad (C.30) \]

as described in Chapter 3. The solution can be found by simple integration. Therefore

\[ \frac{\partial \bar{C}_m}{\partial \bar{z}} = \frac{\bar{C}_m}{\frac{L_x(\bar{t})}{L_0} - \bar{z}} \quad (C.31) \]

\[ \int \frac{1}{C_m} d\bar{C}_m = \int \frac{1}{\frac{L_x(\bar{t})}{L_0} - \bar{z}} d\bar{z} \quad (C.32) \]

\[ \ln \bar{C}_m = - \ln \left( \frac{L_x(\bar{t})}{L_0} - \bar{z} \right) + R_1 \quad (C.33) \]

\[ \bar{C}_m = \frac{R_1}{L_0 - \bar{z}} \quad (C.34) \]

where \(R_1\) is a constant of integration. Applying the boundary condition from Equation 3.27 and simplifying gives

\[ \bar{C}_m = \frac{1}{1 - \frac{L_0 \bar{z}}{L_x(\bar{t})}} \quad (C.35) \]

Applying the boundary condition from Equation 3.28 results in

\[ \frac{C_f}{C_0} = \frac{1}{1 - \frac{L(t)}{L_x(t)}} \quad (C.36) \]

\[ L_x(\bar{t}) = \frac{L(\bar{t})}{1 - \frac{C_0}{C_f}} \quad (C.37) \]
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To find the filled length as a function of time, a simple mass balance on the solute in the system can be performed. The total mass of solute, \( m_{\text{tot}} \), is first found by integrating the concentration over the length of the channel at an arbitrary time. This gives

\[
m_{\text{tot}} = A \int_0^{L(t)} C_m dx + A \int_{L(t)}^{L_0} C_f dx
\]  

\[\text{(C.38)}\]

\[
m_{\text{tot}} = A \int_0^{L(t)} \frac{C_0}{1 - \frac{L_0 x(t)}{L_x(t)}} dx + A \int_{L(t)}^{L_0} C_f dx
\]  

\[\text{(C.39)}\]

\[
m_{\text{tot}} = AC_0 \ln \left(1 - \frac{L_0 L(t)}{L_x(t)}\right) + AC_f (L_0 - L(t))
\]  

\[\text{(C.40)}\]

The time rate of change of the total mass in the system is therefore given by

\[
\dot{m}_{\text{tot}} = -AC_0 L_0 \frac{1}{1 - \frac{L_0 L(t)}{L_x(t)}} \left[\frac{\dot{L}(t)}{L_x(t)} - \frac{L(t)}{L_x(t)} \frac{\dot{L}_x(t)}{L_x(t)}\right] - AC_f \dot{L}(t)
\]  

\[\text{(C.41)}\]

Substituting the expression for \( L_x(t) \) and simplifying results in the expression

\[
\dot{m}_{\text{tot}} = -AC_f \dot{L}(t)
\]  

\[\text{(C.42)}\]

The additional mass in the system is supplied through the inlet to the channel, and is given by the expression

\[
\dot{m}_{\text{tot}} = C_0 A v(t, z = 0)
\]  

\[\text{(C.43)}\]

Substituting for the velocity using Equation 3.20 results in

\[
\dot{m}_{\text{tot}} = C_0 A q^* P_p \frac{L(t)}{A}
\]  

\[\text{(C.44)}\]

Equating the two expressions for the mass flow rate of solute results in

\[
AC_f \dot{L}(t) = -C_0 A q^* P_p L(t)
\]  

\[\text{(C.45)}\]

\[
\frac{\dot{L}(t)}{L(t)} = -C_0 q^* P_p \frac{1}{C_f A}
\]  

\[\text{(C.46)}\]

Integrating results in
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\[ \int_{L_f}^{L(t)} \frac{1}{L} dL = - \int_{t_f}^{t} \frac{C_0 \ q^\prime \ p}{C_f \ A} dt \quad (C.47) \]

\[ \ln \left( \frac{L(t)}{L_f} \right) = - \frac{C_0 \ q^\prime \ p}{C_f \ A} (t - t_f) \quad (C.48) \]

\[ L(t) = L_f \ exp \left( - \frac{C_0 \ t - t_f}{C_f \ t_s} \right) \quad (C.49) \]
Appendix D

Synthesis Procedure for Poly(4-methyl-2-pentyne)

An example recipe for synthesis of poly(4-methyl-2-pentyne) is given below. The recipe was scaled linearly depending on the volume of polymer desired. The procedure was performed in a nitrogen glovebox until the polymerization was complete, at which time the polymer was removed from the glovebox and the remaining procedure performed in a fume hood with ambient environment.

1. Combine 0.264 g niobium pentachloride with 0.428 g triphenyl bismuth in 21.6 mL of toluene to form the catalyst solution.

2. Stir the catalyst solution at 90 °C for 10 min.

3. Combine 2 g (2.8 mL) 4-methyl-2-pentyne in 2.8 mL of toluene to form the monomer solution.

4. Add the monomer solution dropwise to the catalyst solution, stirring constantly. The solution should gel quickly as the polymer is formed.

5. Hold the gelled polymer at 90 °C for 1 hour to ensure completion of the reaction.

6. Separate the gelled polymer from any remaining liquid toluene. Wash the gelled polymer with methanol, remove the polymer from the methanol, and dry the polymer under vacuum to remove all of the toluene from the gelled polymer.
7. Dissolve the polymer in 100 mL of cyclohexane. This dissolution will occur slowly, and can take in excess of 24 hours to dissolve completely. Periodic agitation will assist dissolution.

8. Precipitate the dissolved polymer in a large volume of methanol. This can be done by pipetting the dissolved polymer in 2 mL quantities into 400 mL of methanol, followed by closing the container and violently agitating the mixture after each addition of polymer solution.

9. Filter the polymer to remove the precipitated polymer from the methanol. This can be done using a polypropylene filter with 25 µm pores mounted in a vacuum filtration system.

10. Dry the removed polymer under vacuum to remove any remaining methanol, and re-dissolve in 100 mL of cyclohexane.

11. Repeat the previous three steps to re-precipitate and dissolve the polymer in cyclohexane, to ensure all of the catalyst is removed.

12. Dissolve the polymer in 100 mL of cyclohexane to prepare for solution casting.
Appendix E

Derivation of the Gibbs-Thomson Equation for Melting Temperature of a Spherical Nanoparticle

In this appendix, a first order approximation of the change in melting temperature of a nanoparticle as a function of the particle radius is developed. The system under consideration is that of a single nanoparticle under transition from solid to liquid, isolated from all other such solids or liquids. The following derivation follows that done by Buffat et al.\textsuperscript{127}

A transition between a solid and a liquid phase occurs when the chemical potential of the two phases are equal, or $\mu_s = \mu_l$. The chemical potential can be expanded in a Taylor series around the bulk melting point temperature and pressure, $T_{m,\infty}$ and $P_{m,\infty}$. Keeping only the first-order terms results in

$$\mu_s(T_m, P_s) = \mu(T_{m,\infty}, P_{m,\infty}) + \frac{\partial \mu_s}{\partial T} \bigg|_{P} (T_m - T_{m,\infty}) + \frac{\partial \mu_s}{\partial P} \bigg|_{T} (P_s - P_{m,\infty}) \quad (E.1)$$

$$\mu_l(T_m, P_l) = \mu(T_{m,\infty}, P_{m,\infty}) + \frac{\partial \mu_l}{\partial T} \bigg|_{P} (T_m - T_{m,\infty}) + \frac{\partial \mu_l}{\partial P} \bigg|_{T} (P_l - P_{m,\infty}) \quad (E.2)$$

where $T_m$ is the melting temperature of the particle, $P_s$ is the pressure in the solid and $P_l$ is the pressure in the liquid. Using the phase transfer condition
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\[ \mu_s(T_m, P_s) = \mu_l(T_m, P_l) \] and the fact that chemical potentials of phases at the bulk melting temperature and pressure are also equal, the difference in the two above equations results in

\[ 0 = \left( \frac{\partial \mu_l}{\partial T} \bigg|_P - \frac{\partial \mu_s}{\partial T} \bigg|_P \right) (T_m - T_{m,\infty}) + \left( \frac{\partial \mu_l}{\partial P} \bigg|_T (P_l - P_{m,\infty}) - \frac{\partial \mu_s}{\partial P} \bigg|_T (P_s - P_{m,\infty}) \right) \] (E.3)

The partial derivatives can be evaluated by considering the Gibbs-Duhem equation, which is

\[ -VdP + SdT + md\mu = 0 \] (E.4)

where \( V \) is the volume of the particle, \( S \) is the entropy, and \( m \) is the mass. It follows that

\[ \frac{\partial \mu}{\partial T} \bigg|_P = -\frac{S}{m} = -s \] (E.5)

and

\[ \frac{\partial \mu}{\partial P} \bigg|_T = -\frac{V}{m} = \frac{1}{\rho} \] (E.6)

where \( s \) is the specific entropy and \( \rho \) is the density. Therefore

\[ 0 = (s_s - s_l) (T_m - T_{m,\infty}) + \left( \frac{1}{\rho} (P_l - P_{m,\infty}) - \frac{1}{\rho} (P_s - P_{m,\infty}) \right) \] (E.7)

\[ 0 = (s_s - s_l) (T_m - T_{m,\infty}) + \frac{1}{\rho} (P_l - P_s) \] (E.8)

The change in entropy associated with the phase change is related to the enthalpy of fusion \( \Delta H_{m,\infty} \) by

\[ (s_l - s_s) = \frac{\Delta H_{m,\infty}}{T_0} \] (E.9)

The change in pressure between the two phases can be found by considering the different surface energies of the two phases. The pressure inside a sphere with radius \( r_p \) and surface tension \( \gamma \) may be found using the concept of virtual work. At equilibrium, the system must be an energy minimum.
That is, any small change in the radius of the droplet must not cause any incremental change in work. Therefore

$$\Delta P dV = \gamma dA$$  \hspace{1cm} (E.10)

where $\Delta P$ is the pressure acting across the interface and $A$ is the surface area. The change in surface area with respect to volume may be calculated as

$$\frac{dA}{dV} = \frac{dA}{dr} \frac{dr}{dV}$$  \hspace{1cm} (E.11)

For a sphere, $A = 4\pi r_p^2$ and $V = \frac{4}{3}\pi r_p^3$. Therefore

$$\frac{dA}{dV} = \frac{2}{r_p}$$  \hspace{1cm} (E.12)

The result is that

$$\Delta P = \frac{2\gamma}{r_p}$$  \hspace{1cm} (E.13)

For the solid and liquid droplets, this results in

$$P_s - P_{\infty} = \frac{2\gamma_s}{r_p}$$  \hspace{1cm} (E.14)

$$P_l - P_{\infty} = \frac{2\gamma_l}{r_p}$$  \hspace{1cm} (E.15)

where $P_{\infty}$ is the atmospheric pressure. The difference in the two pressures is therefore

$$P_l - P_s = \frac{2(\gamma_l - \gamma_s)}{r_p}$$  \hspace{1cm} (E.16)

Substituting the expressions for the change in entropy and pressure into the phase equilibrium condition results in

$$0 = -\Delta H_{m,\infty} \frac{(T_m - T_{m,\infty})}{T_{m,\infty}} + \frac{1}{\rho} \frac{2(\gamma_l - \gamma_s)}{r_p}$$  \hspace{1cm} (E.17)

$$T_m = T_{m,\infty} \left[ 1 - \frac{2(\gamma_s - \gamma_l)}{\rho r_p \Delta H_{m,\infty}} \right]$$  \hspace{1cm} (E.18)

This is the Gibbs-Thomson equation, describing the variation in melting temperature caused by a finite particle radius.