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Abstract

Evidence for Neutrino Oscillations in the Sudbury Neutrino Observatory

by

Alysia Diane Marino

Doctor of Philosophy in Physics

University of California, Berkeley

Dr. Kevin T. Lesko, Co-Chair; Professor Marjorie D. Shapiro, Co-Chair

The Sudbury Neutrino Observatory (SNO) is a large-volume heavy water Čerenkov detector designed to resolve the solar neutrino problem. SNO observes charged-current interactions with electron neutrinos, neutral-current interactions with all active neutrinos, and elastic-scattering interactions primarily with electron neutrinos with some sensitivity to other flavors.

This dissertation presents an analysis of the solar neutrino flux observed in SNO in the second phase of operation, while ~2 tonnes of salt (NaCl) were dissolved in the heavy water. The dataset here represents 391 live days of data. Only the events above a visible energy threshold of 5.5 MeV and inside a fiducial volume within 550 cm of the center of the detector are studied. The neutrino flux observed via the charged-current interaction is [1.71±0.065(stat.)±0.065(sys.)±0.02(theor.)]×10^6cm^{-2}s^{-1}, via the elastic-scattering interaction is [2.21±0.22(stat.)±0.11(sys.)±0.01(theor.)]×10^6cm^{-2}s^{-1}, and via the neutral-current
interaction is \([5.05\pm0.23\text{(stat.)}\pm^0.31_{0.37}\text{(sys.)}\pm0.06\text{(theor.)}] \times 10^6\text{cm}^{-2}\text{s}^{-1}\). The electron-only flux seen via the charged-current interaction is more than \(7\sigma\) below the total active flux seen via the neutral-current interaction, providing strong evidence that neutrinos are undergoing flavor transformation as they travel from the core of the Sun to the Earth. The most likely origin of the flavor transformation is matter-induced flavor oscillation.
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\[
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To my parents and grandparents.
With a grain of salt.

-Pliny the Elder, *Natural History*, Book 23, Section 8
Acronyms Used in this Dissertation

**AV**: Acrylic Vessel; The Acrylic Vessel contains the 1000 metric tons of D$_2$O

**CC**: Charged-Current neutrino interaction with deuterium

**ES**: Elastic-Scattering neutrino interaction with electrons

**FTG**: The grid fitter, the reconstruction algorithm used in this dissertation, described in Chapter 3

**MC**: Monte Carlo simulated

**m.w.e.**: Meters Water Equivalent, used as a measure of the depth of an experiment, gives the equivalent depth of water that would provide the same mass of material above an experiment

**NC**: Neutral-Current neutrino interaction with deuterium

**NCD**: Neutral Current Detector, one of an array of $^3$He proportional counters which has been inserted into the SNO detector to detect neutrons

**OWL PMT**: OutWard-Looking Phototube; There are 96 of these tubes looking into the Outer H$_2$O (See Figure 2.1.)

**PDF**: probability density function

**PMT**: Photomultiplier tube
**PSUP**: Pmt SUPport structure; the geodesic frame supporting the ~10,000 phototubes

**SNO**: Sudbury Neutrino Observatory

**SNOMAN**: SNO Monte Carlo and ANalysis, the primary SNO software package

**SNU**: Solar Neutrino Unit, defined as $10^{-36}$ sec$^{-1}$ per target atom
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Preface: A Roadmap for this Dissertation

I am a firm believer in the importance of having a map to get where one is going. To that aim, before we begin I would like to say a few words on the outline of this dissertation.

Chapter 1 begins with an account of the history of the neutrino and lays out the solar neutrino problem, which has been an outstanding mystery in particle physics for the past four decades. To put it simply, too few neutrinos from the Sun are observed at the Earth. With the Sudbury Neutrino Observatory (SNO), described in Chapter 2, this mystery has finally be solved. Previous solar neutrino experiments have been primarily sensitive to only one of the three types of neutrino, the electron neutrino. With its unique heavy water target, SNO can see all three kinds of neutrinos. If the flux of electron neutrinos from the Sun is measured to be less than the total neutrino flux, then this is evidence that neutrinos are undergoing flavor changes. This gives a possible resolution to the solar neutrino problem, and also strongly suggests that at least some neutrino flavors have mass.

The goal of this dissertation is to determine the flux of solar neutrinos on the Earth via various neutrino interactions. Unfortunately, this is not as simple as just counting up
the number of observed neutrinos. There are many backgrounds in the detector, and it is not possible to distinguish the different neutrino interactions from one another on an event-by-event basis. Instead we must sum together many neutrino events and look at the resulting distributions to tell how many neutrinos of each type were present.

The first piece of information we need to know is where is the event located in the detector. We would also like to know which direction the event is traveling in. Both of these are treated in Chapter 3, which describes the event reconstruction within the detector.

Secondly, we need to know the energy of the event. We need to apply an energy cut to the data to reduce the low-energy backgrounds coming from radioactivity in the detector components. Chapter 4 will treat the energy calibration of the detector.

To help distinguish one type of neutrino interaction from another we can look at the isotropy of the pattern of light seen in the detector. Chapter 5 will describe how the isotropy of an event is quantified and will look at the calibration of the isotropy of the detector.

With the reconstruction, energy and isotropy of an event determined, all of the basics building blocks for the analysis are in place. Next we need to understand the backgrounds in the data and the efficiency of the detector. Chapter 6 explores the neutron detection efficiency of the detector. Chapter 7 deals with the non-physics backgrounds (electronics noise, etc.) and estimates their contribution to the final dataset. Chapter 8 estimates the backgrounds in the dataset from physics interactions, such as low-energy radioactive decays and muons.

In Chapter 9 the scheme for extracting the neutrino fluxes from the data is pre-
sented. In Chapter 10 all of this information is put together to extract neutrino fluxes from the data, which are interpreted in a two-neutrino oscillation framework.

The Appendix describes work that was performed by the author on the electronics for the KamLAND reactor neutrino experiment.

Enjoy!
Chapter 1

Introduction to the Solar Neutrino Problem

1.1 What is a Neutrino?

Neutrinos are elusive particles. They have no electric charge and a very small mass relative to the other known particles. Though abundant in nature, neutrinos interact with other matter very weakly, making them extremely difficult to detect. It has been pointed out that a 50 MeV neutrino can easily penetrate a piece of solid lead a light year thick without undergoing an interaction [1]. We believe that neutrinos are one of the fundamental building blocks of nature. Our present understanding\(^1\) is that all matter is composed of two types of particles: quarks and leptons. Quarks combine to form protons and neutrons and other heavy particles, while leptons are divided into charged leptons (such as electrons) and other heavy particles, while leptons are divided into charged leptons (such as electrons) and

\(^1\)For any poor soul who stumbles across this dissertation 100 years from now and is convulsed with laughter while reading this paragraph, the author wishes to remind you that the present understanding is, of course, subject to change.
neutrinos. At this point, it will be useful embark upon a brief historical digression to more fully explain the present picture of the neutrino.

1.2 A Brief History of the Neutrino

The story of the neutrino (denoted by the Greek letter $\nu$) begins in the 1930s. At that time, atomic nuclei were believed to consist of electrons and protons (with the mass number of protons and the mass number minus the atomic number of electrons in the nucleus) [2]. One of the difficulties of this model concerned nuclear $\beta$ decays, which had been observed to emit electrons with a broad spectrum of energies. As $\beta$ decay was believed to involve the ejection of one of the electrons from the nucleus, a discrete electron energy should have been observed due to the discrete quantum states in the nucleus and the fact that only two particles were present in the final state. Pauli first proposed a way out of this crisis in his famous letter of 1930 to the “radioactive ladies and gentleman” at a physics meeting in Tübingen. In this brief letter (an English translation of which can be found in [2]), Pauli hypothesized “the possibility that there could exist in the nuclei electrically neutral particles that I wish to call neutrons, which have spin $1/2$ and obey the exclusion principle.” He went on to note that these particles are emitted along with the electron in $\beta$ decay -making it a 3-body final state- and that their mass must be less than 0.01 times the proton mass.

In 1932 Chadwick discovered the particles that we now call neutrons, but they were too heavy to satisfy Pauli’s explanation of energy conservation in $\beta$ decay. In 1934

---

2Pauli elected not to attend this meeting due to a ball in Zürich.
Fermi published in Italian [3] and German [4] his theory of $\beta$ decay (an English translation appears in [5]), in which he assumed the existence of Pauli’s light neutral particle, which he called the neutrino. During a $\beta$ decay, a neutron is converted into a proton inside the nucleus, and an electron and a neutrino (really an anti-neutrino) are emitted.

In the late 1930s and 1940s several cloud chamber experiments studying nuclear recoil in $\beta$ decay further illustrated the need for these extra particles to conserve energy and momentum in decays, thus hinting at the existence of the neutrino [6, 7, 8]. The first direct detection of neutrinos occurred at the Savannah River nuclear reactor in 1956 [9]. Here Reines and Cowan and their group used a Cadmium-doped water target detecting the inverse-$\beta$ decay induced by anti-neutrinos coming from the reactor. This reaction ($\bar{\nu}+p \rightarrow n + e^+$) produced a positron, detected by the two 0.511 MeV gamma rays produced in positron/electron annihilation, and a neutron, which would capture on Cadmium a few $\mu$sec later and emit gamma rays.

In 1956 Ray Davis and others [10] looked for the production of electrons by anti-neutrinos coming from the Savannah River Reactor using Cl as the target ($\bar{\nu}+n \rightarrow p + e^-$). If neutrinos and anti-neutrinos are not distinct particles then this reaction, which is possible for neutrinos, should also occur for the anti-neutrinos coming from the reactor [1]. The work of the Davis group set an upper limit on the reaction rate [10] that was well below what would have been expected if neutrinos and anti-neutrinos are identical. In present terminology, we would say that $e^-$, $\mu^-$, $\tau^-$ and $\nu$ have been assigned a lepton number of +1, with $e^+$, $\mu^+$, $\tau^+$ and $\bar{\nu}$ having a lepton number of -1. It is believed that the total

---

$^3$This neutrino interaction on Cl would go on to play a very important role in the detection of solar neutrinos.
lepton number must be conserved in any standard electroweak interaction. For example, the $\bar{\nu} + n \to p + e^-$ has a lepton number of -1 on the left side and +1 on the right side, so it is forbidden. However, $\nu + n \to p + e^-$ is allowed since it has a lepton number of +1 on both sides.

In 1957 C. S. Wu and others showed using polarized $^{60}$Co that $\beta$ decay violates parity [11], with the electron almost always traveling in the direction opposite the nuclear spin. In other words the angular distribution of the emitted $\beta$s is not symmetric with respect to the spin of the decaying nucleus. This was interpreted by Lee and Yang [12] into the two-component theory of the neutrino. They proposed that perhaps the neutrino spin always has the same orientation with respect to the neutrino momentum. This theory requires the neutrinos to be massless, since if a neutrino has mass, it must be traveling slower than the speed of light, making it possible to boost to a frame of reference where the neutrino spin will take on the opposite orientation with respect to the momentum. In 1959 an experiment performed by M. Goldhaber and others on $^{152}$Eu [13] investigated the nature of this fixed orientation. It was revealed that the neutrino is “left-handed”. Anti-neutrinos, which have the opposite spin orientation, are “right-handed”.

All of the work discussed so far focussed on neutrinos and anti-neutrinos in interactions involving electrons. In 1962 it was observed that the neutrinos produced in pion decay will produce muons, not electrons, when they interact with matter [14]. This indicated that there are at least two families of neutrinos, electron neutrinos and muon neutrinos. When the $\tau$ lepton was discovered in the mid-1970s [15], the existence of a $\tau$ neutrino was quickly inferred. Interactions of $\nu_\tau$ were first observed in 2001 [16]. At the present moment we
believe that leptons, like quarks, are divided into three doublets [17]:

$$\begin{pmatrix}
  e \\
  \nu_e \\
  \mu \\
  \nu_\mu \\
  \tau \\
  \nu_\tau
\end{pmatrix}$$

Each charged lepton has a corresponding electrically-neutral neutrino, for a total of three neutrino flavors: electron (e), mu (\(\mu\)) and tau (\(\tau\)). Further support for the number of neutrino flavors comes from e\(^+\)e\(^-\) collider experiments. By studying the decay modes of the Z boson, the combined results from the 4 LEP experiments (ALEPH, DELPHI, L3, and OPAL) indicate that there are 2.984\(\pm\)0.008 neutrino flavors which couple to the Z [18].

The mass of the neutrino will become very important later in this chapter and obtaining a clearer understanding of neutrino masses is one of the primary motivations for the work described in this dissertation. The masses have not yet been directly measured. The present limit on the electron neutrino mass is <225 eV (determined from the electron capture decay of \(^{163}\)Ho) and on the electron anti-neutrino mass is <3 eV (determined from \(^3\)H \(\beta\) decay) [18]. The upper limits on the \(\nu_\mu\) and \(\nu_\tau\) masses are 0.19 MeV and 18.2 MeV respectively [18]. Currently there are no direct limits on on the \(\bar{\nu}_\mu\) and \(\bar{\nu}_\tau\) masses.\(^4\)

1.3 Solar Neutrinos

Though neutrinos are difficult to detect and to study, they are quite abundant in nature. For example the average banana emits roughly 1.2 million neutrinos per day due to the decay of radioactive \(^{40}\)K.\(^5\) More significant terrestrial sources include nuclear reactors and the decays of cosmic-ray muons and pions in the atmosphere. Neutrinos are

\(^4\)The \(\nu\) and \(\bar{\nu}\) masses are not necessarily equal if CPT symmetry is violated.
\(^5\)The average banana contains 467 mg of potassium [19], which is 0.0117\% \(^{40}\)K in nature [20]. With a half-life of 1.3 billion years, \(^{40}\)K can decay by either \(\beta^+\) or \(\beta^-\), producing both neutrinos and anti-neutrinos.
also produced in great numbers in a core collapse supernova, where the core of a massive star explodes and forms a neutron star, releasing on the order of $10^{58}$ neutrinos [21]. Perhaps the largest set of neutrinos in the universe is the relic neutrinos left over from the Big Bang. These neutrinos and anti-neutrinos have a number density of 100 per cm$^3$ per neutrino flavor. However, since they have an average temperature of 1.9 K (0.25 eV), they will be extremely difficult to observe directly [22].

The Sun is the most significant source of neutrinos within our solar system. A hydrogen-burning main sequence star, the Sun is fueled by nuclear fusion reactions occurring within the solar core (inner $\sim$20% of the Sun’s radius). The principal fusion process in the Sun, called the p-p chain, involves 11 separate reactions, which can be summarized by the overall reaction $4p \rightarrow \alpha + 2e^+ + 2\nu_e$ [23]. Figure 1.1 shows the full p-p chain of interactions [23]. It should be emphasized that all of these reactions produce only electron neutrinos. The neutrinos produced by the two-proton fusion reaction are referred to as pp neutrinos, those from the interaction involving $^3$He and a proton are called hep neutrinos, and those from the two-proton-and-electron reaction are known as pep neutrinos. The remaining neutrinos are typically labelled by the initial nuclei in the reactions where neutrinos are produced. The neutrinos produced by the various p-p chain interactions have different neutrino energies. Figure 1.2 shows the energy spectra for the various neutrino interactions. Note that above 5 MeV only neutrinos from the $^8$B and hep reactions are produced in significant amounts.

The study of solar neutrinos is important because it provides a window into the interior of the Sun. The photons which we see from the Sun emerge from only the outer
0.1% of the Sun’s radius [25]. Since neutrinos have such small interaction cross sections, they stream out of the solar core essentially undisturbed. Detailed measurements of the solar neutrino flux probe the nuclear fusion reactions fueling the Sun. Due to the large distance scales involved, solar neutrinos also provide a useful tool for the study of neutrino properties.

### 1.4 Solar Neutrino Experiments before SNO

In the late 1950s it was realized that the decay of $^8$B in Figure 1.1 would provide a source of high-energy neutrinos from the Sun [26] and attempts were made to estimate the flux at the Earth [26, 27]. Experimenters began searching for methods of detecting these neutrinos in the 1960s. The first attempt to detect solar neutrinos was made by Ray Davis, using $^{37}$Cl as a target. The experiment was located 2300 feet below the surface in a
Figure 1.2: This figure, from John Bahcall, is an update of one in [24]. The shaded regions indicate the approximate energy thresholds for various neutrino detectors.
limestone mine in Barbeton, Ohio, and only an upper limit could be obtained due to the
cosmic-ray muon backgrounds \([28]\), emphasizing the great importance that deep locations
have in the study of solar neutrinos.

### 1.4.1 The Homestake Experiment

Continuing on with the work that had started in the Barbeton mine, Ray Davis
and his group constructed a detector in the Homestake gold mine in Lead, South Dakota at
a depth of 4850 ft (4400 m.w.e.) \([29]\). The experiment used a radiochemical assay technique
based on the reaction

\[
\nu_e + ^{37}\text{Cl} \rightarrow ^{37}\text{Ar} + e^-.
\]  

Using a large tank of cleaning fluid as the target, the \(^{37}\text{Ar}\) produced by neutrino interactions
was then extracted by purging the tank with helium, collecting the He and Ar. With a 35-
day half-life, the \(^{37}\text{Ar}\) could then be counted. This experiment took data for over 30 years.
The observed solar neutrino rate was \(2.56 \pm 0.16\)\(^\text{(stat.)}\)\(^{\pm 0.16}\)\(^\text{(syst.)}\) SNU \(^{6}\) \([30]\), compared
to a predicted rate of \(7.7 \pm 1.2\) SNU \([31]\).

### 1.4.2 The Gallium Experiments

Another reaction which has been used to study solar neutrinos is

\[
\nu_e + ^{71}\text{Ga} \rightarrow ^{71}\text{Ge} + e^-.
\]  

The threshold for this reaction is 0.233 MeV, so it is sensitive to neutrinos coming from the
pp reaction. There have been two approaches to using gallium to detect solar neutrinos,

\(^6\)A SNU, or Solar Neutrino Unit, is defined as \(10^{-36}\) sec\(^{-1}\) per target atom.
one using gallium metal (the SAGE experiment) and one using a gallium chloride solution (the GALLEX experiment, continued in the GNO experiment). SAGE, located in the underground Baksan Neutrino Observatory in the Caucasus mountains of Russia, observed a neutrino rate of $67.2 \pm 7.2^{+3.5}_{-3.3}$ (stat.) $3.5^{+3.0}_{-2.9}$ (syst.) SNU, while the predicted rate for gallium is 129 SNU [32]. The GALLEX and GNO experiments, both located in the Gran Sasso Laboratory in Italy, have observed a rate of $74.1 \pm 6.7^{+7}_{-8}$ SNU [33].

1.4.3 Kamiokande and Super-Kamiokande

Both the Kamiokande experiment and its successor, the Super-Kamiokande experiment have used water as a target for neutrino interactions, relying on the neutrino-electron elastic-scattering interaction,

$$\nu + e^- \rightarrow \nu + e^-.$$  \hspace{1cm} (1.3)

The energetic electrons, which move faster than the speed of light in water, are then detected by the cone of Čerenkov light that they produce. There are two channels by which the reaction in Equation 1.3 can proceed, one of which is possible only for electrons, while the other is possible for all flavors of neutrinos. The result is that this interaction has a cross section for electron neutrinos that is approximately 6 times larger than that for other neutrino flavors [34]. Both experiments were placed in the Kamioka mine, roughly 200 km west of Tokyo. The Kamiokande experiment measured a neutrino flux that was $0.492 \pm 0.034^{\text{stat.}} \pm 0.058^{\text{syst.}}$ of the expected signal [35]. Based on 1496 days of data, the Super-Kamiokande collaboration has reported detecting $0.465 \pm 0.015^{\text{stat.}} \pm 0.013^{\text{syst.}}$ of the expected solar neutrino signal [36].
### Table 1.1: Results from previous solar neutrino experiments. The uncertainties on the expected fluxes come from [31].

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Observed</th>
<th>Expected</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homestake</td>
<td>2.56±0.16(stat.)±0.16(syst.) SNU</td>
<td>7.7_{-1.0}^{+1.3} SNU</td>
<td>[30, 31]</td>
</tr>
<tr>
<td>SAGE</td>
<td>67.2±{0.7}<em>{-0.6}(stat.)±{3.0}</em>{-0.8}(syst.) SNU</td>
<td>129_{-6.4}^{+8.6} SNU</td>
<td>[32]</td>
</tr>
<tr>
<td>GNO and GALLEX</td>
<td>74.1_{-6.4}^{+6.4} SNU</td>
<td>129_{-6.6}^{+8.6} SNU</td>
<td>[33]</td>
</tr>
<tr>
<td>Kamiokande</td>
<td>0.492±{0.034}<em>{-0.033} (stat.)±{0.058}</em>{-0.048} (syst.)× SSM</td>
<td>1.0_{-0.14}^{+0.19}</td>
<td>[35]</td>
</tr>
<tr>
<td>Super-K</td>
<td>0.465±{0.013}_{-0.013}×SSM</td>
<td>1.0_{-0.14}^{+0.19}</td>
<td>[36]</td>
</tr>
</tbody>
</table>

### 1.5 The Solar Neutrino Problem

As was described in the previous section, several experiments have made measurements of the solar neutrino flux, using a variety of targets and reactions. The results of these experiments are summarized in Table 1.1. All of the experiments have observed a significant deficit of solar neutrinos compared to the theoretical predictions. This is the heart of the solar neutrino problem. There are two possible solutions to this inconsistency: our solar model may be flawed or our understanding of the neutrino may be incomplete or incorrect.

We can examine other solar physics research to help evaluate the accuracy of our solar model. The field of helioseismology uses oscillations of the Sun’s surface to probe its structure. John Bahcall writes [23], “The technique is analogous to striking a bell and using the frequencies of the emitted sound to make inferences about the bell’s constitution.” Figure 1.3 shows the difference between the measured solar sound speeds (which depend on the density) and the predicted sound speeds from the 1998 Bahcall-Pinsonneault solar model. The observed discrepancies are much smaller than what would be required for the solar neutrino predictions to match the data. This makes a solution to the solar neutrino problem involving flaws in the solar model less likely.
Figure 1.3: This figure, from [31], shows the difference between sound speeds from the Bahcall-Pinsonneault 1998 standard solar model and helioseismological measurements as a function of the radial position in the Sun. The arrow indicates the discrepancy which would be required to bring the solar model neutrino predictions to within $1\sigma$ of the solar neutrino measurements.
Another possible explanation to the solar neutrino problem involves the properties of the neutrino. As mentioned above, there are three neutrino flavors. Only one of these flavors, the electron neutrino, is produced in the core of the Sun. All of the experiments on the Earth have been primarily sensitive to electron neutrinos. If during the course of traveling from the Sun to the Earth the neutrino could somehow change flavors, then this might explain why we have detected too few electron neutrinos at the Earth. The next section will discuss how such a transformation might occur.

1.6 Neutrino Oscillation

We know that the there are three different neutrino flavor states (e, μ, and τ) that couple via the weak interaction. Now, suppose that they are composed of three mass eigenstates, which are different from the flavor eigenstates. This is really not so unreasonable, since a similar phenomenon occurs in the quark sector where the weak interaction eigenstates are different from the strong interaction eigenstates [1]. Furthermore, suppose that the flavor eigenstates, $\nu_l$, are a linear combination of the mass eigenstates, $\nu_m$, related by a matrix $^7$, $U_{lm}$. We can denote the flavor eigenstates as

$$\nu_l = \sum_{m=1}^{N} U_{lm} \nu_m, \quad (1.4)$$

where $N$ is the number of neutrino flavors. We can transform this equation to obtain an expression for the mass eigenstates,

$$\nu_m = \sum_{l'=1}^{N} U_{l'm}^* \nu_{l'}. \quad (1.5)$$

---

7This section follows a treatment given in [37]
Suppose at time \( t = 0 \) that we are in a pure flavor state, \( \nu_l \), with a momentum \( \mathbf{p} \). The wave function at time \( t = 0 \) is
\[
\psi(x, t = 0) = \sum_{m=1}^{N} U_{lm} \nu_m e^{ipx}.
\] (1.6)

Evolving this equation in time gives
\[
\psi(x, t) = \sum_{m=1}^{N} U_{lm} \nu_m e^{ipx} e^{-iE_m t}.
\] (1.7)

If the neutrino mass, \( M_m \), is much less than the momentum \( p \), then the neutrino is traveling close to the speed of light, \( c \). Working in units where \( c = 1 \) and \( h = 1 \), we have \( E_m \simeq p + M_m^2/2p \). Defining \( x = 0 \) at \( t = 0 \), we can rewrite Equation 1.7 as
\[
\psi(x, x) \simeq \sum_{m=1}^{N} U_{lm} \nu_m e^{-i[M_m^2/2p]x}.
\] (1.8)

Using Equation 1.5, the expression can be rewritten in terms of the \( \nu_l \) flavor eigenstates as
\[
\psi(x, x) \simeq \sum_{l'=1}^{N} \left[ \sum_{m=1}^{N} U_{lm} e^{-i[M_m^2/2p]x} U_{l'm}^* \right] \nu_{l'}.
\] (1.9)

At time \( t = 0 \) and \( x = 0 \) our neutrino had flavor \( l \). We can now ask what is the probability that the neutrino has flavor \( l' \) when it has reached \( x \).
\[
P(l', x) = |\langle \psi_l(x) | \psi_l(x) \rangle| = \left[ \sum_{m'=1}^{N} U_{lm'} e^{-i[M_{m'}^2/2p]x} U_{l'm'}^* \right] \left[ \sum_{m=1}^{N} U_{lm} e^{-i[M_m^2/2p]x} U_{l'm}^* \right] (1.10)
\]

If we now assume that CP is conserved, then \( U \) is real, and we obtain
\[
P(l', x) = \left[ \sum_{m=1}^{N} U_{lm} U_{l'm}^2 + \sum_{m \neq m'} \sum_{m=1}^{N} U_{lm} U_{l'm} U_{l'm'} U_{l'm'}^* \cos(x/L_{mm'}) \right],
\] (1.11)

where the oscillation length, \( L_{mm'} \) is defined as
\[
L_{mm'} = 2\pi \frac{2p}{|M_m^2 - M_m'^2|} = 2\pi \frac{2p}{\Delta M^2_{mm'}}.
\] (1.12)

\(^8\)For a wave packet treatment that does not assume that the neutrinos have a perfectly defined momentum, see [38].
Equation 1.11 indicates that the probability of detecting a neutrino in a given weak interaction flavor state oscillates as a function of distance. Note that for an oscillation to occur, at least some of the neutrino flavors must have non-zero masses and the masses must not be equal.

1.6.1 Two-Flavor Oscillations

Though it is believed that there are only three active neutrino flavors which couple to the weak interaction, typically it is assumed that one of the oscillation lengths is much longer than the other. Therefore, it is normally sufficient to think about neutrino oscillation between two flavors. In this case, the mixing matrix, $U_{lm}$, reduces to a rotation matrix,

$$U = \begin{vmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{vmatrix},$$

where $\theta$ is the mixing angle. The probability of starting in flavor $l$ and remaining in flavor $l$ at position $x$ is

$$P(l \rightarrow l, x) = 1 - \sin^2(2\theta)\sin^2(\pi x/L).$$

1.6.2 Oscillations in Matter

So far, the discussion of oscillations has only dealt with neutrinos freely traveling in a vacuum. In the presence of matter, there are additional effects which can arise. Electron neutrinos can interact with electrons via the W or Z boson, while the $\mu$ and $\tau$ neutrinos can only interact with electrons via the Z boson, as shown in Figure 1.4. Therefore, in the absence of free $\mu$s and $\tau$s, the electron neutrino eigenstate will propagate differently than the $\mu$ and $\tau$ states. An analogous situation arises with the propagation of light in
birefringent crystals, where the index of refraction is depends on the polarization of the light.

Figure 1.4: The Feynman diagrams for the possible neutrino interactions with electrons. Note that the electron neutrinos can interact via the W or the Z boson.

In the case of constant density, effects in matter will modify the result in Equation 1.14 to

\[ P_{\text{matter}}(l \rightarrow l, x) = 1 - \sin^2(2\theta_m)\sin^2(\pi x/L_m), \]  

(1.15)

where the oscillation length in matter is defined as

\[ L_m = \frac{L}{D_m} = \frac{L}{\left[1 - 2(LG_Fn_e/\sqrt{2\pi})\cos(2\theta) + (LG_Fn_e/\sqrt{2\pi})^2\right]^{1/2}}, \]  

(1.16)

and the mixing angle in matter, \( \theta_m \), is given by

\[ \sin(2\theta_m) = \frac{\sin(2\theta)}{D_m}. \]  

(1.17)

Here \( G_F \) is the Fermi constant and \( n_e \) is the electron number density. No new free parameters have been introduced, but instead the terms are modified by factors that depend on the electron density of the matter. Notice in these relations that there is a density where
the \( Ln_e G_f/\sqrt{2}\pi = \cos(2\theta) \), making \( \sin(2\theta_m) = 1 \), and thus a great enhancement in the mixing can occur. This enhancement is known as the MSW effect, named after Wolfenstein, who first considered the equations for neutrino propagation in matter \([39]\), and Mikheyev and Smirnov, who appreciated the importance this could have for matter with varying density \([40]\). For the case of a slowly varying electron density, as is the case for neutrinos emerging from the Sun, it is possible that for some values of \( \Delta M_{\text{mm}}^2 \) nearly all of the electron neutrinos will emerge from the Sun as a different flavor \([23]\). It is interesting to note that this effect is reversible, so that if the neutrinos from the Sun enter a region of slowly increasing density, some of the neutrinos will convert back into electron neutrinos. We will actually see more electron neutrinos from the Sun at night \([23]\).

If we combine all of the results from the solar neutrino experiments, we can determine a range of values for \( \Delta M_{\text{mm}}^2 \) and \( \theta \) that would yield a suppression of the solar electron neutrino flux that is consistent with what is observed. Figure 1.5 shows the regions of the parameter space which were allowed prior to the results of the SNO experiment.  

\[ \text{(1.6.3 Other Evidence for Neutrino Oscillation)} \]

There are now signs of neutrino oscillation from sources other than solar neutrinos. In addition to neutrinos coming from the Sun, we can also detect neutrinos which are produced in the upper atmosphere from cosmic-ray interactions. The collisions of cosmic rays with nuclei typically result in hadronic showers. The pions in the showers can decay by processes such as \( \pi^+ \rightarrow \mu^+ + \nu_\mu \). The muons produced then typically decay by

\[ \text{Note that } \Delta m^2 \text{ can be positive or negative. In the presence of matter effects, these two scenarios will behave differently. As was pointed out in [41], one can use } \tan^2 \theta \text{, instead of } \sin^2 2\theta, \text{ to take into account all of the possible oscillation phase space.} \]
Figure 1.5: The shaded regions in this figure, from [42], show the values for $\Delta M^2_{\odot}$, and $\theta$ that are consistent with the results from the solar neutrino experiments prior to the SNO results. Observations from the Cl, Ga, and Super-Kamiokande experiments have been included here. The regions depict the 90% confidence level region (inner light blue region), the 95% , 99%. and the outer 99.74% confidence level region (white enclosed in black line). The name of each region is printed near it.
\( \mu^+ \rightarrow e^+ + \bar{\nu}_\mu + \nu_e \). The combination of these two interactions yields an expected ratio for the number of muon-type neutrinos to electron-type neutrinos of approximately two.

The Super-Kamiokande experiment has performed an analysis of the atmospheric neutrino interactions occurring within their detector [43]. They see a deficit of muon neutrinos as a function of the zenith angle. Since atmospheric neutrinos reaching Super-Kamiokande from below have travelled a longer pathlength through the Earth to reach the detector than those which reach Super-Kamiokande from above, the fact that they detect fewer muon neutrinos traveling upward is consistent with the interpretation that some of the muon neutrinos have oscillated into another flavor while traveling through the Earth. Since they do not see a corresponding enhancement of upward-going electron neutrinos, this would suggest that the \( \nu_\mu \)'s have oscillated into \( \nu_e \)'s.

There is also evidence for neutrino disappearance coming from a reactor neutrino experiment. Located in western Japan, in the former home of the Kamiokande experiment, the KamLAND experiment (short for Kamioka Liquid scintillator Anti-Neutrino Detector) was designed to search for anti-neutrinos coming from commercial nuclear power reactors.\(^{10}\) The flux-weighted average distance between the nuclear reactors and the detector is roughly 180 km. The observed anti-neutrino flux is \(0.686 \pm 0.044 \text{(stat.)} \pm 0.045 \text{(syst.)}\) of the expected signal for no oscillations [44]. Assuming CPT is invariant, the KamLAND experiment is sensitive to the same region of the oscillation parameter space as the solar neutrino experiments due to its long baseline. The deduced oscillation parameters for the KamLAND result are in good agreement with those obtained by a global analysis of the solar neutrino

\(^{10}\)A more detailed description of the KamLAND detector and some of the work that the author did on the detector electronics can be found in Appendix A.
The Liquid Scintillator Neutrino Detector (LSND) experiment at Los Alamos also reported evidence for neutrino oscillation. The detector consisted of a large tank of liquid scintillator, surrounded by phototubes, which was placed down stream of a muon beam at the Los Alamos Meson Facility. LSND saw an excess of events in searches for both $\nu_\mu \rightarrow \nu_e$ oscillations [45] and $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ oscillations [46]. The miniBooNE experiment at Fermilab [47] has been designed to confirm the LSND signal and should have results available within the next year or two.

So far we have seen evidence for neutrino oscillation in three different regimes: solar/reactor electron neutrinos, atmospheric muon neutrinos, and accelerator muon neutrinos. Currently each of these areas requires a different value of $\Delta M_{\alpha\beta}^2$. The solar results favor a $\Delta M_{\alpha\beta}^2$ between $10^{-5}$ eV$^2$ and $10^{-4}$ eV$^2$, the atmospheric results favor a $\Delta M_{\alpha\beta}^2$ between $2 \times 10^{-3}$ eV$^2$ and $3 \times 10^{-3}$ eV$^2$, and the LSND results favor a $\Delta M_{\alpha\beta}^2$ between $4 \times 10^{-2}$ eV$^2$ and 1 eV$^2$ [18]. If there are only three neutrinos flavors, then the three $\Delta M_{\alpha\beta}^2$ values must sum up to zero, and they do not. This has led some theorists to hypothesize the existence of a fourth (or fifth or sixth ...) neutrino species, assuming that all of the experimental results are correct. However, we already know from results at LEP [18] that there are only 3 light neutrino flavors that couple to the Z boson. So, these additional neutrino species must be “sterile”, referring to the fact that they do not interact via the weak interaction.
1.7 Massive Neutrinos

The results of numerous experiments now provide evidence for disappearing neutrinos. At the present moment the favored explanation for this disappearance is that the neutrinos are undergoing oscillations. However, as was pointed out in Equation 1.12, for these oscillations to occur, at least some of the neutrino flavors must have non-zero masses. Currently the Standard Model of particles and interactions only includes massless neutrinos and it is not such a simple matter to insert non-zero masses.

If we want to add neutrino masses into the Standard Model in the same fashion as the other lepton masses (via a so-called Dirac mass term), then this requires the existence of right-handed neutrinos and left-handed anti-neutrinos. Since these particles have not been observed in weak interactions, Dirac-type neutrinos would require some new physics to be added to the Standard Model.

On the other hand, we could instead consider adding them into the Standard Model via a Majorana-type mass term, an option only available to chargeless particles. Here the neutrino is its own anti-particle and the left-handed particles are what we call neutrinos and the right handed particles are what we call anti-neutrinos. One of the interesting things about the Majorana mass term is that it allows a particle to transform into an anti-particle [48]. This violates the conservation of lepton number, one of the principles of the Standard Model.

Therefore, if neutrino flavor oscillations can be confirmed, then there must be non-zero neutrino masses and this will require an extension of the Standard Model. The remainder of this dissertation will focus on the Sudbury Neutrino Observatory, which was
designed with the goal of confirming solar neutrino oscillation in mind.
Chapter 2

The Sudbury Neutrino Observatory

2.1 The SNO Detector

The Sudbury Neutrino Observatory (SNO) is a large volume heavy water Čerenkov detector. The idea to construct a neutrino detector using heavy water was proposed by Herbert Chen [49], who realized that heavy water could be used to detect neutrinos of all flavors, thus providing a direct approach to resolving the solar neutrino problem.

The SNO detector is located in INCO’s Creighton Mine No. 9, just outside Sudbury, Ontario, Canada. Contained in a barrel-shaped 22 m diameter by 34 m tall cavity, the detector sits beneath 2.06 km of rock. This depth corresponds to an overburden of ∼6000 meters water equivalent [50, 51]. An illustration of the SNO detector is shown in Figure 2.1 and an extensive description is contained in [50].
Figure 2.1: A cross section of the SNO Detector.
2.1.1 The Heavy Water

At the center of this detector is 1000 metric tons of heavy water (D$_2$O), on loan from Ontario Hydro. The composition of the hydrogen in the heavy water is 99.917% $^2$H (with the balance as $^1$H), while the oxygen content is 99.12% $^{16}$O, 0.17% $^{17}$O, and 0.71% $^{18}$O [50]. In May 2001, 2 metric tons of NaCl were mixed into the D$_2$O, resulting in a 0.2% brine solution. The salt was removed from the water in September 2003, primarily by the use of a reverse-osmosis unit. Spectroscopic analysis indicated that the level of NaCl remaining in the D$_2$O following the salt removal is $<1$ ppm [52].

2.1.2 The Acrylic Vessel

The D$_2$O is contained by an acrylic vessel (AV). Consisting of a 12.12 m diameter sphere with a 1.5 m diameter, 6.8 m tall cylindrical chimney [50], the AV is shown in Figure 2.2. The chimney allows access to the D$_2$O for the insertion of calibration sources into the D$_2$O and for pipes to circulate the D$_2$O. The AV is supported by 10 loops of a specially designed rope of Vectran filaments.

The sphere of the AV is composed of 122 panels of ultra-violet transmitting (UVT) acrylic. UVT acrylic was chosen to allow greater transmission of Čerenkov light from the D$_2$O in the region of peak PMT sensitivity. The panels were bonded together using a partially polymerized adhesive. They are 5.6 cm thick, except for the equatorial panels housing the suspension ropes, which are 10 cm thick. The chimney was fabricated from ultraviolet-absorbing (UVA) acrylic to reduce the light entering the detector from regions other than the central D$_2$O sphere.
Figure 2.2: The SNO acrylic vessel which contains the D$_2$O.
2.1.3 The Light Water

Surrounding the AV is 7400 metric tons of ultrapure H$_2$O, with 1700 metric tons in the Inner H$_2$O region between the PMTs and the AV, and 5700 metric tons in the Outer H$_2$O region filling the remainder of the cavity. The water provides buoyancy to help support the weight of the D$_2$O and the PMTs and also provides shielding from neutrons and high-energy gammas coming from the rock walls.

2.1.4 The Photo-multiplier Tubes and PMT Support Structure

Submerged into the H$_2$O is the PMT Support Structure (PSUP). The stainless steel PSUP is a 889 cm radius geodesic composed of triangles joined at 91 nodes [50], as depicted in Figure 2.3. The primary purpose of this structure is to support the photomultiplier tubes (PMTs) which detect the light produced by neutrino interactions. The structure also needed to be lightweight, low in radioactivity, and water-tight. There are 9438 PMTs which look inward at the D$_2$O volume. Each inward-looking PMT is housed in a hexagon constructed of black acrylonitrile-butadiene-styrene (or ABS) plastic. The hexagons support light concentrators which are attached to the faces of the PMTs. The concentrators consist of 18 thin curved “petals” of aluminum which have been coated in a dielectric to reduce corrosion. Detailed in [53], the concentrators increase the effective area of each PMT by 75% and have been tuned so that the PMTs are most sensitive to light coming from within the D$_2$O. The hexagonal PMT housings are bolted together into panels which are affixed to the PSUP frame. Since the plastic of the hexagons is opaque, it provides a light barrier between the Inner and Outer H$_2$O. There are an additional 91 outward-looking PMTs (or OWLs)
which look for light produced in the Outer H$_2$O (Figure 2.1) to serve as a tag for cosmic muons that originate outside of the detector. There are also four “neck” PMTs mounted at the top of the AV chimney to tag static discharges occurring on the AV chimney near the air/water interface.

SNO uses 20.4 cm diameter Hamamatsu R1408 PMTs. The envelopes surrounding the PMTs are composed of a special glass (Schott 8246), which has low intrinsic Th and U levels (< 100 µg per PMT [50]). The 9438 inward-facing PMTs provide a photocathode coverage of 31%. The addition of the light concentrators increases the effective coverage to 54% [50]. The photo-multiplier tube efficiency, detailed in [54], peaks at a value of ~13% in the range of 350 to 475 nm (blue to ultraviolet). The efficiency falls under 1% below 250 nm and above 625 nm. The Earth’s magnetic field can reduce the PMT efficiency by up to 20% [55]. Due to its northern location, the magnetic field at SNO only deviates from vertical by 15°. The vertical component of the Earth’s magnetic field is cancelled by 14 field compensation coils running through the cavity walls. The residual horizontal component which is not cancelled reduces the efficiency by less than 3%.

2.1.5 The Coordinate System

Since the detector is largely spherical, it is convenient to define $x=0$, $y=0$, $z=0$ to be at the center of the D$_2$O region. The positive $z$-axis is defined to be pointing upward through the AV chimney (or toward the surface), the positive $x$-axis is aligned 40.4° east of true north (with respect to the Earth’s rotation axis), and the positive $y$-axis is aligned 49.6° west of true north [56].
Figure 2.3: The PMT Support Structure (PSUP), showing how the hexagonal PMT housings are arranged together into panels and placed in the detector.
2.1.6 Electronics and Data Acquisition

As SNO is a real time solar neutrino detector, it is important to have fast electronics, with as little dead time as possible. Though the detector typically has a trigger rate of \( \sim 20 \) Hz, the electronics were designed to handle sustained rates of up to 1 kHz (necessary during calibrations, etc.) and bursts of up to 1 MHz. The design of the electronics system is more fully described in [50, 57]. A brief summary of the system will be given here.

The electronics for the PMTs is distributed between 19 crates. Each crate houses 16 cards, with each card serving 32 PMT channels. The PMTs are attached to the cards by a single 75 \( \Omega \) cable which transmits both the high voltage and the PMT output signal. The pulse from a PMT is first fed into a discriminator. If the pulse is above the discriminator threshold, then a 400 ns timing cycle will begin. The PMT pulse is then fed through a low-gain and a high-gain integrator to determine the total charge on the PMT. If a global trigger signal is received during the 400 ns cycle, then the timing and charge information from that PMT is recorded. If no global trigger is received within 400 ns, the PMT channel resets itself.

Several different conditions can produce a global trigger. Typically we want to trigger the detector when a flash of Čerenkov light is produced. This can result in a large number of photo-multiplier tube hits or a large amount of deposited charge. Since it takes light roughly 66 ns to travel across the detector, a typical global trigger condition requires 18 photo-multiplier tubes (\( \sim 3 \) MeV) to register a signal above the discriminator threshold within 100 ns of each other. To record muon events, the detector will also trigger if 12 OWL tubes register a signal. In addition to the triggers designed to record physics events, there
are also a number of diagnostic triggers, such as a pulsed global trigger, which forces a readout of the detector 5 times a second, and an asynchronous forced trigger, which forces a global trigger after every 1000 triggers. Both of these triggers are useful for identifying the background photo-multiplier tube rates. There is also a trigger that records events when a signal is detected on a hydrophone underground. Such a signal might be caused by blasting or some other seismic event. While an individual channel has a deadtime of 400 ns, the overall trigger deadtime is less than 10 ns. As the typical trigger rate in the detector is on the order of 20 Hz, the trigger deadtime is negligible.

It is also necessary to have accurate absolute time information, especially in the event of a supernova. SNO uses two clocks to determine the absolute event time [50]. A GPS system provides a 10 MHz clock signal, accurate to within 100 ns, to provide the Universal time for synchronization with other detectors. The GPS system is located on the surface, and is connected to the electronics via a 4 km fiber optic cable, on which the transmission time is continuously monitored. A 50 MHz quartz oscillator located underground provides more accurate timing between events.

2.1.7 Calibration System and Calibration sources

SNO uses a variety of calibration sources to understand the optical, neutron capture, and energy response of the detector. SNO has two methods for deploying sources in the D$_2$O [50]. The first is a vertical cable that can be used to position sources inside the D$_2$O along the z-axis. SNO also has a calibration deployment system which can move sources along a plane in the D$_2$O by means of two vectran ropes which are attached to fixed points near the equator of the AV, as shown in Figure 2.4. SNO has two sets of such ropes,
one that can move a source in the x-z plane and one that can move a source in the y-z plane. There are also a series of tubes which penetrate the PSUP to allow sources to be lowered in the $\text{H}_2\text{O}$.

![Figure 2.4: The calibration source manipulator system that can move the source along a plane of the detector.](image)

**The Laserball**

For the optical and some of the electronics timing calibrations a laserball source is used [58]. A laser on the deck produces light, which is transmitted via a fiber-optic cable to a diffuser ball that can be deployed into the detector. A series of dyes can be used to can be used to shift the output of the laser to different wavelengths from 337-620 nm, with 600 ps pulses [50]. Neutral density filters adjust the intensity of the light.
The $^{16}$N Source

The primary calibration source used in the evaluation of the energy response of the detector is a $^{16}$N source [59]. A deuterium-tritium generator, located underground near the detector, produces neutrons, which yield $^{16}$N via an $(n,p)$ interaction on the $^{16}$O in CO$_2$ gas. The gas travels into the $^{16}$N source chamber via a capillary tube. The $^{16}$N source consists of a hollow chamber surrounded by plastic scintillator, inside of a stainless steel cylinder. With a 7.13 sec half-life, $^{16}$N emits a 6.13 MeV $\gamma$ along with a $\beta$ in 66.2% of its decays [60]. A PMT is used to detect the light from a $\beta$ in the scintillator, providing a tag for the emission of a 6.13 MeV $\gamma$-ray.\footnote{Actually in 4.8% of the decays a 7.11 MeV is emitted in coincidence with the $\beta$. This higher energy $\gamma$-ray is fully modeled in the Monte Carlo simulation.}

The $^{252}$Cf Neutron Source

To probe the neutron response, SNO uses a $^{252}$Cf fission source. The source consists of $^{252}$Cf encased in acrylic and enclosed in a stainless steel sheath. The fission decay of $^{252}$Cf yields an average of 3.773 neutrons per fission [61].

The AmBe n-Source

SNO also has an additional neutron source, a $^{241}$Am-$^9$Be source. In this source, $^{241}$Am emits $\alpha$-rays which strike a $^9$Be target, producing neutrons via the $^9$Be$(\alpha,n)^{12}$C reaction [62]. For the energy spectrum of $\alpha$s coming from $^{241}$Am, 59.1±1.5 percent of the reactions [63] yield a 4.439 MeV accompanying the neutron. In the remainder of the decays, a neutron is emitted and $^{12}$C is in the ground state. Therefore, this source can potentially
be employed as a tagged-neutron source or as a source of 4.4 MeV γ-rays.

The $^8$Li $\beta$ Source

A tagged $\beta$ source for SNO utilizes the decay of $^8$Li. Arising from a deuterium-tritium accelerator, neutrons strike a $^{11}$B target, producing $^8$Li via the $^{11}$B($n$, $\alpha$)$^8$Li interaction. The radioactive $^8$Li gas is then transported via tubing into the source container deployed in the detector [64]. $^8$Li typically decays by the emission of 2 $\alpha$s and a $\beta^-$ with a maximum energy of 16 MeV [60]. By looking for the scintillation light produced by the $\alpha$s in $^4$He gas in the source chamber, the $\beta$ emission is tagged.

The pT Source

To calibrate the high-energy response of the detector, a pT source was developed [65, 66]. Inside of the source, protons are accelerated and strike a tritium ($^3$H) target, producing $^4$He by a (p,γ) reaction. Since $^4$He does not have a bound excited state, a monoenergetic 19.8 MeV is emitted.

2.2 Monte Carlo Simulation Package

The multipurpose SNO Monte Carlo simulation and analysis software -known as SNOMAN- has been developed over the past decade with significant contributions from many authors [67].

The SNOMAN package is primarily written in FORTRAN and relies upon the CERN Program Library, including the ZEBRA [68] memory manager and the GEANT Version 3 [69] detector description and simulation tool. To simulate the interactions of
the electron, photons, and other particles, SNOMAN uses several packages including EGS4 (to simulate electron and $\gamma$-ray interactions, [70]), FLUKA (high-energy hadronic interactions, [71]), MCNP (from Los Alamos for the simulation of neutron interactions, [72]), MUSIC (MUon SImulation Code, see [73]), the Soudan 2 astronomy library, and MSW code developed by Naoya Hata [74]. SNOMAN also includes various routines to assist in the processing of the real neutrino data such as event vertex reconstruction and event filtering to remove event backgrounds. SNOMAN writes out analyzable files in both the HBOOK format [75] (for use with PAW [76]) or ROOT format [77].

2.3 Neutrino Interactions in SNO

Inside of the heavy water target of the SNO detector, there are three types of neutrino interactions which can occur [34]:

$$\nu_x + e^- \rightarrow \nu_x + e^- \quad (2.1)$$
$$\nu_e + d \rightarrow p + p + e^- \quad (2.2)$$
$$\nu_x + d \rightarrow \nu_x + p + n \quad (2.3)$$

The first of these reactions, given by Equation 2.1, is an elastic-scattering (ES) interaction. It should be noted that this interaction can occur for any neutrino flavor, $\nu_x$, but the cross section is 6 to 7 times greater for $\nu_e$ [23]. The scattered electron direction is highly correlated with the incident neutrino direction. For example, above an electron

\footnote{The exact ratio depends on the energy threshold. For a kinetic energy above 5.0 MeV, the value is 6.64 [23].}
kinetic energy threshold of 5.0 MeV, 90% of the electrons will be scattered within 15° of the incident neutrino direction [23, pg. 234]. Since it involves only electrons, this interaction occurs in both light water and heavy water.

The charged-current (CC) reaction, Equation 2.2, is unique since it can occur for only $\nu_e$. The electron energies are well correlated with the neutrino energy and are typically 1.44 MeV below the neutrino energies [34]. The angular distribution of the electrons with respect to the neutrino direction in the center-of-mass frame can be described by $1 - \frac{1}{3} \cos \theta_{\nu}$, meaning that there are actually slightly more electrons which are emitted backward than forward.

The final reaction, the neutral-current (NC) reaction of Equation 2.3, involves the breakup of a deuteron by a neutrino and has a threshold of 2.2 MeV. This is an extremely important reaction to study because it is equally sensitive to all neutrino flavors and can measure the total solar neutrino flux. If the neutrino flux observed via the NC interaction is significantly larger than the flux observed via the CC or ES interactions, then this is a smoking gun for neutrino flavor transformations.

While the ES and CC interactions produce an electron as the final product, the NC interaction yields a neutron. Relativistic electrons in the detector produce a cone of Čerenkov light, which provides both electron energy and directional information. On the other hand, the neutrons that are produced in the detector will rapidly thermalize and walk randomly around the detector before they eventually capture on a nucleus and produce an observable signal. As a result of this process, any information about the initial neutrino energy and direction is lost for the neutral-current reaction.
Since the NC interaction is very important and is not observed by other experiments, the SNO detector has implemented three different methods for the detection of neutrons over the course of data taking. The first phase consisted of pure D$_2$O inside the AV. A free neutron randomly walks around the D$_2$O before capturing on a nucleus. If the neutron captures on $^2$H in the D$_2$O then a 6.25 MeV $\gamma$-ray is produced [50]. On the other hand, if the neutron reaches the acrylic vessel, there is a high probability that it will capture on $^1$H, due to the larger (n,\(\gamma\)) cross section, yielding only a 2.2 MeV $\gamma$-ray, which is below the analysis threshold. The neutrons that reach the AV are essentially lost.

In May 2001, the second phase of neutron detection began with the injection of 2 tonnes of NaCl into the heavy water. The benefit of adding $^{35}$Cl is two-fold. Since $^{35}$Cl has a (n,\(\gamma\)) cross section which is over 80,000 times larger than that of $^2$H, more neutrons will capture within the D$_2$O region [60]. Also, a neutron capture on $^{35}$Cl results in a cascade of $\gamma$-rays with a total energy of 8.6 MeV, allowing more of the neutron interactions to be observed above the detector energy threshold.

In September 2003 the salt was removed from the D$_2$O via a reverse-osmosis processor. The third phase of neutron detection, using an array of $^3$He proportional counters in the D$_2$O, began in December 2003. The $^3$He counters, referred to as Neutral-Current Detectors (or NCDs), consist of strings of 5.08 cm diameter nickel tubes which are filled with $^3$He-CF$_4$ gas and are anchored to the bottom of the acrylic vessel. They detect neutrons by the reaction

\[
^3\text{He} + n \rightarrow p + ^3\text{He} + 764 \text{ keV.}
\]  

The proton-triton pair then ionizes the gas in the counter, which is detected on the high-
voltage wire that runs through the center of the NCD tube. To help distinguish between neutron interactions and α and β backgrounds (primarily from the NCD walls), the output signals are digitized so that pulse-shape discrimination can be used. The NCDs have very different systematics than the Čerenkov light analyses and therefore provide an important confirmation of the NC results. A side view of the detector with the NCDs in place is shown in Figure 2.5.

2.4 Previous Solar Neutrino Results from SNO

This thesis will focus on the second phase of the SNO detector, the D$_2$O + NaCl phase. However, important results have already been published using the pure D$_2$O data. The first results from SNO [78] gave a measurement of the neutrino flux observed via the CC interaction of

$$[1.75 \pm 0.07(stat) \pm 0.11(syst) \pm 0.05(theor)] \times 10^6 \text{cm}^{-2}\text{s}^{-1}.$$  \hfill (2.5)

This is 3.3σ below the solar neutrino flux measured by the Super-Kamiokande experiment using the ES reaction [78]. Since the ES reaction has a component that involves non-electron neutrinos, the discrepancy between these two results hints that many of the neutrinos from the Sun have changed to other flavors.

The second publication of the SNO collaboration provides even more convincing evidence for oscillations by providing measurements of the solar neutrino flux observed via the CC, ES and NC interactions during the pure D$_2$O phase. The results yielded a solar neutrino flux observed via the NC interaction of

$$[5.09 \pm 0.44(stat) \pm 0.46(syst)] \times 10^6 \text{cm}^{-2}\text{s}^{-1}$$  \hfill (2.6)
Figure 2.5: A view of the SNO acrylic vessel with the NCDs.
for neutrinos with a kinetic energy above 5.0 MeV [79], which is in excellent agreement with the Standard Solar Model predicted flux of \([5.05 \pm 1.01] \times 10^6 \text{ cm}^{-2}\text{s}^{-1}\) [80]. This provided the first direct measurement of the total active flux of neutrinos coming from the \(^8\text{B}\) reaction in the Sun. Since the flux of electron neutrinos observed [79] via the CC interaction was only,

\[ [1.76 \pm 0.05\text{(stat)} \pm 0.09\text{(syst)}] \times 10^6 \text{ cm}^{-2}\text{s}^{-1}, \tag{2.7} \]

the non-electron neutrino component of the solar neutrino flux can be deduced to be

\[ [3.41 \pm 0.45\text{(stat)} \pm 0.48\text{(syst)}] \times 10^6 \text{ cm}^{-2}\text{s}^{-1}, \tag{2.8} \]

which is 5.3\(\sigma\) above zero. Therefore these results strongly suggest that the electron neutrinos generated in the core of the Sun are transforming into other flavors.
Figure 2.6: The solid bands show the sum of the $\mu$ and $\tau$ neutrino fluxes vs the electron neutrino flux for the CC, ES and NC reaction in SNO in the D$_2$O phase (with 1 $\sigma$ errors). The diagonal dashed lines show the prediction of the standard solar model [80]. This figure is taken from [79].
Chapter 3

Event Reconstruction

3.1 Event Reconstruction Algorithm

In order to analyze the neutrino signals in the data, it is important to understand where a given event originated from in the detector. Spatial reconstruction is important because this information can assist in distinguishing the various neutrino signals, as the ES interaction occurs in both the H$_2$O and D$_2$O and the CC and NC interactions are restricted to the D$_2$O. Good spatial resolution is also important because we would like to minimize the number of low-energy background events ($\beta-\gamma$s from U and Th chain activity, described in Chapter 8) from the H$_2$O, acrylic vessel, and PMTs that misreconstruct within the fiducial volume. To keep the backgrounds at an acceptable level, the fiducial volume is the inner 550 cm-radius sphere of the AV. Again, the center of the coordinate system is defined to be the center of the D$_2$O sphere, with the positive z-axis going through the AV chimney.

We also need to understand the event direction. This is particularly important for the ES signal where the electron direction is highly correlated with the direction of the
incident neutrino.

The reconstruction procedure begins by finding the event vertex. An energetic electron in D$_2$O will travel approximately 0.45 cm per MeV [81]. The 5-15 MeV electrons of interest for solar neutrinos travel only a few centimeters before falling below the threshold for the emission of Čerenkov light. Therefore, we can effectively consider the light from a neutrino interaction to be emerging from a single point. To reconstruct the spatial position of an event, we rely upon the timing and spatial position of the PMTs which have detected light. The fitter used in this dissertation (the so-called Grid fitter, or fg) does not make any assumptions about the angular distribution of the emitted light [82] to find the event position, allowing it to be effective at reconstructing events of various types, (such as neutrons, electrons, and $\beta - \gamma$s) which can have very different angular distributions of light.

In order to reconstruct an event, the (x,y,z) position and time (t) of the event vertex must be determined. The fitter begins by performing search of the entire detector using a three-dimensional grid of points which are separated by 1.5 meters over a 10.5 m radius sphere. At each point, a log-likelihood function (which will be discussed below) is maximized with respect to the time of the event vertex. After this first grid search, which reduces the risk of getting stuck at a local maximum, the (x,y,z,t) of the best fit grid point are used as the starting point for a full maximization of the same log-likelihood function. In this second phase, all four parameters (x,y,z,t) are free to vary.

The log-likelihood function used in the maximization is a function of the residual time ($t_{\text{res}}$), which is the PMT hit time ($t_{\text{hit}}$) minus the fit event vertex time ($t_{\text{fit}}$) and minus the time it takes light to travel from the fit vertex ($r_{\text{fit}}$) to the PMT in question ($r_{\text{pmt}(i)}$).
Using the fact that light travels at a speed of $c/n$, where $n$ is the index of refraction averaged over the detector media, this can be written as

$$t_{res}(i) = t_{hit}(i) - t_{fit}(i) - |r_{fit} - r_{pmt}(i)|n/c$$  \hspace{1cm} (3.1)

The time residual distribution should be approximately Gaussian centered around $t_{res} = 0$. However, since there can be late PMT hits due to scattered and reflected light, there is a long tail on the $t_{res} > 0$ side. There is also a flat background due to PMT noise hits. The $t_{res}$ probability distribution that is used by the fitter, $P(t_{res})$ is plotted in Figure 3.1. With this probability distribution, the log-likelihood function which is maximized in the fits is:

$$\text{log-likelihood} = \sum_{i=1}^{N\text{hits}} \log(P(t_{res}(i, r_{fit}, t_{fit})),$$  \hspace{1cm} (3.2)

where $N\text{hits}$ is the number of photo-multiplier tube hits in the event.

Figure 3.1: The probability distribution for $t_{res}$ that is used in event vertex reconstruction. The function shown here is for an event with 40 hits.
Once the event vertex has been determined by the procedure outlined above, the fitter then determines the direction of the event. The concept of an event direction is only meaningful for a single particle event, such as a Čerenkov electron. To determine the direction, a probability density function (pdf) describing the Čerenkov cone of a 5 MeV electron is used [83]. The angular probability density for PMT hits, $P(\theta_i)$, is shown in Figure 3.2, where $\theta_i$ is the angle between the event direction and the PMT position (measured from the reconstructed event vertex). Again, the best fit angle is determined by maximizing the log-likelihood, given by:

$$
\text{log - likelihood} = \sum_{i=1}^{N_{\text{hits}}} \log(P(\theta_i)).
$$

(3.3)

Initially the likelihood is calculated for a grid of $\theta$ and $\phi$ values with a 10° separation between the grid points. As is the case for the position reconstruction, the point with the largest likelihood in the grid search is then used as a starting point to find the $\theta$ and $\phi$ which maximizes the likelihood.

### 3.2 Reconstruction Spatial Performance

To evaluate the performance of the fitters, calibration data from several different sources was used. The primary source used to calibrate the Čerenkov response was a $^{16}$N source (described in [59]), which provides a tagged 6.13 MeV $\gamma$-ray. These calibrations are performed on a regular basis (approximately once a month). In the analysis presented here for the event reconstruction, all of the $^{16}$N source events were required to contain this tag. The $^{16}$N source is not strictly speaking a point source, since $\gamma$-rays will travel an average
Figure 3.2: The probability density function for $\theta_i$ that is used for event direction reconstruction (the y-scale is arbitrary). The functional form is taken from [83] where it was determined by Monte Carlo simulations.
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\[ \sim 40 \text{ cm from the source before Compton scattering off an electron.}^{1} \]

1Based on the equation in [84, Ch. 7], the Compton scattering cross section for 6.13 MeV $\gamma$-ray is roughly $7.21 \times 10^{-26}$ cm$^2$, giving an interaction length of 41.5 cm in pure D$_2$O.
largest discrepancy for the $^{16}$N data can be seen in a run which was taken near the neck (at $x=0, y=0, z=+550$). The values shown in Figures 3.3 and 3.4 do not reflect the true fitter resolution since the source is not a point source. Since the distribution of captures from the neutron source is inherently more diffuse that the $\gamma$-ray source, it is also not surprising that the $r_{dev}$ is larger for events from the $^{252}$Cf and the $^{16}$N source.

![Figure 3.3](image)

Figure 3.3: The mean distance between the source center and the reconstructed event vertices for $^{16}$N source data and Monte Carlo simulations, as a function of the source position in the detector. (This is the vector $r_{dev}$ in Figure 3.5.)

Since the detector is spherical, the reconstructed radius is the most important measure of the position. We are primarily concerned with events coming from inside the D$_2$O, so in an analysis we can restrict ourselves to only looking at the inner part of the D$_2$O. A fiducial volume, which consists of only the events which are within 550 cm of the center of the detector, will be used for neutrino analysis. This is due to external backgrounds, such as “AV” events, external neutrons, and H$_2$O radioactivity, which will be discussed in Chapter 8. Assuming the fitter response is symmetric, at the edge of the fiducial volume
Figure 3.4: The mean distance between the source center and the reconstructed event vertices for $^{252}\text{Cf}$ source data and Monte Carlo simulations.

The fitter will push out the same number of events that it pulls in. Therefore the actual fitter resolution is of secondary importance compared to accuracy with which the fiducial volume can be determined. To understand the accuracy in determining the fiducial volume and to investigate if there is an overall tendency for the fitter to push events out or in, we can look at a parameter called fitter pull, which describes the tendency for a fitter to push or pull events radially. As is shown in Figure 3.5, $r_{\text{pull}}$ is defined as the difference between the fit position and the source position projected along the radial vector to the center of the source. If the source distribution is symmetric and the fitter is not pushing out or pulling in events, then we would expect that the $r_{\text{pull}}$ distribution should be symmetric around zero.

Figure 3.6 shows the mean fitter pull for $^{16}\text{N}$ source data and Monte Carlo simulations. The mean was determined by fitting the distribution of events at each source location to a Gaussian. There is good agreement in the overall shape between the data and Monte
Figure 3.5: Fitter pull is defined as the difference between the source center position and reconstructed event vertex, projected along the radial vector to the center of the source.
Carlo simulations. Much more scatter is seen in the data than the MC and this is due to the fact that our knowledge of the position of a deployed source in SNO is only accurate to 5-10 cm. A 5 cm inaccuracy in the position of the source could manifest itself as a ±5 cm pull. Figure 3.7 shows a histogram of the mean radial pull for MC runs with the source in the D$_2$O from 450 to 600 cm. From this it can be seen that in the vicinity of the edge of the D$_2$O the fitter pull in the radial direction is largely between +2 and -2 cm. Therefore, for the fiducial volume cut placed at 550 cm, the overall uncertainty on the fiducial volume is <2 cm.

![Figure 3.6: The mean fitter pull (determined by a gaussian fit) for data and Monte Carlo simulations from the $^{16}$N source.](image)

We would also like to check that the fitter pull for neutron events is similar to that of electron events in order to ensure that we are sampling the same effective volume for all of our neutrino signals. It is not possible to study the fitter pull as a function of radius using neutron data since neutrons reaching the AV will capture on H and fall below
Figure 3.7: The mean fitter pull for $^{16}$N source MC for runs taken with the source in the D$_2$O with the center of the source 450 to 600 cm from the center of the detector.

our detection threshold. Therefore, especially when the source is close to the AV, the radial distribution of the observed neutron events is not symmetric. On the other hand we can look at Monte Carlo simulations where we know the location of the neutron capture and see if there is trend among Monte Carlo simulated events to be pulled out or in with respect to their origin point. Figure 3.8 shows the pull along the radial direction for MC neutrons and MC 6 MeV electrons (which have a similar light output to neutrons). Here the pull is based on the MC event position, rather than the center of the source (as was shown in Figure 3.5). For the neutrons, the MC capture position of the neutrons is used, while for the electrons the electron generation point is used. The agreement on the fitter pull between the neutron and electron MC events is good. Again the uncertainty on the radial position for events near 550 cm is roughly 2 cm for both neutrons and electrons.
3.3 Reconstruction Directional Performance

To evaluate the performance of the event fitter in determining the event direction, the $^{16}$N source was used. Since the $\gamma$-rays will travel $\sim$40 cm before Compton scattering with an electron, then the vector between the event vertex and the source center gives us an indication of the initial particle direction. As is indicated in Figure 3.9, $\theta_s$, which is the angle between the event vertex and the reconstructed event direction, gives a measure of the fitter direction resolution. Only events which reconstruct more than 1 m from the center of the source are used. The distribution of $\cos(\theta_s)$, peaks at +1. The value of $\cos(\theta_s)$ which encompasses 68% of the events between it and +1 is used to quantify the width of this distribution (see Figure 3.9). I will refer to this as the 68% value of $\cos(\theta_s)$.

Figure 3.10 gives the 68% values for $^{16}$N data and Monte Carlo simulations as a
Figure 3.9: The top figure illustrates the definition of $\theta_s$. A typical $\cos(\theta_s)$ histogram is depicted in the lower plot. To quantify the narrowness of the distribution, the value which contains 68% of the event between it and +1 is used.
function of the source location. Overall the agreement between the data and MC looks very good and the angular resolution remains relatively flat out to source positions within 500 cm of the center of the detector. Figure 3.11 shows the difference between the 68% values for the data and MC for runs in Figure 3.10 within 550 cm of the center. The average difference between the data and MC for the angular resolution is 0.007 (in $\cos(\theta_s)$), or roughly 0.8 degrees.

![Figure 3.10: The 68% values for $\cos(\theta_s)$ values for $^{16}$N data and MC within the D$_2$O.](image)

3.4 Reconstruction Efficiency

We also need to know the efficiency for successfully reconstructing an event. Here, we can take advantage of the fact that the $^{16}$N source is tagged, which allows us to select only events with a $\gamma$-ray. Figure 3.12, shows the fitter efficiency vs. the radius of the source
location, with efficiency defined as

$$
\epsilon = \frac{\# \text{ of tagged events with } 0 < \text{fit radius} < 1200 \text{ cm}}{\# \text{ of tagged events}}.
$$

(3.4)

Here the instrumental background cuts have not been applied to the data. The points in Figure 3.12, have been fit to a function of the form $\epsilon = p1 - p2(exp(r/p3))$, where $p1$, $p2$, and $p3$ are parameters determined by the fit. Averaging the resulting function over $r^3$ yields a fitter efficiency of 99.57±0.23% for events originating inside of 550 cm. Note that this value represents the efficiency of the event being successfully reconstructed, and not the fraction of events which reconstruct within the fiducial volume. A similar procedure has also been applied to the Monte Carlo simulations (where $\epsilon$ is defined as the number of events reconstructing within 1200 cm over the total number of events), yielding a volume-weighted efficiency of 99.47±0.75% inside of 550 cm, in good agreement with the value from
data. Since both the data and the Monte Carlo simulations have a similar efficiency for reconstructing events, the relevant uncertainty on the neutrino fluxes is the uncertainty on the reconstruction efficiency, or 0.23%.

Figure 3.12: The fitter efficiency (defined in Equation 3.4) as a function of the source radial position. The line represents the function \( \epsilon = 1.000 - 4.3 \times 10^{-7}(e^{r/51.6}) \).

### 3.5 Summary of Reconstruction

Table 3.1 summarizes the uncertainties due to event position and direction reconstruction. For the CC and ES, the values were obtained from the \(^{16}\text{N}\) source data and MC and the NC values generally come from the \(^{252}\text{Cf}\) source data and MC. For the reconstruction efficiency and angular resolution only the \(^{16}\text{N}\) source was used, so the value it yielded has been assumed to hold for all three types of signals.
<table>
<thead>
<tr>
<th>Source</th>
<th>CC</th>
<th>ES</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial Pull</td>
<td>&lt;2 cm</td>
<td>&lt;2 cm</td>
<td>&lt;2 cm</td>
</tr>
<tr>
<td>Data and MC Agreement on $\cos(\theta_s)$</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>Reconstruction Efficiency Uncertainty</td>
<td>0.23 %</td>
<td>0.23 %</td>
<td>0.23 %</td>
</tr>
</tbody>
</table>

Table 3.1: Reconstruction systematics within 550 cm
Chapter 4

Energy Calibration

4.1 Energy Estimator based on $^{16}$N Source Calibration

As described in Chapter 2, SNO has a variety of calibration sources. The primary source for the energy calibration of the SNO detector is the $^{16}$N source, which provides tagged 6.13 MeV $\gamma$-rays. The $^{16}$N source was deployed at the center of the detector on a regular basis over the time period spanning the official salt phase data. There were also a number of scans of the detector performed at various off-center positions in both the H$_2$O and D$_2$O.

4.1.1 Number of hits on working PMTs: $n_{\text{whits}}$

The principal means of estimating the energy for an event in SNO is to count up the number of photo-multiplier tubes that fired within the trigger window. However, there are a number of corrections which must be applied to this. Over the lifetime of the detector, some photo-multiplier tubes have stopped functioning and at various times
particular electronics cards may be temporarily offline. So, we should start by counting up only the hits on tubes which are believed to be working. This quantity will be referred to as $n_{\text{whits}}$. Figure 4.1 shows a plot of $n_{\text{whits}}$ for a single run at the center of the detector. It is fairly Gaussian in shape. However, due to the presence of 7.11 MeV $\gamma$-rays in 4.8% of $^{16}\text{N}$ decays, some deviations from Gaussian are expected. As was the case in the previous chapter, the $^{16}\text{N}$ data events here are required to have a tag and to pass the instrumental background removal cuts which will be described in Chapter 7.

4.1.2 Noise and Tubes Online Correction

Ultimately we would like an energy estimator to be stable with respect to time and not to have a bias with event position or direction. To achieve this, there are a number of corrections that must be applied to $n_{\text{whits}}$. Firstly, we must subtract off noise hits. For
the SNO PMTs, the mean noise rate in a SNO PMT is approximately 500 Hz [50]. So, for 9000 photo-multiplier tubes there will be approximately 1.8 noise hits per event in a 400 nsec trigger window. As indicated in Chapter 2, the SNO trigger system has a pulsed global trigger which “captures” the state of the detector every 200 msec, giving an idea of the average number of noise hits. For each individual data run, the average number of hits in the pulsed trigger events has been calculated and this value is subtracted from \( n_{\text{whits}} \). This noise rate is also included in Monte Carlo simulations, so it will also be subtracted from Monte Carlo simulated events.

Since the number of operating photo-multiplier tubes is changing over time, it is also necessary to correct for the number of online photo-multiplier tubes for a given run. At the commencement of production data for the salt phase, a number of \(^{16}\text{N}\) runs were taken. All of the subsequent data will be normalized to match the energy response of the detector on that day (July 26, 2001 or modified Julian day 9705), at which point there were 9115 PMTs online. \(^1\)

4.1.3 Date Correction

Figure 4.2 shows a plot of the mean \( n_{\text{whits}} \) (with the noise subtracted and the correction for the number of online photo-multiplier tubes applied) for the \(^{16}\text{N}\) source data at the center of the detector at various dates. Here the mean for each run has been determined by a fit to a Gaussian. Though the data has been corrected for the number of tubes online, there is still an overall decrease in the energy response over time. This is believed to be

\(^1\)SNO uses a modified Julian date, inherited from the Soudan2 astronomy libraries, defined as days since 12:00 (in Greenwich) on December 31, 1974. Throughout this dissertation, this will be referred to simply as Julian Date.
due to an increase in the optical attenuation of the D$_2$O, which has also been observed in the optical measurements [85]. During the salt phase, some of the water purification systems for the D$_2$O, such as the reverse-osmosis unit, could not be used since they would have removed some of the salt. Over time there was a build up of impurities in the D$_2$O, especially Mn from the water radioassays which use MnOx coated beads. The last MnOx assay was performed in April 2003 (Julian Day 10332) and the salt was removed on Sept. 8, 2003 (Julian Day 10478). As can be seen in Figure 4.2, the slope of the energy drift becomes flatter after the last MnOx assay. Once the salt was removed, the energy response of the detector returned back to where it was at the start of the salt phase, further supporting the idea that impurities building up in the D$_2$O were largely responsible for the energy drift with time.

In the MC simulations, some of the optical inputs have been varied as a function of time to echo the behavior seen in the data. At the present moment, the Monte Carlo simulation does not know that the salt was removed on Julian Day 10478, so the energy scale does not bounce back the way that it does in the data. As this dissertation focusses on the salt phase data (up to Julian Day 10478) this is not important. Figure 4.3 shows a plot of the mean $n_{whits}$ for $^{16}$N MC with corrections for PMT noise and the number of tubes online.

To correct for the remaining decrease in the light response over time, both the data and Monte Carlo simulations have been fit to lines (see Figures 4.2 and 4.3), and these lines were then used to normalize the energy scale to match the response at the start of the salt dataset. Here both the data and Monte Carlo simulations have been split into two
regions: one for the data from Julian Day 9704 to 10332 (the date of the last MnOx assay), and to another after Julian Day 10332. The time correction functions for the data and MC are:

Region 1 (Julian Day 9704 to 10332):

\[ T_{\text{cor, data}} = 59.44(\pm 0.17) - 0.00209(\pm 0.00002) \times \text{Julian Day} \]

\[ T_{\text{cor, mc}} = 60.01(\pm 0.17) - 0.00223(\pm 0.00002) \times \text{Julian Day} \]

Region 2 (Julian Day 10333 to end):

\[ T_{\text{cor, data}} = 49.45(\pm 0.39) - 0.00111(\pm 0.00004) \times \text{Julian Day} \]

\[ T_{\text{cor, mc}} = 46.96(\pm 0.47) - 0.00096(\pm 0.00005) \times \text{Julian Day} \]

Taking into account the correlations between the parameters, the uncertainty on the data time scale in Region 1 is roughly 0.03% and is roughly 0.06% in Region 2. We can conservatively take 0.06% to be the uncertainty on the time dependence of the energy scale.

Figure 4.2: The mean \( n_{\text{whita}} \) with the average noise level subtracted and corrected for the number of photo-multiplier tubes online for \(^{16}\text{N}\) source data.
Figure 4.4 shows the $^{16}$N data and Monte Carlo simulations for runs at the center of the detector with $T_{cor}$ applied. This correction to the data and the Monte Carlo simulations now gives a relatively flat response with respect to Julian Day, though an overall shift between the data and Monte Carlo simulations is visible.

4.1.4 Radial Correction

So far, only the energy response for runs taken at or near the center of the detector has been considered. However, there is also a variation in the energy response with respect to radius. Figure 4.5 shows the mean $n_{whits}$ (noise, online, and $T_{cor}$ corrected) for $^{16}$N data and Monte Carlo simulated events plotted against $(r/600)^3$. (Note that $(r/600)^3$ is <1 for events inside the D$_2$O and >1 for events in the H$_2$O.) Here the events in the D$_2$O have been fit to a third-order polynomial and the events in the H$_2$O have been fit to a second-order

![Figure 4.3: The mean of $n_{whits}$ with the average noise level subtracted and corrected for the number of tubes online for $^{16}$N source MC.](image-url)
polynomial. Defining $r_3 = (r_{fit}/600)^3$, the functions describing the radial dependence in the $D_2O$ are

$$R_{cor\ data}(r_3) = 38.92 + 15.0 \times r_3 - 32.3 \times (r_3^2) + 17.0 \times (r_3^3)$$

$$R_{cor\ mc}(r_3) = 38.08 + 11.9 \times r_3 - 23.2 \times (r_3^2) + 11.0 \times (r_3^3),$$

while the functions describing the radial dependence in the $H_2O$ are

$$R_{cor\ data}(r_3) = -11.6 + 78.9 \times r_3 - 28.41 \times (r_3^2)$$

$$R_{cor\ mc}(r_3) = 5.5 + 50.7 \times r_3 - 19.46 \times (r_3^2).$$

To account for the fact that there is an overall difference of 0.84 hits between the response of the data and MC at the center, an additional scale factor of $MC_{\ scale} = 38.92/38.08 = 1.022$ is additionally applied to the Monte Carlo simulations.
Figure 4.5: The mean $n_{\text{whits}}$ corrected for average noise level, the number of tubes online and $T_{\text{cor}}$, plotted against fit radius. For $(r/600)^3 < 1$, the data and MC have been fit to a third-order polynomial and a second-order polynomial for $(r/600)^3 > 1$.

### 4.1.5 Number of effective PMT hits: $n_{\text{eff}}$

Putting together all of these corrections, we can write down the final expression for $n_{\text{eff}}$, which is the effective number of hits, corrected for time, radius, noise hits, and the number of tubes online. For the data the expression is

$$n_{\text{eff}} = (n_{\text{whits}} - \# \text{ noise hits}) \times \frac{9115}{\text{tubes online}} \	imes T_{\text{cor data}}(\text{Julian Day}) \times R_{\text{cor data}}(r3), \quad (4.4)$$

while for Monte Carlo simulations the corresponding expression is

$$n_{\text{eff}} = (n_{\text{whits}} - \# \text{ noise hits}) \times \frac{9115}{\text{tubes online}} \	imes T_{\text{cor mc}}(\text{Julian Day}) \times R_{\text{cor mc}}(r3) \times MC_{\text{scale}}. \quad (4.5)$$
Figure 4.6 shows the resulting $n_{eff}$ plotted against the fit radius for $^{16}$N data and Monte Carlo simulations. For events within 556 cm of the center of the detector (the first 8 bins) the variation of the data as a function of fit radius is $\pm 0.22$ hits (0.6%) and the data and the Monte Carlo simulations agree with each other to within $\pm 0.1$ hits (or 0.26%).

![Figure 4.6: The mean $n_{eff}$ plotted against fit radius. The MC has also been corrected by $MC_{scale}$.](image)

### 4.2 Verification of Energy Scale with $^{252}$Cf and AmBe Sources

In the previous section, an energy estimator, $n_{eff}$, was developed. It was also tuned so that the means of the $^{16}$N data and Monte Carlo simulation responses match. We would like to verify the agreement between the data and the Monte Carlo simulation with additional calibration sources.

Since the $^{16}$N source more closely resembles single electron events, we should ex-
amine the energy response for neutron events. For the largest number of neutron statistics and source positions, we can look at the data from the $^{252}$Cf source. Unfortunately this is not a tagged source. However we can apply some cuts to obtain a fairly pure sample of neutrons. The neutrons from $^{252}$Cf are emitted in fission bursts. Prompt $\gamma$-rays associated with the fission are also emitted. To look for neutrons, bursts of 3 to 10 events within 15 msec of each other were located. A new burst could not begin until 40 msec after the first burst. Since the $^{252}$Cf source fission rate is approximately 4 Hz [86], pile-up between subsequent fissions will be small. Events were also required to reconstruct within 675 cm of the center of the detector. Since the first event of a burst can be a signal from prompt $\gamma$-rays, the first event in each burst was eliminated.

Figure 4.7 shows a plot of $n_{eff}$ for neutron events from $^{252}$Cf source data and Monte Carlo simulations as a function of the reconstructed events radius. The data and Monte Carlo simulations agree to within $\pm$0.4 hits (0.8%).

Since $^{16}$N and $^{252}$Cf source events have a similar energies, it is also a good idea to check the energy response of the Monte Carlo simulation for events at a different energy. Here we can utilize the AmBe source. Inside the AmBe source, neutrons are produced via the $^9$Be + $\alpha \rightarrow n^{+12}$C reaction. In roughly 59% of the decays, a 4.438 MeV $\gamma$-ray is produced in conjunction with a neutron [61]. Since neutrons typically take about 5 msec to capture, the $\gamma$-ray will appear in the data stream before the neutron. One can tag neutron events in the dataset by requiring the events to have between 45 and 80 hits (which is above most radioactive backgrounds and the 4.438 MeV $\gamma$-rays), to reconstruct less than 200 cm from the center of the source, and to have a large degree of isotropy in the distribution of
light from the event (See Chapter 5). For each event, one can then search for the closest event before and after it. Looking at events which are 1 to 10 msec before a neutron (possible 4.438 MeV γ-rays), and subtracting events which are 1 to 10 msec after a neutron (a background sample), gives an energy distribution for 4.438 MeV γ-rays. Figure 4.8 shows the $n_{eff}$ distribution for data and Monte Carlo simulations for the 4.438 MeV γ-rays from several AmBe source runs summed together. The reason for the discrepancy on the low side is that the detector trigger threshold for these runs was 18 hits. When fit to Gaussians above $n_{eff} = 18$, the mean $n_{eff}$ of the data is $24.92 \pm 0.07$ hits and the mean $n_{eff}$ for the MC is $25.09 \pm 0.02$ hits. The energy scale of the data and MC agree to within 0.7%.
4.3 Energy vs. Angle

Another concern is the variation of the energy scale as a function of the direction of the event. Figure 4.9 shows the mean $n_{eff}$ for events from several $^{16}$N runs at the center of the detector plotted as a function of the fit direction. The energy response of the detector is not completely uniform, but since the energy scale is determined by averaging over all directions, this is only a concern if the events from a particular signal type tend to travel in one direction more than another. For the NC events, which are distributed uniformly in all directions this is not a factor. However the ES and CC signals, whose event directions are related to the location of the Sun, will not sample the detector uniformly. To evaluate this, ES and CC Monte Carlo simulation files were generated with the same solar zenith angle and livetime distribution as the salt data. Using the response of the $^{16}$N data, the average
shift in the energy compared to a uniform distribution was found to be 0.004% for the CC and -0.06% for the ES.

A larger concern however is that the variation of the Monte Carlo simulation as a function of angle looks different than the variation of the data, especially around \( \cos(\theta_s) = -1 \). A similar effect can be seen in the \(^{252}\text{Cf}\) source neutron data (though perhaps with a reduced magnitude since neutron events are less directional), as shown in Figure 4.10. This suggests that this effect might be related to an asymmetry in the detector response which is not modeled in the Monte Carlo simulations, rather than a failure to properly model the geometry of the \(^{16}\text{N}\) source.

The Monte Carlo simulation has been adjusted to match the data response by averaging over all angles. So, this is not an issue for the NC signal, where the discrepancy...
seen in the upward direction will balance out the discrepancy seen at the bottom of the
detector. However, we might be concerned about the effect on a non-uniform distribution
such as the CC and ES signal. For example, if all of the ES events pointed down, then
there would be a large discrepancy between the data and MC. Again to evaluate the size of
this discrepancy, ES and CC Monte Carlo simulation files with the appropriate run dates
and times were examined. Averaging over all angles weighted by the expected angular
distribution, the discrepancy between the data and MC was found to be 0.35% for the CC
signal and 0.21% for the ES signal.

Figure 4.10: The mean $n_{eff}$ as a function of the fit direction for many $^{252}$Cf runs at the
center of the detector combined together. A $\cos(\theta_{fit})$ value of +1 indicates that the direction
is upward.
4.4 Conversion of $n_{eff}$ to Energy

So far we have described $n_{eff}$ and verified that the response of the data matches that of the Monte Carlo simulation. In this dissertation $n_{eff}$ will be the primary estimator of event energy. However, in order to extract meaningful quantities, we need to know how $n_{eff}$ translates into real energy. To do this, Monte Carlo simulated electrons were generated uniformly throughout the D$_2$O. Figure 4.11 shows the mean $n_{eff}$ for Monte Carlo simulated electrons of various energies. To obtain a relationship between $n_{eff}$ and visible energy (i.e. the electron kinetic energy), it has been fit to a parabola, yielding the following conversion:

$$\text{Visible Energy} = 0.71 + 0.1064 \times n_{eff} + 8.95 \times 10^{-5} \times n_{eff}^2$$  \hspace{1cm} (4.6)$$

Note that according to this conversion, an electron must have at least 0.71 MeV to be observed. The Čerenkov light production threshold for an electron is approximately 0.77 MeV. However the Čerenkov light output is non-linear below approximately 1.5 MeV (See for example Figure 19.2 in [87]). The visible energy here represents the electron kinetic energy. So, for a $\gamma$-ray this can be interpreted as the equivalent electron kinetic energy. Throughout this dissertation, this will be referred to as visible energy, and this is the energy that will be used to define energy thresholds. A 5.5 MeV threshold is equivalent to 43.43 hits in $n_{eff}$. The uncertainty on the parameterization in Equation 4.6 at 5.5 MeV is 0.004 MeV.
4.5 Energy Resolution

So far, this chapter has focused on the mean of the energy response. However, we must also evaluate the uncertainty on the width of the $n_{eff}$ distribution, which is effectively the energy resolution. The width of the $n_{eff}$ distribution as a function of the reconstructed radius is shown for $^{16}$N events in Figure 4.12. Though a discrepancy in the width can be seen in the H$_2$O, the data and MC agree to within 0.2 hits in the D$_2$O.

Figure 4.13 shows a similar plot for $^{252}$Cf data and Monte Carlo simulations. Here the discrepancy is much larger, 0.35 hits. The reason for this discrepancy is unknown and will be treated as a systematic uncertainty.
Figure 4.12: The width of $n_{eff}$ for $^{16}$N data and MC.

Figure 4.13: The width of $n_{eff}$ for $^{252}$Cf data and MC.
4.6 Summary of Energy Uncertainty

The primary uncertainties on the energy response are given in Table 4.1 for events within 550 cm of the center of the detector. For the ES and CC signals, the AmBe source data was used to obtain the uncertainty on the agreement between the data and MC. The $^{16}$N source was used for the other uncertainties on the CC and ES events. For the NC signal, $^{252}$Cf neutron data was used wherever possible, but for example the time correction was based on the $^{16}$N source data due to its greater time coverage.

Adding together in quadrature all of the uncertainties on the energy at a threshold of 5.5 MeV, we obtain a combined uncertainty of 0.044 MeV, or 0.81%. Though there is fairly good agreement on the energy resolution for the $^{16}$N data and Monte Carlo simulations, there is a discrepancy in the energy resolution seen in the $^{252}$Cf data and Monte Carlo simulations. This will be treated as a systematic uncertainty in the determination of the number of neutrino events.

<table>
<thead>
<tr>
<th>Source of Uncertainty</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement Between Data and MC</td>
<td>0.70 0.70 0.58</td>
</tr>
<tr>
<td>Radial Variation of Energy Scale</td>
<td>0.21 0.21 0.51</td>
</tr>
<tr>
<td>Time Correction of Energy Scale</td>
<td>0.06 0.06 0.06</td>
</tr>
<tr>
<td>Directional Variation</td>
<td>0.004 0.06 0.0</td>
</tr>
<tr>
<td>Directional Diff Between Data and MC</td>
<td>0.35 0.21 0.00</td>
</tr>
<tr>
<td>Uncertainty in $n_{eff}$ to Tot. E scale</td>
<td>0.06 0.06 0.06</td>
</tr>
<tr>
<td>Total Uncertainty on Energy Scale</td>
<td>0.81 0.77 0.77</td>
</tr>
<tr>
<td>Uncertainty on Energy Resolution</td>
<td>1.5 1.5 2.9</td>
</tr>
</tbody>
</table>

Table 4.1: Energy systematics at an energy threshold of 5.5 MeV (visible energy).
Chapter 5

Event Isotropy

5.1 Using Light Isotropy to Distinguish Neutrino Event Types

As was mentioned in Chapter 2, neutrinos are detected in SNO via three interactions: the Charged-Current (CC), Elastic-Scattering (ES), and Neutral-Current (NC) interactions. The CC and ES interactions both produce a single electron that is detected by its cone of Čerenkov light above some energy threshold. The NC interaction produces a free neutron. In the salted D$_2$O of the SNO detector, neutrons will typically capture on $^{35}$Cl, yielding an excited state of $^{36}$Cl. Its de-excitation to the ground state produces a cascade of $\gamma$-rays with a total energy of 8.6 MeV. Over 97% of these transitions will produce two or more $\gamma$-rays. Details of the $^{36}$Cl level scheme can be found in [88].

The multiple uncorrelated $\gamma$-rays give an additional handle on distinguishing the NC neutrino signal from the CC and ES signals. The light distribution from NC events is in general more isotropic than that of CC and ES events. Therefore, it is important to have a parameter that quantifies the isotropy of the light pattern for an event.
5.2 \( \theta_{ij} \) - Measure of Isotropy

The parameter which will be used in this dissertation to describe the event isotropy, \( \theta_{ij} \), is the mean angle between pairs of PMTs. A schematic of the pair angle, \( \theta_{pair} \), is shown for two photo-multiplier tubes in Figure 5.1. Note that it is defined relative to the reconstructed event vertex. \( \theta_{ij} \) is the mean value of \( \theta_{pair} \) (in radians), averaged over all possible pairs of PMTs. To exclude reflected light and other late hits, only prompt photo-multiplier tube hits are used. (Using the definition given in Equation 3.1, prompt means hits with \(|t_{res}| < 9\) nsec.) A larger value of \( \theta_{ij} \), signifying a larger average pair angle, indicates a more isotropic distribution of photo-multiplier tube hits.

Figure 5.2 shows the \( \theta_{ij} \) distribution for 5 MeV MC electrons. The distribution is not Gaussian in shape. However, the \( \theta_{ij} \) spectrum for electrons can be well described by
two half-Gaussians, with different widths. In other words,

$$N(\theta_{ij}) = \begin{cases} p_1 \times \exp\left(-\frac{(\theta_{ij} - p_2)^2}{2p_2^2}\right) & \text{for } \theta_{ij} < p_2 \\ p_1 \times \exp\left(-\frac{(\theta_{ij} - p_2)^2}{2p_2^2}\right) & \text{for } \theta_{ij} \geq p_2. \end{cases} \quad (5.1)$$

Figure 5.2 shows 5 MeV Monte Carlo simulated electrons fit using Equation 5.1. Here the amplitude of the two half-gaussians ($p_1$) has been forced to match so that $p_2$ represents the peak of the distribution. Throughout this chapter, I will refer to $p_2$ as the peak of $\theta_{ij}$, $p_3$ as the lower width, and $p_4$ as the upper width.

**5.3 Temporal Variation of $\theta_{ij}$**

It is important to verify that the behavior of $\theta_{ij}$ is not varying over time. In order to do this, the $^{16}$N source data was used since there are many $^{16}$N runs taken at the center of the detector over time. Here several $^{16}$N source runs were examined and their resulting
\[ P_2 = 1.07532 + (2.65346 \times 10^{-06}) j \]

\[ \text{Peak of } q_{ij} (p_2) \]

**Figure 5.3**: The fit values obtained for the peak of \( \theta_{ij} \) (\( p_2 \) in Equation 5.1) for \(^{16}\text{N} \) source runs at the center vs the Julian date of the source run.

\( \theta_{ij} \) distributions were fit to the function described by Equation 5.1. The \(^{16}\text{N} \) events with the source at the center of the detector were required to have at least 20 hits, to reconstruct within 400 cm of the center of the detector, to have an observed beta tag, and to pass the instrumental background cuts which will be described in Chapter 7. Figures 5.3, 5.4, and 5.5, show plots of the \( \theta_{ij} \) peak, lower and upper widths as a function of the Julian day.

From the resulting linear fits, it can be seen that over the 600 days of the salt phase, the variation over time on the peak of \( \theta_{ij} \) is 0.09%. The temporal variation on the upper width is 1.3%, and the variation on the lower width is 0.3%.

### 5.4 Energy Dependence of \( \theta_{ij} \)

We must also consider the variation of \( \theta_{ij} \) with the energy of the event. Figure 5.6 shows the \( \theta_{ij} \) distributions of MC electrons of various energies. The electrons have been
### Figure 5.4: The fit values obtained for the lower width of $\theta_{ij}$ ($p_3$ in Equation 5.1) for $^{16}\text{N}$ source runs at the center vs the Julian date of the source run.

<table>
<thead>
<tr>
<th>Julian Date</th>
<th>Lower Width of $\theta_{ij}$ ($p_3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9700</td>
<td>0.096</td>
</tr>
<tr>
<td>9800</td>
<td>0.098</td>
</tr>
<tr>
<td>9900</td>
<td>0.100</td>
</tr>
<tr>
<td>10000</td>
<td>0.102</td>
</tr>
<tr>
<td>10100</td>
<td>0.104</td>
</tr>
<tr>
<td>10200</td>
<td>0.106</td>
</tr>
<tr>
<td>10300</td>
<td>0.108</td>
</tr>
<tr>
<td>10400</td>
<td>0.110</td>
</tr>
</tbody>
</table>

### Figure 5.5: The fit values obtained for the upper width of $\theta_{ij}$ ($p_4$ in Equation 5.1) for $^{16}\text{N}$ source runs at the center vs the Julian date of the source run.

<table>
<thead>
<tr>
<th>Julian Date</th>
<th>Upper Width of $\theta_{ij}$ ($p_4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9700</td>
<td>0.165</td>
</tr>
<tr>
<td>9800</td>
<td>0.1675</td>
</tr>
<tr>
<td>9900</td>
<td>0.170</td>
</tr>
<tr>
<td>10000</td>
<td>0.1725</td>
</tr>
<tr>
<td>10100</td>
<td>0.175</td>
</tr>
<tr>
<td>10200</td>
<td>0.1775</td>
</tr>
<tr>
<td>10300</td>
<td>0.180</td>
</tr>
<tr>
<td>10400</td>
<td>0.1825</td>
</tr>
<tr>
<td>10500</td>
<td>0.185</td>
</tr>
</tbody>
</table>
Figure 5.6: The $\theta_{ij}$ distributions for MC electrons at several different energies. The energies shown here are the total electron energy.

distributed uniformly throughout the heavy water. As the energy of the electrons increases, the $\theta_{ij}$ distribution becomes narrower. The increase in the number of tubes for the higher energy events leads to less statistical variation in $\theta_{ij}$. These distributions have also been fit to Equation 5.1. The resulting parameters have been plotted against the MC event energy in Figures 5.7, 5.8, and 5.9. The peak of the $\theta_{ij}$ distribution varies by approximately 1.3% over the energy region of interest for the neutrino analysis.

5.5 Radial Dependence of $\theta_{ij}$

We must also consider the variation of $\theta_{ij}$ with position. Again the $^{16}$N source was used. Figure 5.10 shows the fitted peak of the $\theta_{ij}$ distribution versus the reconstructed radial position for both $^{16}$N data and MC at a variety of source locations throughout the D$_2$O and H$_2$O. Figures 5.11 and 5.12 show similar plots for the upper width and the
Figure 5.7: The fit value of the $\theta_{ij}$ peak for MC electrons of various energies.

Figure 5.8: The fit value of the lower width of $\theta_{ij}$ for MC electrons of various energies.
lower width. Though a discrepancy is visible near the acrylic vessel (corresponding to a fit radius/600 cm of 1), within the fiducial volume \((r<550 \text{ cm}, \text{ or } (r/600 \text{ cm})^3 < 0.770)\) the agreement between the Monte Carlo simulations and the data appears quite good for all three parameters. Inside 550 cm the volume weighted difference between the data and Monte Carlo simulations is 0.54% for the peak, 1.4% for the lower width, and 1.0% for the upper width.

5.6 \(\theta_{ij}\) for neutrons

It is also necessary to evaluate the performance of \(\theta_{ij}\) for neutrons, using data from the \(^{252}\text{Cf}\) source. As was the case with the studies of reconstruction and energy, a burst analysis has been applied to the source data. Only events in bursts of 3-10 events are shown here and the first event in a burst is not used, since there can be contamination.
Figure 5.10: The fit values of the $\theta_{ij}$ peak plotted against the reconstructed event position for $^{16}$N source runs at a variety of locations.

Figure 5.11: The fit values of the $\theta_{ij}$ lower width, $p_3$, plotted against the reconstructed event position for $^{16}$N source runs at a variety of locations.
Figure 5.12: The fit values of the $\theta_{ij}$ upper width, $p_4$, plotted against the reconstructed event position for $^{16}\text{N}$ source runs at a variety of locations.

from prompt fission $\gamma$-rays. Figure 5.13 shows the $\theta_{ij}$ distribution for neutrons from a $^{252}\text{Cf}$ source run located near the center of the detector. It has been fit to Equation 5.1. The fit is not quite as good as the fit to the $^{16}\text{N}$ source data, especially for large values of $\theta_{ij}$. However, we can still use this parameterization to evaluate the differences between the data and the MC $\theta_{ij}$ shapes.

Figure 5.14 shows the fitted peak of the $\theta_{ij}$ distribution versus the reconstructed radial position for $^{252}\text{Cf}$ data and MC. Several $^{252}\text{Cf}$ runs throughout the D$_2$O have been summed together. Figures 5.15 and 5.16 show similar plots for the upper width and the lower width. As was the case for the $^{16}\text{N}$ source, within the fiducial volume ($r<550$ cm, or $(r/600\text{ cm})^3<0.770$), the agreement between the Monte Carlo simulations and the data appears quite good for all three parameters. Inside 550 cm the volume weighted difference between the data and Monte Carlo simulations is 0.1% for the peak, 1.1% for the
lower width, and 1.0% for the upper width.

5.7 $\theta_{ij}$ for 4.4 MeV Gammas from AmBe source

As a final cross check, we can also look at the 4.4 MeV $\gamma$-rays from the AmBe source. Using the procedure described in Chapter 4, we can obtain a clean sample of 4.4 MeV $\gamma$-rays by looking for neutrons and subtracting the events just after a neutron from the events just prior to a neutron. Figure 5.17 shows a volume-weighted $\theta_{ij}$ distribution of 4.4 MeV $\gamma$-ray events from data and MC. When the distributions are fit to Equation 5.1, the peak for the data is $1.156 \pm 0.012$ (stat.) and the peak of the MC is $1.141 \pm 0.004$ (stat.). The lower width of the data is $0.1463 \pm 0.0084$ and the peak of the MC is $0.1391 \pm 0.0026$. The upper width is $0.1903 \pm 0.0100$ and the peak of the MC is $0.1904 \pm 0.0032$. Though the MC and data peaks differ by 1.3%, the statistics are poor and this discrepancy is only $1.25\sigma$. 
Figure 5.14: The fit value of the $\theta_{ij}$ peak plotted against the reconstructed event position for $^{252}$Cf source runs at a variety of locations.

Figure 5.15: The fit value of the $\theta_{ij}$ lower width, $p_3$, plotted against the reconstructed event position for $^{252}$Cf source runs at a variety of locations.
Figure 5.16: The fit value of the $\theta_{ij}$ upper width, $p_4$, plotted against the reconstructed event position for $^{252}$Cf source runs at a variety of locations.

5.8 Summary of Uncertainties on $\theta_{ij}$

Table 5.1 summarizes the uncertainties on the various parameters describing the $\theta_{ij}$ shape. The temporal variation of the parameters was measured with the $^{16}$N source since there are far fewer central $^{252}$Cf runs. It is assumed here that the neutrons will show the same temporal variation. The primary uncertainty on the $\theta_{ij}$ spectrum is due to the differences seen between the data and MC. To obtain the total uncertainty, the individual uncertainties have been added in quadrature.
Figure 5.17: The volume-weighted $\theta_{ij}$ distribution for data and Monte Carlo simulated 4.4 MeV $\gamma$-ray events from the AmBe source.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Source</th>
<th>Electron Uncert (%)</th>
<th>Neutron Uncert (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_2$</td>
<td>Diff Between Data and MC</td>
<td>0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>Time Variation</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>$p_2$</td>
<td>Total Uncertainty</td>
<td>0.6</td>
<td>0.13</td>
</tr>
<tr>
<td>$p_3$</td>
<td>Diff Between Data and MC</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>$p_3$</td>
<td>Time Variation</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>$p_3$</td>
<td>Total Uncertainty</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>$p_4$</td>
<td>Diff Between Data and MC</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$p_4$</td>
<td>Time Variation</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$p_4$</td>
<td>Total Uncertainty</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5.1: Systematic Uncertainties on Isotropy Parameter $\theta_{ij}$
Chapter 6

Neutron Detection Efficiency

6.1 Neutron Capture

In order to determine the neutrino flux via the neutral-current interaction, it is important to understand the neutron detection process in SNO. When a free neutron is produced, by the NC interaction or another means, it will rapidly thermalize and then walk randomly around the detector before capturing on a nucleus and producing γ-rays. As a result of the thermalization process, any information about the initial neutrino energy and direction is lost.

In the second phase of the SNO experiment, NaCl was added to the D₂O to produce a 0.2% salt solution. Since $^{35}$Cl has a $(n,\gamma)$ cross section which is over 80,000 times larger than that of $^2$H, most of the neutrons produced near the center of the detector will capture on $^{35}$Cl, which is 75.8% of natural Cl [60]. Neutron capture on $^{35}$Cl results in a cascade of γ-rays with a total energy of 8.6 MeV. Based on a MC simulation, a neutron will random walk an average of 70 cm in the salted D₂O before capturing. A neutron at the center of the
detector will randomly walk for approximately 5.5 msec and neutrons distributed uniformly throughout the D$_2$O will walk for an average time of approximately 5.1 msec.

If a neutron reaches the acrylic vessel or the H$_2$O, then there is a high probability that it will capture on $^1$H, which has a neutron capture cross section that is about 1% of the Cl capture cross section \[60\] but is present in a greater concentration. When a neutron captures on $^1$H, a 2.2 MeV $\gamma$-ray is emitted, which is below the detection threshold for the experiment. So, these neutrons are essentially lost. For this reason, we expect that the neutron detection efficiency will decrease at large radii.

In order to determine the flux of solar neutrinos via the neutral-current interaction, we must understand the total neutron detection efficiency integrated over the entire volume of interest and the competition between capture on Cl, D, and H.

### 6.2 The AmBe Source

To evaluate the neutron detection efficiency inside a particular fiducial volume and above an energy threshold, we can use the Monte Carlo simulation. However, we should test the performance of the Monte Carlo simulations against calibration data. The primary source used in SNO for the calibration of the neutron detection efficiency is the $^{252}$Cf source. However, this dissertation will present an alternate calibration technique using the Americium-Beryllium (AmBe) source. Though the $^{252}$Cf source has been deployed in a large number of positions for a longer duration of time, the AmBe source has the advantage of being a tagged neutron source with only a single neutron emitted in each decay.

In this source, $^{241}$Am emits $\alpha$-rays, which strike a $^9$Be target, producing neutrons
Figure 6.1: This drawing, based on one in [63], depicts the levels involved in the $^{9}\text{Be}+\alpha$-n reaction.

via the $^{9}\text{Be}(\alpha,n)^{12}\text{C}$ reaction [62] (Q-value of 5.7 MeV). Figure 6.1 depicts the populated levels in $^{12}\text{C}$. Since the alphas from $^{241}\text{Am}$ have an energy up to 5.6 MeV [60], there are three possible excited states of $^{12}\text{C}$ which can be populated in addition to the ground state. The two most energetic states (9641 keV and 7654 keV) almost always decay by $\alpha$ emission, and only emit a $\gamma$-ray in less than 0.000001% and 0.05% of all decays, respectively [63]. However, the 4438 keV state will always emit a $\gamma$-ray. The exact ratio of 4.439 MeV $\gamma$-rays to neutrons depends on the initial spectrum of the $\alpha$s. For the $\alpha$s from $^{241}\text{Am}$, it has been measured that 59.1±1.5 percent of the reactions yield a 4.439 MeV $\gamma$-ray [63]. Since the neutrons will take time to thermalize and capture, the $\gamma$-ray will usually be detected before the neutron. The decay rate of the source was measured to be a few Hz.
We can express the number of observed coincidences as

\[ N_{\text{coinc}} = N_{\text{neutron}} \times \frac{N_\gamma}{N_{\text{neutron}}} \times \epsilon_n \times \epsilon_\gamma, \]  

(6.1)

where \( \epsilon_n \) is the efficiency for detecting neutrons, \( \epsilon_\gamma \) is the efficiency for detecting the 4.4 MeV \( \gamma \)-rays, \( N_\gamma \) is the number of \( \gamma \)-rays emitted by the source, and \( N_{\text{neutron}} \) is the number of neutrons emitted by the source. This can be rearranged as

\[ \epsilon_n = \frac{N_{\text{coinc}}}{N_\gamma \times \epsilon_\gamma}. \]  

(6.2)

Here the numerator is the number of observed coincidences and the denominator is the number of observed \( \gamma \)-rays. So, this gives a method to determine the neutron detection efficiency for a given source run.

### 6.3 Determining the Number of \( \gamma \)-rays

To determine the number of \( \gamma \)-rays in a given source run (the denominator in Equation 6.2), we can look at the energy distribution for the events in the run. We expect to see contributions from \( \gamma \)-rays and neutrons, in addition to the random backgrounds and neutrons we might expect with no source deployed. For the \( \gamma \)-ray energy response, we can use the Monte Carlo simulation. However, as was observed in Chapter 4 the energy scale has an uncertainty of \( \pm 0.8\% \). This is a systematic uncertainty which must be taken into account when using the MC for the \( \gamma \)-ray shape.

For the neutrons, we can use the AmBe source data to provide us with a neutron spectrum. To do this, we can look for isolated event pairs, presumably \( \gamma \)-n coincidences. We define a pair as having two and only two events within 30 msec of one another, and no
other events within 60 msec before or after the first event. Figure 6.2 shows a plot of $n_{eff}$ for the second event in a pair, which should be a neutron.\footnote{$n_{eff}$ is defined in Chapter 4.} Also shown in Figure 6.2 is the expected shape for neutrons from Monte Carlo simulations. The shape seen in the second event is in very good agreement with that expected for neutrons.

We also need to understand the shape of the background without a source. To do this, several neutrino runs taken just prior to the AmBe calibrations were combined together and scaled to reflect the contribution expected for the duration of the particular AmBe run.

With the $n_{eff}$ spectrum, the number of observed 4.4 MeV $\gamma$-rays in the AmBe run can be determined. Figure 6.3 shows the $n_{eff}$ spectrum for an AmBe run at the center. Only events with a reconstructed position within 725 cm of the center of the detector and $n_{eff}$ between 24 and 100 hits have been used. A fit has been performed to determine the number of neutrons and $\gamma$-rays present in the source run. This gives the number of observed $\gamma$-rays, which is the denominator in Equation 6.2.

### 6.4 Determining the Number of Coincidences

Now we must determine the total number of coincidences observed in the dataset. To do this we can look at the distribution of time to the next event. In principle, we expect to see an exponential with a 5 msec time constant, corresponding to the time between a $\gamma$-ray and its associated neutron. For neutrons, we expect that the time to the next event should follow an exponential with a slope of a few Hz, corresponding to the time between
Figure 6.2: The $n_{eff}$ spectrum for the second event in a clean pair from an AmBe source run near the center. Also shown here is the expected MC neutron shape.

Figure 6.3: The $n_{eff}$ spectrum for all events with $R_{fit} < 725$ cm for an AmBe source run at the center. It has been fit to determine the number of neutron and γ-ray events present.
Figure 6.4: The $n_{eff}$ spectrum for the first event in a clean pair from an AmBe source run near the center. It has been fit to determine the number of neutron and $\gamma$-ray events.

To test this, we can look for neutrons by requiring them to have at least 50 hits and to reconstruct within 725 cm of the center of the detector. Figure 6.5 shows a plot of the time to the next event and the time to the previous event for “neutrons”. The time to the previous event has the expected shape, with the 5 msec component expected from the $\gamma$-ray coincidences and a long exponential corresponding to the time to a previous decay from the source. However, if we look at the time to the next event, it is not merely the exponential constant of 200-500 msec that we would expect from the source decay rate. There is also a 5 msec component from the neutron capture time. This would suggest that some of the neutrons might have neutron afterwards. Further evidence of this is seen in Figures 6.4 and 6.2, which show the $n_{eff}$ for the first and second events in a pair. While the second events are consistent with the expected shape for neutrons, the first event appears to consist of both $\gamma$-rays and neutrons. For the run at the center shown in Figures 6.4
Figure 6.5: The time to the next event just before and just after a neutron. Here a neutron is defined as having more than 50 hits and a reconstructed position within 725 cm of the center of the detector. Before a neutron we expect to see a 5 msec signal due to the $\gamma n$ pairs coming from the source. However, a 5 msec component is also visible after a neutron, suggesting that some neutrons are correlated in time with other neutrons.

and 6.2, roughly 24% of the first events in a pair appear to be neutrons. So, it appears that there are a significant number of neutron-neutron pairs in the data.

We might expect to see some neutron-neutron pairs due to the photodisintegration of deuterium by the 4.4 MeV $\gamma$-rays. A MC simulation reveals that 0.6% of 4.4 MeV $\gamma$-rays will photodisintegrate deuterium to produce a neutron. Assuming that the detection efficiency above $n_{eff} = 24$ is roughly 50% for 4.4 MeV $\gamma$-rays and roughly 95% for neutrons produced at the center of the detector, we can estimate that of the observed pairs, approximately 1% could be an n-n pair created by photodisintegration. The larger source of n-n pairs is the (n,2n) reaction on deuterium. This reaction has a threshold of 2.2 MeV.

For the neutrons produced by the AmBe source, the Q-value for the reaction to the ground state of $^{12}$C is 5.7 MeV. So, in the decays where a 4.4 MeV $\gamma$-ray is not emitted and the
$^9$B transitions directly to the ground state of $^{12}$C, the neutron will be energetic enough to liberate a neutron from a deuteron. For 5.85 MeV neutrons, the ($n$,2$n$) cross section on deuterium has been measured at 61 mb [89]. This is significantly larger than the ($\gamma$,n) cross section on deuterium, which is 2.5 mb for a 4.0 MeV $\gamma$-ray [90]. So, a significant fraction of event pairs can be n-n pairs.

To determine the number of n-$\gamma$ coincidences, we must take into account the background from n-n coincidences. So, in looking at a plot of the time to the next event for all events in the run, we must take into account the fact that the background consists of both the relatively flat exponential due to the source decay rate and a 5 msec exponential component from n-n and n-$\gamma$ pairs. We can obtain the shape of the background signal from looking at the time to the next event after a neutron, shown in Figure 6.5. Essentially this tells us how often we expect to see an n-n pair. Figure 6.6 shows a plot of the time to the next event for all events in a specific AmBe source run. It has been fit to an exponential plus the background shape. The exponential fit yielded an exponential decay constant of 5.2 msec, in good agreement with the expected lifetime of neutrons in the salted D$_2$O. The area of the exponential fit reflects the number of observed n-$\gamma$ coincidences in the data. So, the numerator in Equation 6.2 has now been obtained.

### 6.5 Efficiency vs Radius

Using the procedure outlined in the previous sections, it is possible to estimate the neutron detection efficiency for $n_{eff} > 24$ hits and $R_{fit} < 725$ cm for a given source run, based on Equation 6.2. As was mentioned above, the MC was used to provide the 4.4 MeV
The time to the next event for all events in an AmBe source run located near the center of the detector. It has been fit to an exponential \( (p_1 \times e^{p_2 t}) \) plus a background (with a normalization of \( p_3 \)) that was derived from looking at the time to the next event after neutrons. The fit returns values for \( p_1 \), \( p_2 \), and \( p_3 \).

\( \gamma \)-ray response in the extraction of the number of \( \gamma \)-rays. The uncertainty on the energy scale for the MC is 0.8%. To address this systematic, the MC was also shifted by \( \pm 0.8 \% \) and the resulting uncertainty on the neutron capture efficiency was added in quadrature with the statistical error.

Figure 6.7 shows the results obtained for the neutron detection efficiency for data and MC at several different source locations. Unfortunately, the AmBe source was deployed in a very limited number of locations and the statistics at each location are low due to the low source rate.

In [91], a semi-empirical model of the neutron detection efficiency as a function of radius is given as

\[
\epsilon(s) = \epsilon_0 - \frac{\alpha}{\beta + \left(1 - \frac{s}{R}\right)^2}.
\]  

(6.3)
Figure 6.7: The neutron detection efficiency for $n_{\text{eff}} > 24$ hits, and $R_{\text{fit}} < 725$ cm for AmBe data and Monte Carlo simulations. The efficiency for each source run was determined using Equation 6.2, and the error bars here include a systematic uncertainty on the MC energy scale for 4.4 MeV $\gamma$-rays. The Monte Carlo simulations fit to Equation 6.3 is plotted here. Here R is 600 cm, and $\epsilon_0$, $\alpha$, and $\beta$ are free parameters with $\epsilon_0$ representing the neutron detection efficiency for an infinite volume. Using this expression and integrating it over a sphere of radius R gives,

$$\epsilon_n = \epsilon_0 - 3\alpha \Phi(\beta), \quad (6.4)$$

with

$$\Phi(\beta) = 1 + \ln\left(\frac{\beta}{1+\beta}\right) + \frac{1-\beta}{\sqrt{\beta}} \tan^{-1}\left(\frac{1}{\sqrt{\beta}}\right). \quad (6.5)$$

The points in Figure 6.7 have been fit to Equation 6.3, and the values obtained for the parameters $\alpha$, $\beta$, and $\epsilon_0$ have been inserted into Equation 6.4 to obtain the efficiency averaged over the entire volume. The values obtained are summarized in Table 6.1. Though the data and MC are in good agreement with each other, the statistical uncertainty on the value obtained from the data is $\pm 0.031_{0.036}$. Since the source position is only accurate to $\sim \pm 5$
101 cm, Table 6.1 also includes the integrated neutron efficiency obtained when the source positions are shifted radially inward or outward by ±5 cm. The uncertainty from the source location has been added in quadrature with the statistical error to obtain a final value of $0.814 \pm 0.033$ for the detection efficiency using source data with $n_{eff} > 24$, $R_{fit} < 725$ cm. The fractional uncertainty on this value is $\pm 4.1 \%$

<table>
<thead>
<tr>
<th>Type</th>
<th>Efficiency</th>
<th>Stat. Uncert.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>0.820</td>
<td>±0.0032</td>
</tr>
<tr>
<td>Data (nominal source position)</td>
<td>0.814</td>
<td>±0.036</td>
</tr>
<tr>
<td>Data (source R shifted out 5 cm)</td>
<td>0.825</td>
<td>±0.027</td>
</tr>
<tr>
<td>Data (source R shifted in 5 cm)</td>
<td>0.801</td>
<td>±0.035</td>
</tr>
<tr>
<td>Data (combined)</td>
<td>0.814</td>
<td>±0.033</td>
</tr>
</tbody>
</table>

Table 6.1: Integrated neutron detection efficiency for $n_{eff} > 24$, $R_{fit} < 725$ cm

6.6 Summary of Neutron Detection Efficiency

The neutron detection efficiencies given in Table 6.1 represent the neutron detection efficiency for events with $n_{eff} > 24$ hits and $R_{fit} < 725$ cm. In the final analysis, we need to known the neutron detection efficiency for energy $> 5.50$ MeV and $R_{fit} < 550$ cm. We can use the Monte Carlo simulation to give us the final detection efficiency, however we must take into account the uncertainty on the measurement made with the data. Monte Carlo simulations of the NC signal at 100 times the expected signal from the Standard Solar Model have been performed for each run in the final dataset. These Monte Carlo simulations give a neutron detection efficiency of $0.391 \pm 0.001$ (stat.). The results from the data (in Table 6.1) give a fractional uncertainty on the neutron detection efficiency is $\pm 4.1 \%$
\%\). This gives a value for the neutron detection efficiency of \(0.391\pm0.016\).

It is also the case that the uncertainty on the energy threshold and the fiducial volume (due to reconstruction radial pull) will have an impact on the neutron detection efficiency. However, these two factors will be accounted for later when determining the number of neutrino events in the salt dataset, and will not be included here.

For comparison purposes, the neutron detection efficiency obtained with the \(^{252}\text{Cf}\) source for the full salt dataset is \(0.398\pm0.005\text{(stat.)}\pm0.012\pm0.010\) [92], in good agreement with the value obtained here with the AmBe source.

<table>
<thead>
<tr>
<th>Efficiency</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.391</td>
<td>±0.016</td>
</tr>
</tbody>
</table>

Table 6.2: Integrated neutron detection efficiency for visible energy \(>5.50\) MeV and \(R_{fit} < 550\) cm.
Chapter 7

Removal of Non-Physics Events

7.1 Instrumental Backgrounds

In the previous chapters, the event reconstruction, energy calibration, event isotropy, and neutron detection response of the SNO detector have been evaluated. These are the basic building blocks required to search for neutrino signatures in the data. But, before moving on to extracting the neutrino signals, we must first consider the subject of backgrounds. This chapter is devoted to instrumental backgrounds, i.e. those that are associated with artifacts of the detector system. The subsequent chapter will be devoted to the physics backgrounds expected in the detector, such as events from the intrinsic radioactivity, background neutrons, and products from muon interactions.

Unfortunately there are several classes of background events seen in the SNO detector that arise from electronic noise and static discharges. The major instrumental backgrounds are described below:

**Flashing Photo-multiplier Tubes:** By far most of the background events stem
from flashing photo-multiplier tubes. Occasionally there is an electrostatic discharge in a PMT. This results in the emission of light and the deposition of a large amount of charge into the flashing photo-multiplier tube’s dynode. Its neighboring channels on the electronics card will pick up some of this charge and also register hits. Then, at a time corresponding to the time that it takes light to travel across the PMT array, photo-multiplier tubes on the opposite side of the detector will see light. These events occur periodically in the detector, but large bursts are seen during periods of seismic activity or following blasting in the mine.

**Neck Events:** A class of events near the top of the chimney of the acrylic vessel (the “neck” of the detector) casts light down onto the photo-multiplier tubes located at the bottom of the detector. They are believed to be caused by a static discharge near the surface of the water. A set of photo-multiplier tubes was added to the top of the chimney to detect this light and veto these events.

**Breakdown:** When a the insulation in the connector of a photo-multiplier tube fails it can produce electrical pickup in a single electronics crate and will sometimes produce large bursts of light in the detector.

**Retriggers:** When a physics event fires are large number of the PMTs in the detector - such as a muon that triggers thousands of PMTs - the large amount of digital read-out activity causes cross talk between the electronics channels. This causes them to fire again, and if enough channels refire, then the detector can be triggered again. For these events, the charges on the channels will be low and the time at which the channels refire will be distributed over a broad time window.
7.2 Cuts to Remove Instrumental Backgrounds

In order to remove instrumental backgrounds, we can first examine the charge, location, and timing of the photo-multiplier tube hits. Here the location can refer to the physical location of the tube in the detector, or to its location in the electronics. With this in mind, a series of instrumental background cuts has been developed.

7.2.1 Level 1: Instrumental Background Cuts

The instrumental background cuts are more fully described in [93, 94].

Cuts based on the locations of the photo-multiplier tube hits

Junk: Removes events that have multiple entries for a photo-multiplier tube or are orphans (collections of hits which could not be associated with a specific trigger).

Neck: Removes events that have at least 2 hits recorded in the “neck” photo-multiplier tubes or events with one neck tube hit with a large charge and early time.

OWL: Removes events where more than 5 outward-looking tubes (i.e. muon veto) have fired.

Crate Isotropy: Removes events where more than 70% of the events are in one electronics crate and more than 80% of those are in two or fewer cards.

Flasher Geometry: Looks for a cluster of 4 or more adjacent hits. Removes the event if the average distance to the other tubes is more than 1200 cm. Designed to cut flashing photo-multiplier tube events.

1As was described in Chapter 2, the electronics location is described by a crate, card, and channel number.
Cuts based on the time of the photo-multiplier tube hits

**Retrigger**: Removes events which are less than 5 $\mu$sec after another event.

**Nhit Burst**: Removes events when more than 6 events with over 40 hits occur within less than 4 seconds of one another.

**Muon Follower**: Tags muons (events with more than 150 hits on normal PMTs and more than five OWL tubes) and removes all events for the next 20 seconds. More will be said about muon followers in the next chapter.

**Missed Muon Follower**: Removes all events within 250 msec after an event with over 150 hits (in case the muon was missed by the tag in the Muon Follower cut)

**In-Time Channel**: Removes events where less than 60% of the hits are in a 93 ns wide time window.

**Fitterless Time Spread**: Looks at tubes that are within 3 meters of each other in space and 25 nsec of each other in time. Removes the event if the median pairwise tube-to-tube time difference is greater than 6.8 nsec.

Cuts based on the charges of the photo-multiplier tube hits

**Analog Measurement Board**: Looks at the sum of all the PMT pulses for an event. If the integral or peak is more than $3.7\sigma$ away from the expected value for an event with that number of photo-multiplier tube hits, the event is removed.

**ESUM**: If the event only triggered the detector because it was above the charge threshold, but did not satisfy any trigger conditions for the number of hit photo-multiplier

\[ ^2 \text{The first four cuts, denoted by a (*), cut out blocks of time in the data stream. The SNO data livetime is calculated with the time lost from these cuts taken into account.} \]
Table 7.1: Level 1 cut acceptance for events within the fiducial volume and above 5.50 MeV (visible energy), from [95].

<table>
<thead>
<tr>
<th></th>
<th>Electrons (%)</th>
<th>Neutrons (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$99.63^{+0.09}_{-0.15}$</td>
<td>$99.60^{+0.09}_{-0.15}$</td>
</tr>
</tbody>
</table>

tubes, then it is removed (i.e. the event has a lot of charge deposited but only a small number of photo-multiplier tubes).

**OWL Trigger:** Removes events where there is a large light deposition in the outward-looking PMTs.

**Q vs T:** Removes events where the tube with the largest charge in the event is well above the average charge expected for an event and this tube also fired more than 60 ns before the median tube time.

**Q Cluster:** Removes events that have a cluster of hits in of 4 out of 5 adjacent channels, and at least one of the channels in the cluster has a high charge.

The acceptance of these cuts has been evaluated for electrons and neutrons in [95]. The results, determined with the tagged $^{16}$N, $^8$Li, and burst filtered $^{252}$Cf sources, are summarized in Table 7.1. As was mentioned above, this acceptance does not include the Retrigger, Nhit Burst, Muon Follower, and Missed Muon Follower cuts because the effect of these cuts is taken into account when determining the livetime for the dataset.

### 7.2.2 Level 2: High Level Cuts

In addition to the instrumental background cuts described in the previous section, there is a second level of cuts that depend on event reconstruction. The purpose of these cuts is to remove poorly reconstructed events and to reject events that do not resemble
Čerenkov light. The two Level 2 cuts are:

**In-Time Ratio:** The in-time ratio (or ITR) is the number of hits that occur within a -2.5 to 5.0 ns window (relative to the mean arrival time of direct light hits) divided by the total number of hits in the events. Events are required to have ITR > 0.55. In other words, at least 55% of the photo-multiplier tube hits must be prompt.

\[ \theta_{ij} : \text{\( \theta_{ij} \) has already been extensively discussed in Chapter 5. A cut requiring events to have \( \theta_{ij} > 0.75 \) is also applied to the data. This removes events in which the hits are clustered into a small region of the detector, which might be a sign that the events are not arising from Čerenkov light.} \]

Since both of these cuts depend on the reconstructed vertex, the cut acceptance must be evaluated for the reconstruction algorithm used in this dissertation. To determine the acceptance, we can utilize the \(^{16}\text{N}\) and \(^{252}\text{Cf}\) source data. The acceptance of the Level 2 cuts is determined by the number of good physics events that passed the Level 2 cuts divided by the number of events that passed the Level 1 cuts from the same data sample.

For the \(^{16}\text{N}\) source data, the events have been required to have a beta tag present. Figure 7.1 shows the acceptance above 5.50 MeV for \(^{16}\text{N}\) runs near the center of the detector as a function of time. The points have been fit to a line. Taking half of the difference in the fit at the start of the dataset and the end of the dataset gives an uncertainty of \(\pm 0.001\%\) in the acceptance due to time variation. Figures 7.2 and 7.3 show the acceptance as a function of the reconstructed event radius for data and MC. Though some differences are seen at large radii, the volume weighted average of the data over the fiducial volume of \(r < 550\text{cm}\) (or \(r^3/600\text{cm}^3 < 0.77\)) agrees with the average from the MC to within 0.002\%. 
Figure 7.1: Acceptance of the Level 2 cuts above 5.50 MeV and within 550 cm as a function of time for $^{16}$N source data near the center of the detector.

Figure 7.2: Level 2 cut acceptance above 5.50 MeV as a function of reconstructed radius for $^{16}$N source data.
We also need to look at the acceptance for $^{252}$Cf source data and Monte Carlo simulations to verify the performance for neutrons. Figures 7.4 and 7.5 show the Level 2 cut acceptance for $^{252}$Cf source data and Monte Carlo simulations as a function of the reconstructed position. For the data, the Level 1 cuts have been applied, and the events are required to occur as part of a burst of 3 to 10 events, with the first event being excluded (since it can be $\gamma$-rays associated with the fission). The volume weighted average value of the data agrees with that from the Monte Carlo simulations to within 0.01% inside of the fiducial volume.

The $^{252}$Cf and $^{16}$N source data and MC tell us the systematic uncertainties associated with the Level 2 cut acceptance. However, the acceptance will vary somewhat with the energy of the event. Events with fewer hits will tend to have a smaller acceptance since the $\theta_{ij}$ and ITR distributions will have longer tails. This is a concern for the elastic-scattering
Figure 7.4: Level 2 cut acceptance above 5.50 MeV as a function of reconstructed radius for $^{252}$Cf source data.

Figure 7.5: Level 2 cut acceptance above 5.50 MeV as a function of reconstructed radius for $^{252}$Cf source MC.
<table>
<thead>
<tr>
<th>Signal</th>
<th>CC (%)</th>
<th>ES (%)</th>
<th>NC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance</td>
<td>99.975</td>
<td>99.948</td>
<td>99.984</td>
</tr>
<tr>
<td>Stat. Uncert.</td>
<td>0.006</td>
<td>0.018</td>
<td>0.012</td>
</tr>
<tr>
<td>Time Variation</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Agreement of MC with Data</td>
<td>0.002</td>
<td>0.002</td>
<td>0.010</td>
</tr>
<tr>
<td>Total Uncertainty</td>
<td>0.006</td>
<td>0.018</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Table 7.2: Level 2 cut acceptance for events within the fiducial volume and above 5.50 MeV (visible energy).

The purity of the dataset has been determined in [95], where a bifurcated analysis technique was used. Suppose that there are two orthogonal sets of cuts designed to remove background events from the data. There are four possible outcomes for events, depicted in Figure 7.6. We can write down the following relations to describe the number of events...
with each of the four possible outcomes

\[ N = S + \beta \]
\[ a = \epsilon_1 \epsilon_2 S + \kappa_1 \kappa_2 \beta \]
\[ a + b = \epsilon_2 S + \kappa_2 \beta \]
\[ a + d = \epsilon_1 S + \kappa_1 \beta \]

(7.1)

where \( N \) is the total number of events, \( S \) is the number of signal events, \( \beta \) is the number of background events, \( \epsilon_1 \) and \( \epsilon_2 \) represent the acceptance of cuts 1 and 2 for the signal, \( \kappa_1 \) and \( \kappa_2 \) are the acceptance of cuts 1 and 2 for the background. The regions \( \text{a, b, c, and d} \) are defined in Figure 7.6. In these four equations, \( N, a, b, \) and \( d \) are known by counting up the number of events in the dataset and the number that pass or fail cut 1 and cut 2. From a study of the cut acceptance, \( \epsilon_1 \) and \( \epsilon_2 \) can be determined. Therefore, by arranging these relations, \( \kappa_1 \kappa_2 \beta \), or the number of background events remaining in the sample after cuts 1 and 2 are applied can be determined. This analysis assumes that there is only one type of background and is only sensitive to backgrounds that the cuts were designed to remove. It also requires that the cuts are orthogonal to each other.

Before performing the analysis, the junk cut, the muon follower cut, retrigger, nhit burst, and ITC cut, energy threshold and fiducial volume cuts were applied. Cut 1 was then composed of the remaining Level 1 cuts (see Section 7.2.1) and the Cut 2 was composed of the Level 2 cuts (see Section 7.2.2). The Level 1 cuts are based on photo-multiplier tube information like the charge, position and timing, while the Level 2 cuts are based on reconstruction, which is only weakly correlated with the individual photo-multiplier tube information. The result obtained for the contamination of the dataset by this bifurcated technique was <3 events at the 95% confidence level [95].
Figure 7.6: The definitions of regions a, b, c, and d in Equations 7.1.

Table 7.3: Estimated instrumental background contamination remaining the the dataset within the fiducial volume and above 5.50 MeV (visible energy) following the application of the Level 1 and Level 2 cuts [95].
Chapter 8

Physics Backgrounds

8.1 Introduction to Physics Backgrounds

In addition to the instrumental backgrounds in Chapter 7, there are a large number of physics processes that can also contribute backgrounds to the neutrino signal. The dominant source of background is the low-energy $\beta$ and $\gamma$-rays from U and Th inside the detector (Section 8.2) and in the PMTs and PSUP (Section 8.3). Higher energy $\gamma$-rays from the steel in the PSUP and the rock wall can also enter the fiducial volume (Section 8.4). Though the cosmic-ray muon flux in SNO is greatly reduced by the rock overburden, muons will still enter the detector, where they can leave behind neutrons and other radioactive products (Section 8.5). A class of highly isotropic events that reconstruct near the AV has been observed and it is necessary to estimate how many of these events remain inside the fiducial volume (Section 8.6). Contributions from other miscellaneous process, such as atmospheric neutrinos and $\alpha$-induced interactions, have also been estimated (Section 8.7).
8.2 Internal U and Th Backgrounds

The primary sources of radioactive backgrounds in the SNO detector are $^{232}\text{Th}$ and $^{238}\text{U}$ and their decay chain progenies. Figure 8.1 shows the $^{232}\text{Th}$ decay chain to stable $^{208}\text{Pb}$. The vast majority of the decay steps produce alphas (which will not produce Čerenkov radiation in D$_2$O unless they are above a GeV in energy) and low-energy betas, which are significantly below the detector threshold. The nucleus of concern here is $^{208}\text{Tl}$, which can yield a $\beta$ up to 5 MeV and will always produce a 2.6 MeV $\gamma$-ray. Recall that $\gamma$-rays above 2.2 MeV are capable of photodisintegrating deuterium, producing a free neutron. So, $^{208}\text{Tl}$ is a background to the Čerenkov signal for CC and ES events and to the neutron signal.

Figure 8.2 shows the decay chain for $^{238}\text{U}$, where the major concern is $^{214}\text{Bi}$, which can produce a 3.3 MeV $\beta$ and produces a 2.45 MeV $\gamma$-ray in 1.5% of its decays. The decay schemes for both $^{208}\text{Tl}$ and $^{214}\text{Bi}$ are shown in Figure 8.3.

As will be described below, the levels of U and Th in the detector components have been determined by a variety of methods. Monte Carlo simulations of the U and Th chain backgrounds in various regions of the detector have been performed.

8.2.1 $^{238}\text{U}$ and $^{232}\text{Th}$ Levels in Acrylic

For the acrylic vessel, there are two sources of U and Th activity. The first is the intrinsic radioactivity in the bulk of the acrylic. The second is activity on the surface of the AV due to mine dust which settled on the surface during construction. In [96], the amounts of surface and bulk U and Th was estimated. Table 8.1 summarizes the results. From the
Figure 8.1: The $^{232}$Th decay chain, based on a figure in [34] and with data from [60]. Printed are the half-lives, and the $\beta$ and $\alpha$ Q-values. $\gamma$-rays below 2.2 MeV are not included.
Figure 8.2: The $^{238}\text{U}$ decay chain, based on a figure in [34] and with data from [60]. Printed are the half-lives, and the $\beta$ and $\alpha$ Q-values. $\gamma$-rays below 2.2 MeV are not included.
Figure 8.3: Simplified $^{208}$Tl and $^{214}$Bi decay schemes based on a figure in [34] and with data from [60].
Table 8.1: Concentrations of U and Th on the AV surface and the AV bulk from [96].

amounts, it is possible to estimate the decay rate for the progenies of interest (\(^{214}\text{Bi}\) and \(^{208}\text{Tl}\)), and these have also been included in Table 8.1.

8.2.2 \(^{238}\text{U}\) and \(^{232}\text{Th}\) Levels in \(\text{D}_2\text{O}\) and \(\text{H}_2\text{O}\)

SNO uses two techniques to determine the \(^{238}\text{U}\) and \(^{232}\text{Th}\) levels in \(\text{H}_2\text{O}\) and \(\text{D}_2\text{O}\).

**In-Situ:** This technique looks for signatures of \(^{214}\text{Bi}\) and \(^{208}\text{Tl}\) with the PMT hit pattern to determine the levels of \(^{238}\text{U}\) and \(^{232}\text{Th}\) in the data. Low-energy monitoring windows in the \(\text{D}_2\text{O}\) and \(\text{H}_2\text{O}\) are examined and a maximum likelihood fit to the \(\theta_{ij}\) distribution determines the relative amounts of \(^{208}\text{Tl}\) and \(^{214}\text{Bi}\). \(^{208}\text{Tl}\) tends to have a more isotropic light pattern since it always produces a \(\beta\) and at least two \(\gamma\)-rays when it decays.

**Ex-Situ:** This technique consists of a variety of chemical assays to determine the concentrations of \(^{232}\text{Th}\) and \(^{238}\text{U}\) decay chain products. There are actually three different chemical assays that are performed. In the first, the water is passed over MnOx coated beads, which collect Ra. The Ra then decays to Rn and then to Po, which is detected by \(\alpha\) counters. The abundances of various alphas reveal the U and Th concentrations. In the second process, the water is passed through hydrous titanium oxide (HTiO) coated fibers.
The fibers are then brought to the surface, the Ra is extracted chemically, and a delayed coincidence counting of the Bi and subsequent Po decays determines the concentrations of $^{224}$Ra (Th chain) and $^{226}$Ra (U chain). Since $^{222}$Rn from air in the laboratory can enter into system and look like U chain activity, a third technique involves a direct assay of the Rn in the water by degassing the water, collecting Rn and alpha counting it for $^{222}$Rn.

The results of these two techniques are summarized in Table 8.2 [97, 98]. Also listed in the table is the decay rate of the progeny nucleus ($^{208}$Tl or $^{214}$Bi).

### 8.2.3 Summary of backgrounds from Internal U and Th

Simulations of $^{208}$Tl and $^{214}$Bi decays distributed uniformly throughout the H$_2$O D$_2$O and AV bulk have been performed. By scaling them to the appropriate decay rates, given in Tables 8.1 and 8.2, one can estimate the number of Čerenkov background events expected within the fiducial volume of 550 cm and above 5.5 MeV of visible energy in the entire 391.4 day dataset. The data cleaning cuts (both Level 1 and Level 2) have also been applied. Systematic uncertainties due to the energy scale, energy resolution, and fiducial volume have been included. The Čerenkov backgrounds are summarized in Table 8.3. Since the number of events is so small, they will be treated as a systematic uncertainty on the
In addition to the Čerenkov background from the U and Th chain activity, we must also estimate the number of free neutrons produced by the photodisintegration of deuterium. The background neutrons from U and Th in the D$_2$O will be distributed uniformly throughout the D$_2$O and will look identical to the neutrons from the NC interactions. In [99] it was estimated that for the levels of U and Th present in the D$_2$O, 0.293±0.18 neutrons per day are produced in the D$_2$O from Th in the D$_2$O, and 0.277±0.046 neutrons per day are produced in the D$_2$O from U. In Chapter 6, it was found that 39.1% of neutrons will be captured and be detected within the signal region. The number of internal background neutrons from U and Th in the D$_2$O for the 391.4 day dataset are summarized in Table 8.4.

Table 8.3: Numbers of Čerenkov background events in the fiducial volume and above the energy threshold arising from the U and Th concentrations in the AV, D$_2$O, and H$_2$O.

<table>
<thead>
<tr>
<th>Medium</th>
<th>Source</th>
<th>Number of Background Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>D$_2$O</td>
<td>$^{238}$U</td>
<td>1.03 $^{+1.09}_{-0.37}$</td>
</tr>
<tr>
<td>D$_2$O</td>
<td>$^{232}$Th</td>
<td>0.219 $^{+0.300}_{-0.145}$</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>$^{238}$U</td>
<td>0.856 ± 0.501</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>$^{232}$Th</td>
<td>0.204 ± 0.156</td>
</tr>
<tr>
<td>AV</td>
<td>$^{238}$U</td>
<td>0 ± 0.077</td>
</tr>
<tr>
<td>AV</td>
<td>$^{232}$Th</td>
<td>0.045 ±0.046</td>
</tr>
<tr>
<td>Total</td>
<td>Both</td>
<td>2.35 $^{+1.13}_{-0.66}$</td>
</tr>
</tbody>
</table>

Table 8.4: Numbers of detected internal neutrons arising from the U and Th in the D$_2$O.

<table>
<thead>
<tr>
<th>Medium</th>
<th>Source</th>
<th>Number of Internal Bkg. Neutrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>D$_2$O</td>
<td>$^{238}$U</td>
<td>42±7.06</td>
</tr>
<tr>
<td>D$_2$O</td>
<td>$^{232}$Th</td>
<td>45±27</td>
</tr>
<tr>
<td>D$_2$O</td>
<td>Total</td>
<td>87±29</td>
</tr>
</tbody>
</table>
In addition to the background neutrons produced in the D$_2$O, neutrons will also be produced from U and Th activity in the AV and H$_2$O. However, all of these neutrons, coming from outside of the heavy water will have a different radial profile than the neutrons which are generated uniformly in the D$_2$O. Therefore, during the signal extraction process to be described in Chapter 9, the number of external neutron events is included as a parameter to be determined by the fit to the data, along with the numbers of events from the various neutrino signals.

8.3 $^{238}$U and $^{232}$Th in the PMTs and PSUP

Though the PMT components were specially selected to be as low in radioactivity as possible, they still contain a significant amount of radioactivity. Here the largest sources of radioactivity that can contribute are the PMT glass and the PMT reflector petals, since these are fully exposed to the rest of the detector. The U and Th content of the PMT glass has been estimated in [100] and upper limits one the U and Th content in the PMT reflector petals are presented in [53]. Only the front faces of the PMT dynodes and the ABS plastic buckets surrounding the PMTs are visible to the detector, so only a small amount of the light should enter the detector, with the rest being absorbed by the surrounding material. I have assumed that less than 50% of the mass of the PMT dynode and plastic buckets can contribute to the radioactivity background seen in the detector. An upper limit of $5 \times 10^{-9}$ g/g of U and Th in the plastic bucket has been obtained in measurements by LBNL and the content in the dynode is given in [100]. The concentrations and total mass of U and Th from these sources is summarized in Table 8.5.
<table>
<thead>
<tr>
<th>Component</th>
<th>Source</th>
<th>Amount per PMT (µg)</th>
<th>Progeny</th>
<th>Progeny Rate (s&lt;sup&gt;-1&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMT Glass</td>
<td>&lt;sup&gt;238&lt;/sup&gt;U</td>
<td>18</td>
<td>&lt;sup&gt;214&lt;/sup&gt;Bi</td>
<td>2100</td>
</tr>
<tr>
<td>PMT Glass</td>
<td>&lt;sup&gt;232&lt;/sup&gt;Th</td>
<td>18</td>
<td>&lt;sup&gt;208&lt;/sup&gt;Tl</td>
<td>250</td>
</tr>
<tr>
<td>PMT Dynode</td>
<td>&lt;sup&gt;238&lt;/sup&gt;U</td>
<td>16.9</td>
<td>&lt;sup&gt;214&lt;/sup&gt;Bi</td>
<td>1980</td>
</tr>
<tr>
<td>PMT Dynode</td>
<td>&lt;sup&gt;232&lt;/sup&gt;Th</td>
<td>16.1</td>
<td>&lt;sup&gt;208&lt;/sup&gt;Tl</td>
<td>220</td>
</tr>
<tr>
<td>PMT Petals</td>
<td>&lt;sup&gt;238&lt;/sup&gt;U</td>
<td>&lt;26.6</td>
<td>&lt;sup&gt;214&lt;/sup&gt;Bi</td>
<td>&lt;3200</td>
</tr>
<tr>
<td>PMT Petals</td>
<td>&lt;sup&gt;232&lt;/sup&gt;Th</td>
<td>&lt;2.7</td>
<td>&lt;sup&gt;208&lt;/sup&gt;Tl</td>
<td>&lt;40</td>
</tr>
<tr>
<td>PMT Bucket</td>
<td>&lt;sup&gt;238&lt;/sup&gt;U</td>
<td>&lt;7.2</td>
<td>&lt;sup&gt;214&lt;/sup&gt;Bi</td>
<td>&lt;850</td>
</tr>
<tr>
<td>PMT Bucket</td>
<td>&lt;sup&gt;232&lt;/sup&gt;Th</td>
<td>&lt;7.2</td>
<td>&lt;sup&gt;208&lt;/sup&gt;Tl</td>
<td>&lt;100</td>
</tr>
<tr>
<td>Total</td>
<td>&lt;sup&gt;238&lt;/sup&gt;U</td>
<td>&lt;68.7</td>
<td>&lt;sup&gt;214&lt;/sup&gt;Bi</td>
<td>&lt;8130</td>
</tr>
<tr>
<td>Total</td>
<td>&lt;sup&gt;232&lt;/sup&gt;Th</td>
<td>&lt;44</td>
<td>&lt;sup&gt;208&lt;/sup&gt;Tl</td>
<td>&lt;610</td>
</tr>
</tbody>
</table>

Table 8.5: Concentration of U and Th in PMT components.

Unlike the U and Th in the H<sub>2</sub>O and D<sub>2</sub>O, I will use a source instead of MC to estimate the number of Th and U background events that reconstruct inside of the fiducial volume and above the energy threshold. (The PMT backgrounds take an extremely long time to simulate due to the large number of events, and the detector optics are much more uncertain at large radii.) A Th source was placed into the detector near the PSUP, 849.8 cm from the center of the detector. The source was deployed for 1908.6 minutes, and is known to have 2.0±0.1×10<sup>7</sup> <sup>208</sup>Tl decays per minute [101]. So, 3.81±5(syst.)×10<sup>10</sup> <sup>208</sup>Tl decays would have occurred during the source runs. In looking at runs where the source was not present, we would expect to see 16.23±0.23 events above 5.5 MeV and inside of 550 cm during the the source runs. However, in the Th source runs, 33±5(syst.)±5.7(stat.) events were observed inside the signal window, with an excess of 16.75±5(syst.)±5.7(stat.) events.

(The systematic uncertainty includes a ±1% uncertainty on the energy scale, a smearing of the energy resolution, and a ±10 cm uncertainty on the fiducial volume cut.)

In 391 days of SNO neutrino data, we expect roughly 2.06×10<sup>10</sup> <sup>208</sup>Tl decays to
Table 8.6: Numbers of Čerenkov background events to the CC and ES signals arising from the U and Th in the PMTs.

<table>
<thead>
<tr>
<th>Medium</th>
<th>Source</th>
<th>Number of Bkg Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMTs</td>
<td>$^{238}\text{U}$</td>
<td>$&lt;11.5$</td>
</tr>
<tr>
<td>PMTs</td>
<td>$^{232}\text{Th}$</td>
<td>$&lt;13.1$</td>
</tr>
<tr>
<td>PMTs</td>
<td>Combined</td>
<td>$&lt;17.4$</td>
</tr>
</tbody>
</table>

occur in the PMTs (See Table 8.5). By comparing this to the number of events in the Th source data, we expect fewer than $9.0\pm2.7\text{(syst.)}\pm3.1\text{(stat.)}$ of these events to be inside the signal region.

For U, we expect $2.75\times10^{11}$ $^{214}\text{Bi}$ decays to occur in the PMTs during the 391 day dataset. This is 13.3 times the rate of $^{208}\text{Tl}$ decays. However, from MC simulations of events at large radii, we expect that for the same number of $^{214}\text{Bi}$ and $^{208}\text{Tl}$ decays, we expect to only see $6.3\pm1.6\%$ as many $^{214}\text{Bi}$ events (since the total energy in the decay is much less). Therefore, we can expect fewer than $7.58\pm3.0\text{(syst.)}\pm2.6\text{(stat.)}$ events to make it into the signal region of the dataset from the U content in the PMT components.

Since many of the U and Th estimates for the PMT components in Table 8.5 are upper limits, we should take both of these values as an upper limit, giving limits of $<13.1$ events from PMT Th and $<11.5$ events for PMT U. These are summarized in Table 8.6. We only need to be concerned the PMT radioactivity as a background to the Čerenkov signal. Any neutrons which might be coming from the PMT radioactivity, will be accounted for in the signal extraction process by the fit for the number of external neutrons.
8.4 External Gamma Rays

In addition to the low-energy events arising directly from the U and Th within the detector components, there are also high-energy γ-ray produced outside the D$_2$O region that can reconstruct within the neutrino signal region. High-energy γ-rays can originate in the rock, in the PMT glass and the PMT Support Structure (PSUP). The high-energy γ-rays which are emitted from the rock wall will preferentially appear near the equator of the SNO detector, due to the cylindrical shape of the SNO cavity. The flux of high-energy γ-rays coming from the PSUP and from the PMT glass will appear isotropically.

High-energy γ-rays can be produced by (n,γ) interactions on elements such as Fe in the rock walls and PSUP stainless steel. The fast neutrons in these reactions arise from the spontaneous fission of U and Th and from (α,n) reactions involving αs from the U and Th decay chains. Another major source of external γ-rays is α-induced γ-rays, from (α,γ), (α,nγ) and (α,pγ) reactions on elements in the PMT glass such as Al, B, Si, and K [102]. Again, these αs come from the Th and U decay chains. Of particular concern here are α reactions on aluminum which can produce γ-rays greater than 9 MeV.

In order to study the behavior of γ-rays in the SNO detector, we can utilize the $^{16}$N source, which provides a tagged source of 6.13 MeV γ-rays. This source was deployed in the guide tubes at large radii during the salt phase, at both positive and negative z positions. The $^{16}$N source data has been cleaned up by requiring the presence of an event tag in the $^{16}$N source and all of the standard data cleaning cuts have been applied except for the nhit burst cut. We can perform a box analysis, as depicted in Figure 8.4 using the $^{16}$N source data in a shell of the H$_2$O to determine the high-energy background in the neutrino
dataset. We can define a scaling factor for the source data,

\[ \eta(\text{Energy} \geq E_f, R_{fit} < R_f) = \frac{\text{Number of Events in } \Omega_f}{\text{Number of Events in } \Omega_0} \]

where \( \Omega_0 \) is defined as a radial shell in the \( \text{H}_2\text{O} \) and \( \Omega_f \) is the fiducial volume for neutrino analysis.

As the sources were located at \( r=800 \text{ cm} \), it is desirable to choose a radial shell which is inside of \( 800 \text{ cm} \) to insure that we are only looking at the part of the radial distribution that is falling smoothly and pointing inward. The radial profile of the \( ^{16}\text{N} \) source was found to peak at roughly \( 775 \text{ cm} \), so a radial slice of \( 725 \) to \( 775 \text{ cm} \) was chosen for \( \Omega_0 \). It is also desirable to pick an energy threshold above the U and Th chain backgrounds in the \( \text{H}_2\text{O} \). So, a lower bound of \( 6.50 \text{ MeV} \) and an upper bound of \( 14.5 \text{ MeV} \) (visible energy) were selected to define the \( \Omega_0 \) region in the light water. We would also like to restrict ourselves to events that are going inward. This is done using the parameter \( \bar{u} \cdot \bar{r} \), which is the dot product of the unit vector describing the fit direction (\( u \)) and the unit vector describing the fit vertex (\( r \)). Events which are pointing inwards toward the center of the detector will have \( \bar{u} \) and \( \bar{r} \) pointing in opposite directions, giving a \( \bar{u} \cdot \bar{r} \) value of -1. A cut of \( \bar{u} \cdot \bar{r} < -0.75 \) has also been chosen for \( \Omega_0 \). So, the final selection of \( \Omega_0 \) is

\[ \Omega_0 \equiv 725 < R_{fit} < 775, \ 6.5 \leq \text{Energy} \leq 14.5 \text{ MeV}, \ \bar{u} \cdot \bar{r} < -0.75 \]

The fiducial region for the neutrino analysis, \( \Omega_f \), is the same as that used for the neutrino analysis, namely

\[ \Omega_f \equiv 0 < R_{fit} < 550 \text{ cm}, 5.5 \text{ MeV} \leq \text{Energy}. \]

With the two box regions, one can use the \( ^{16}\text{N} \) data to obtain \( \eta \). By looking at the number of events in the neutrino dataset in \( \Omega_0 \) and using the \( \eta \) obtained from the \( ^{16}\text{N} \) runs,
Figure 8.4: SNO cavity, the fiducial volume, and the high-radius shell used with the $^{16}\text{N}$ source for estimating the high-energy $\gamma$-ray contamination.
the number of high-energy γ-ray events in the signal region of the neutrino data, \( \Omega_f \), can be inferred. It should be noted that this number represents the misreconstructed background for the Čerenkov signals and does not necessarily represent the physical number of γ-rays that enter the D\(_2\)O. Table 8.7 gives estimated high-energy background contamination inside 550 cm based on two \(^{16}\)N runs, one at +z and one and -z. Taking the average of the upper and lower values yields a contamination of 6.32±1.41 for \( R_{fit} < 550 \) cm, with the error here being statistical.

<table>
<thead>
<tr>
<th>Source</th>
<th>( Z_{source} )</th>
<th># Events in Data</th>
<th>Stat. Uncert.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{16})N</td>
<td>+503</td>
<td>6.71</td>
<td>± 2.25</td>
</tr>
<tr>
<td>(^{16})N</td>
<td>-503</td>
<td>5.93</td>
<td>± 1.72</td>
</tr>
<tr>
<td>(^{16})N</td>
<td>Average</td>
<td>6.32</td>
<td>± 1.41</td>
</tr>
</tbody>
</table>

Table 8.7: Estimated external γ-ray contamination in the neutrino data with \( R_{fit} < 550 \) cm, energy > 5.50 MeV. The errors are statistical only.

We must also consider some of the systematic uncertainties on this estimate, summarized in Table 8.8. As was noted above, there appears to be a slight asymmetry between the runs at the top and the run at the bottom of the detector, which gives an uncertainty of 5.3%. We can also consider what happens when the cut values on \( \Omega_0 \) are relaxed or tightened. The \( \vec{u} \cdot \vec{r} \) cut value was varied to -0.8 and -0.5. The radial cut on \( \Omega_0 \) was broadened to 675 < \( R_{fit} < 775 \) cm. Also the low-energy bound on \( \Omega_0 \) was changed from 6.5 MeV to 6.0 MeV and to 7.0 MeV. From MC simulations of U and Th in the H\(_2\)O described in section 8.2, less than 1 event from the H\(_2\)O U and Th backgrounds is expected to enter into \( \Omega_0 \). These systematics are listed in Table 8.8. Combining the statistical and systematic uncertainties gives an estimate of 6.32±1.41 events, or a 68% CL limit of <8.42.
Table 8.8: Systematics on estimates of external $\gamma$-rays.

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-Asymmetry</td>
<td>$\pm 6.2%$</td>
</tr>
<tr>
<td>Varying $\vec{u} \cdot \vec{F}$ cut</td>
<td>$\pm 1.7%$</td>
</tr>
<tr>
<td>Varying R cut</td>
<td>$\pm 7.1%$</td>
</tr>
<tr>
<td>Varying E cut</td>
<td>$\pm 25.7%$</td>
</tr>
<tr>
<td>$\text{H}_2\text{O}$ U and Th</td>
<td>$&lt;0.08%$</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>$\pm 25.6%$</td>
</tr>
</tbody>
</table>

8.5 Muon-Induced Spallation

Another source of backgrounds to the SNO experiment are cosmic-ray muons. Due to its great depth (6800 ft or 6000 m.w.e.), the muon flux in SNO is less than 100 per day. The muons themselves are quite distinctive due to the large amount of energy that they deposit (roughly 5 MeV per cm [18]) both inside the detector and into the light water veto outside the PMTs. Light produced in the light water outside the PSUP is detected by the outward-looking tubes, and serves as a muon veto. The muons themselves are not a significant background for neutrino analysis. However, when a muon travels through the SNO detector, several processes can occur which can leave behind long-lived radioactive nuclei. The first such process is muon capture, where a muon stops in the detector, captures on a nucleus, and a muon neutrino is produced. An example of such a process is $\mu + ^{16}_{8}\text{O} \rightarrow ^{16}_{7}\text{N} + \nu_{\mu}$.

Another process which can occur is muon-induced spallation, where a muon breaks apart a nucleus into smaller fragments, some of which can be radioactive. These unstable products can be backgrounds to the NC solar neutrino signal if they decay by the production of a neutron, or if they produce a $\gamma$-ray with an energy above 2.2 MeV, which can
photodisintegrate $^2$H. The radioactive muon followers can also form a background to the CC signal if they undergo beta decay. Table 8.9 lists all of the possible spallation and muon-capture products that can be produced by nuclei up to $^{37}$Cl that have half-lives longer than 1 second and decay by the emission of a neutron, a $\beta$ above 4 MeV, or a $\gamma$-ray above 2.2 MeV.

The muons can also disintegrate $^2$H, producing prompt neutrons. The majority of the neutrons will thermalize and capture on $^{35}$Cl in the salt D$_2$O in roughly 5 msec and should be removed by the muon follower cut. However, the neutrons produced by muons will be much higher in energy than those produced by the NC interaction. From [103], the neutron energies can be over 100 MeV. So, we might also be concerned with these fast neutrons undergoing (n,p) and (n,α) reactions to produce long lived nuclei.

### 8.5.1 Spallation on $^{16}$O

From muon spallation on $^{16}$O there are several nuclei with half-lives longer than 5 seconds that might still remain in the data after the 20 sec muon follower short cut is applied. To get an idea of the spallation production rate, we can look at Super-K data. Based on the Super-K thesis of Ishino [104], roughly 1,444,000 events above 2 MeV (total energy) were removed by the spallation cut in 503.8 days of data. Assuming that these events were all real spallation events, and using the fact that the muon rate in Super-K is roughly 2 Hz for the entire inner detector, we can estimate that there are roughly 2866 $^{16}$O spallation events per day from 172,800 muons per day, for a spallation fraction of roughly 1.65%. Recall that Super-K does not see the neutrons produced by spallation, so we can use this number as an estimate of the fraction of the time radioactive nuclei are produced.
<table>
<thead>
<tr>
<th>Nuc.</th>
<th>Mode Decay</th>
<th>(%)</th>
<th>(MeV)</th>
<th>(MeV)</th>
<th>Product Unstable</th>
<th>(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{11}$Be</td>
<td>$\beta^-\gamma$</td>
<td>86.1</td>
<td>11.5</td>
<td>&lt;2.2</td>
<td>-</td>
<td>13.81</td>
</tr>
<tr>
<td>$^{11}$Be</td>
<td>$\beta^-\gamma$</td>
<td>10.7</td>
<td>6.5</td>
<td>&gt;2.2</td>
<td>-</td>
<td>13.81</td>
</tr>
<tr>
<td>$^{15}$C</td>
<td>$\beta^-$</td>
<td>37</td>
<td>9.77</td>
<td>-</td>
<td>-</td>
<td>2.5</td>
</tr>
<tr>
<td>$^{15}$C</td>
<td>$\beta^-\gamma$</td>
<td>63</td>
<td>4.47</td>
<td>5.3</td>
<td>-</td>
<td>2.5</td>
</tr>
<tr>
<td>$^{14}$N</td>
<td>$\beta^-\gamma$</td>
<td>28</td>
<td>10.42</td>
<td>-</td>
<td>-</td>
<td>7.13</td>
</tr>
<tr>
<td>$^{14}$N</td>
<td>$\beta^-\gamma$</td>
<td>72</td>
<td>4.2</td>
<td>&gt;6.13</td>
<td>-</td>
<td>7.13</td>
</tr>
<tr>
<td>$^{17}$N</td>
<td>$\beta^-\gamma$</td>
<td>95</td>
<td>~3</td>
<td>-</td>
<td>-</td>
<td>4.17</td>
</tr>
<tr>
<td>$^{17}$N</td>
<td>$\beta^-\gamma$</td>
<td>5</td>
<td>8.6</td>
<td>0.870</td>
<td>-</td>
<td>4.17</td>
</tr>
<tr>
<td>$^{18}$O</td>
<td>$\beta^+\gamma$</td>
<td>99.3</td>
<td>2.831</td>
<td>2.312</td>
<td>-</td>
<td>70.6</td>
</tr>
<tr>
<td>$^{19}$O</td>
<td>$\beta^-\gamma$</td>
<td>99.9</td>
<td>4.8</td>
<td>&lt;2.2</td>
<td>-</td>
<td>26.9</td>
</tr>
<tr>
<td>$^{21}$F</td>
<td>$\beta^-\gamma$</td>
<td>~35</td>
<td>4.65</td>
<td>&gt;2.2</td>
<td>$^{21}_9$F</td>
<td>3.4</td>
</tr>
<tr>
<td>$^{21}$F</td>
<td>$\beta^-\gamma$</td>
<td>~55</td>
<td>6.739</td>
<td>&lt;2.2</td>
<td>$^{21}_9$F</td>
<td>3.4</td>
</tr>
<tr>
<td>$^{22}_9$F</td>
<td>$\beta^-\gamma$</td>
<td>100.0</td>
<td>5.391</td>
<td>1.633</td>
<td>-</td>
<td>11.00</td>
</tr>
<tr>
<td>$^{22}_9$F</td>
<td>$\beta^-\gamma$</td>
<td>~28</td>
<td>5.295</td>
<td>&gt;2.2</td>
<td>-</td>
<td>4.23</td>
</tr>
<tr>
<td>$^{23}_9$F</td>
<td>$\beta^-\gamma$</td>
<td>~72</td>
<td>9.54</td>
<td>&lt;2.2</td>
<td>-</td>
<td>4.23</td>
</tr>
<tr>
<td>$^{24}_9$F</td>
<td>$\beta^-\gamma$</td>
<td>~25</td>
<td>6.165</td>
<td>&gt;2.2</td>
<td>-</td>
<td>2.23</td>
</tr>
<tr>
<td>$^{25}_9$F</td>
<td>$\beta^-\gamma$</td>
<td>~75</td>
<td>8.48</td>
<td>&lt;2.2</td>
<td>-</td>
<td>2.23</td>
</tr>
<tr>
<td>$^{18}_9$Ne</td>
<td>$\beta^+\gamma$</td>
<td>100</td>
<td>4.446</td>
<td>1.04</td>
<td>$^{18}_9$F</td>
<td>1.67</td>
</tr>
<tr>
<td>$^{20}_9$Ne</td>
<td>$\beta^-\gamma$</td>
<td>100</td>
<td>4.37</td>
<td>&lt;2.2</td>
<td>-</td>
<td>37.2</td>
</tr>
<tr>
<td>$^{22}_9$Ne</td>
<td>$\beta^-\gamma$</td>
<td>100</td>
<td>1.998</td>
<td>0.874</td>
<td>$^{22}_9$Na</td>
<td>202.8</td>
</tr>
<tr>
<td>$^{24}_9$Ne</td>
<td>$\beta^-\gamma$</td>
<td>100</td>
<td>1.393</td>
<td>2.75</td>
<td>-</td>
<td>53820</td>
</tr>
<tr>
<td>$^{26}_9$Ne</td>
<td>$\beta^-\gamma$</td>
<td>~95</td>
<td>7.504</td>
<td>&lt;2.2</td>
<td>-</td>
<td>1.072</td>
</tr>
<tr>
<td>$^{26}_9$Ne</td>
<td>$\beta^-\gamma$</td>
<td>~5</td>
<td>6.37</td>
<td>&gt;2.2</td>
<td>-</td>
<td>1.072</td>
</tr>
<tr>
<td>$^{22}_12$Mg</td>
<td>$\beta^+\gamma$</td>
<td>100</td>
<td>4.2</td>
<td>1.9</td>
<td>$^{22}_11$Na</td>
<td>3.857</td>
</tr>
<tr>
<td>$^{23}_12$Mg</td>
<td>$\beta^+\gamma$</td>
<td>100</td>
<td>4.056</td>
<td>0.439</td>
<td>-</td>
<td>11.32</td>
</tr>
<tr>
<td>$^{25}_12$Mg</td>
<td>$\beta^-\gamma$</td>
<td>65.8</td>
<td>5.32</td>
<td>&gt;2.2</td>
<td>$^{25}_13$Al</td>
<td>1.3</td>
</tr>
<tr>
<td>$^{27}_12$Mg</td>
<td>$\beta^-\gamma$</td>
<td>34.2</td>
<td>7.55</td>
<td>&lt;2.2</td>
<td>$^{27}_13$Al</td>
<td>1.3</td>
</tr>
<tr>
<td>$^{24}_13$Al</td>
<td>$\beta^+\gamma$</td>
<td>100</td>
<td>9.756</td>
<td>&gt;2.7</td>
<td>-</td>
<td>2.07</td>
</tr>
<tr>
<td>$^{26}_13$Al</td>
<td>$\beta^+$</td>
<td>99.1</td>
<td>4.277</td>
<td>-</td>
<td>-</td>
<td>7.183</td>
</tr>
<tr>
<td>$^{26}_13$Al(GS)</td>
<td>$\beta^+\gamma$</td>
<td>2.7</td>
<td>1.066</td>
<td>2.94</td>
<td>-</td>
<td>$2\times10^{-4}$</td>
</tr>
<tr>
<td>$^{26}_13$Al(0+)</td>
<td>$\beta^+$</td>
<td>100</td>
<td>4.232</td>
<td>2.12</td>
<td>-</td>
<td>6.345</td>
</tr>
</tbody>
</table>

Table 8.9: All of the possible muon-induced spallation or muon-capture products that have half-lives greater than 1 second and decay by the production of a neutron or a beta with an energy greater than 4 MeV or a $\gamma$-ray with an energy above 2.2 MeV [60].
by muon-induced spallation on $^{16}$O.

The average muon path length in SNO is much shorter than in Super-K. Super-K is roughly 40 m in diameter while SNO is only 18 m in diameter. Assuming that the spallation probability is proportional to the muon pathlength, the spallation fraction in SNO is reduced by 55%. The average muon energy in SNO is roughly 339 GeV, while the average muon-energy in Super-K (at 2700 m.w.e.) is 293 GeV (See Equation 11 in [105]). The muon-spallation cross section scales as $E^{0.75}$ [105], so we can estimate that the spallation fraction in SNO on $^{16}$O is roughly 0.83%. Using a muon flux of 70/day, this will translate into roughly 0.58 spallation products/day. In looking at Table 8.9, only $^{11}$Be with its 13.83 sec half-life will have a significant contribution after the 20 sec muon follower cut. But in the Appendix of Koshio’s Super-K thesis [106], $^{11}$Be made up only about $5 \times 10^{-3}$% of the observed spallation products. Therefore the contribution from long-lived $^{16}$O spallation

<table>
<thead>
<tr>
<th>Nuc.</th>
<th>Mode Decay</th>
<th>(%)</th>
<th>(MeV)</th>
<th>(MeV)</th>
<th>Product Unstable</th>
<th>(sec) T_{1/2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{29}$Al</td>
<td>$\beta^{-}\gamma$</td>
<td>63</td>
<td>1.2</td>
<td>2.42</td>
<td>-</td>
<td>393.6</td>
</tr>
<tr>
<td>$^{30}$Al</td>
<td>$\beta^{-}\gamma$</td>
<td>100</td>
<td>6.326</td>
<td>$&gt;2.23$</td>
<td>-</td>
<td>3.68</td>
</tr>
<tr>
<td>$^{26}$Si</td>
<td>$\beta^{+}\gamma$</td>
<td>100</td>
<td>4.838</td>
<td>1.850</td>
<td>$^{29}_{13}$Al(0+)</td>
<td>2.234</td>
</tr>
<tr>
<td>$^{27}$Si</td>
<td>$\beta^{+}$</td>
<td>99.7</td>
<td>4.811</td>
<td>-</td>
<td>-</td>
<td>4.16</td>
</tr>
<tr>
<td>$^{33}$Si</td>
<td>$\beta^{-}\gamma$</td>
<td>~9</td>
<td>3.307</td>
<td>2.538</td>
<td>$^{33}_{15}$P</td>
<td>6.18</td>
</tr>
<tr>
<td>$^{29}$P</td>
<td>$\beta^{+}$</td>
<td>98.3</td>
<td>4.943</td>
<td>-</td>
<td>-</td>
<td>4.14</td>
</tr>
<tr>
<td>$^{30}$P</td>
<td>$\beta^{+}$</td>
<td>99.9</td>
<td>4.232</td>
<td>-</td>
<td>-</td>
<td>12.43</td>
</tr>
<tr>
<td>$^{33}$P</td>
<td>$\beta^{-}\gamma$</td>
<td>99.9</td>
<td>5.374</td>
<td>$&lt;2.2$</td>
<td>-</td>
<td>12.43</td>
</tr>
<tr>
<td>$^{36}$S</td>
<td>$\beta^{+}\gamma$</td>
<td>2.3</td>
<td>3.119</td>
<td>3.019</td>
<td>$^{36}_{16}$S</td>
<td>1.78</td>
</tr>
<tr>
<td>$^{30}$S</td>
<td>$\beta^{+}\gamma$</td>
<td>97.7</td>
<td>6.138</td>
<td>0.709</td>
<td>$^{30}_{15}$P</td>
<td>1.78</td>
</tr>
<tr>
<td>$^{34}$S</td>
<td>$\beta^{+}$</td>
<td>98.9</td>
<td>5.396</td>
<td>-</td>
<td>-</td>
<td>2.57</td>
</tr>
<tr>
<td>$^{36}$S</td>
<td>$\beta^{-}\gamma$</td>
<td>94</td>
<td>1.76</td>
<td>3.103</td>
<td>-</td>
<td>303</td>
</tr>
<tr>
<td>$^{37}$S</td>
<td>$\beta^{-}$</td>
<td>5.6</td>
<td>4.865</td>
<td>-</td>
<td>-</td>
<td>303</td>
</tr>
<tr>
<td>$^{33}$Cl</td>
<td>$\beta^{+}$</td>
<td>98.6</td>
<td>5.582</td>
<td>-</td>
<td>-</td>
<td>2.511</td>
</tr>
<tr>
<td>$^{34}$Cl</td>
<td>$\beta^{+}$</td>
<td>100</td>
<td>5.492</td>
<td>-</td>
<td>-</td>
<td>1.52</td>
</tr>
</tbody>
</table>
products should be less than 0.011 events for 390 days of data, which is negligible.

8.5.2 Spallation on Cl and Na

The spallation rate for $^{16}\text{O}$ is roughly 0.83% per muon. However, there are far fewer Na and Cl atoms in the detector than O atoms, so we must scale the interaction rates accordingly. In a 0.2% NaCl brine, for every 1000 $^{16}\text{O}$ atoms, there are roughly 0.674 $^{23}\text{Na}$ atoms, 0.512 $^{35}\text{Cl}$ atoms, and 0.162 $^{37}\text{Cl}$ atoms. In [107], it is shown that the average cross section for exciting a compound nucleus by the absorption of electric dipole radiation scales as $NZ/A$. So, for $^{16}\text{O}$, $^{24}\text{Na}$, $^{35}\text{Cl}$, and $^{37}\text{Cl}$ respectively this factor is 4, 5.7, 8.7 and 9.2.

Using the appropriate scale factors given above and the fact that 33 muons per day travel through the salted heavy water, only about $2.6 \times 10^{-4}$ spallation products per day will come from $^{23}\text{Na}$, $3.0 \times 10^{-4}$ will come from $^{35}\text{Cl}$, and $1.0 \times 10^{-4}$ will come from $^{37}\text{Cl}$. Even if every one of these decay products were long lived and produced a high-energy $\gamma$-ray capable of photodisintegration, the background to the neutrino signal would be 0.26 events for 391 days of data, which is not significant.

8.5.3 Spallation Neutrons

Though a large number of neutrons are likely to be produced by muons (estimated to be 0.44 per muon in [108]), the neutrons will capture with a lifetime of 5 msec, and these will be eliminated from the data set via the 20 sec muon follower cut (See Chapter 7). In the event that a muon is not tagged by the muon veto, then an additional cut, the “missed muon follower cut”, removes all events which are within 250 msec of an event with more than 150 hits. If the muon instead passed through the cavity, but did not enter the PSUP,
Table 8.10: Thermal neutron-capture cross sections from [60] for the nuclei found in the heavy water, AV, and light water of SNO.

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>( \sigma ) (barns)</th>
<th>Unstable Product</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^1\text{H})</td>
<td>0.3326</td>
<td>-</td>
</tr>
<tr>
<td>(^2\text{H})</td>
<td>0.000519</td>
<td>(^3\text{H})</td>
</tr>
<tr>
<td>(^{12}\text{C})</td>
<td>0.00353</td>
<td>-</td>
</tr>
<tr>
<td>(^{13}\text{C})</td>
<td>0.00137</td>
<td>(^{14}\text{C})</td>
</tr>
<tr>
<td>(^{16}\text{O})</td>
<td>0.000190</td>
<td>-</td>
</tr>
<tr>
<td>(^{17}\text{O})</td>
<td>0.00054</td>
<td>-</td>
</tr>
<tr>
<td>(^{18}\text{O})</td>
<td>0.00016</td>
<td>(^{19}\text{O})</td>
</tr>
<tr>
<td>(^{23}\text{Na})</td>
<td>0.530</td>
<td>(^{24}\text{Na})</td>
</tr>
<tr>
<td>(^{35}\text{Cl})</td>
<td>43.6</td>
<td>-</td>
</tr>
<tr>
<td>(^{37}\text{Cl})</td>
<td>0.433</td>
<td>(^{38}\text{Cl})</td>
</tr>
</tbody>
</table>

then this could potentially also be a source of neutrons in the detector. A study was done to look for events where light was detected in the OWL tubes but less than 150 hits were seen in the detector [109]. One of these events had a follower after it in the data. A limit of \( \leq 1 \) event has been assigned for this background.

### 8.5.4 Delayed Neutron-Capture Reactions

We must also consider neutron-capture reactions that can produce long lived radionuclides. Table 8.10 lists the neutron-capture cross sections for the nuclei which can be found in the SNO light water, AV, and salted heavy water. Though the vast majority of neutrons will capture on \(^{35}\text{Cl}\), a small number will produce \(^{24}\text{Na}\) (half-life of 14.96 hours) and \(^{38}\text{Cl}\) (half-life of 37.2 minutes). \(^{38}\text{Cl}\) only produces a \(\gamma\)-ray with an energy above 2.2 MeV in 0.02% of the decays, so it does not represent a serious photodisintegration background. With beta energies up to 4.9 MeV, it could pose a background for the CC and ES signal.
A MC study of 20,000 neutrons distributed uniformly throughout the salted D$_2$O and the AV neck gave 78.6% of the neutrons capturing on natural Cl and 1.1% of the events capturing on $^{23}$Na. Unfortunately SNOMAN does not directly simulate neutron capture on $^{37}$Cl, but by considering the relative cross sections and concentrations of $^{23}$Na and $^{37}$Cl (the natural abundance of $^{37}$Cl is 24.2%), we can estimate that roughly 0.22% of neutrons capture on $^{37}$Cl. Q.R. Ahmad performed a study of muon followers in the SNO detector [108] in which he concluded that the total neutron production rate following a muon is roughly $0.44\pm0.02$ neutrons per muon, averaged over all muons. Then for 70 muons/day we might expect $0.068$ $^{38}$Cl atoms and $0.34$ $^{24}$Na atoms to be produced per day. Based on a MC study of $^{38}$Cl decays, only $0.157\pm0.023$ % had an energy above 5.50 MeV and reconstructed inside 550 cm. Therefore, the amount of muon-produced $^{38}$Cl seen in the data should not be significant ($0.048$ events for 391 days of data). For $^{24}$Na, only $0.0051$ % of the decays will have a measured energy above 5.50 MeV and reconstruct inside of 550 cm, but nearly every decay produces a 2.75 MeV $\gamma$-ray. Roughly 1 in 380 2.75 MeV $\gamma$-rays will photodisintegrate deuterium [110]. Therefore, $^{24}$Na produced following a muon will yield a neutral-current background of roughly $8.9\times10^{-4}$ neutrons per day, (0.35 neutrons for 391 days of data) and a Čerenkov backgrounds of $1.7 \times 10^{-5}$ events per day (or 0.007 events in 391 days of data).

8.5.5 (n,p) Reactions and Muon Capture

If high-energy neutrons are produced by muons, it might also be possible for (n,p) reactions to occur. Muons that stop in the detector can decay or capture on a nucleus, producing the same products as (n,p) reactions. Table 8.11 gives all of the possible products
of (n,p) or muon-capture reactions in the SNO salted water. The three nuclei which could
pose the most serious background are $^{16}$N, $^{23}$Ne, which has betas up to 4.375 MeV, and $^{37}$S,
which could pose quite a troublesome background with its 3.1 MeV $\gamma$-rays and 5 minute
half-life.

It is difficult to estimate the production rates, since they depend on the neutron
energy spectrum resulting from spallation, which is uncertain. Instead we can look for the
presence of $^{16}$N in the data following muons to obtain a limit. A study looking for events
which are 1-50 seconds after a muon has been performed by Noah Oblath. No significant
sign of a 7.13 second half-life was observed. An upper limit of 0.77 events in the 391-day
dataset (after the 20 sec muon follower cut has been applied) has been reported [111].

The cross sections for (n,p) interactions on $^{23}$Na [112] and $^{37}$Cl [113] are roughly the
same magnitude or smaller than the $^{16}$O (n,p) cross section [114]. Since the concentrations
of Na and Cl are so much smaller, the backgrounds will be negligible.

As for muon capture, 1-2% of muons stop in the detector [64], for a total of 0.7 to
1.4 events per day in SNO. In the Kamiokande detector, approximately 42% of the muons
were found to be $\mu^-$ [115]. Assuming that at SNO’s depth the ratio will remain the same,
there should be at most 0.58 stopped $\mu^-$ per day in the SNO detector. According to [116],
the muon-capture rate in H$_2$O is $1.02 \times 10^5$ s$^{-1}$ compared to a muon decay rate of $4.55 \times 10^5$
s$^{-1}$ in vacuum. In the presence of natural Cl, the muon-capture rate is $1.64 \times 10^6$ s$^{-1}$, while
it is $0.337 \times 10^6$ s$^{-1}$ for Na. Taking in to account the fact that SNO is only 0.2% NaCl,
yields a total $\mu^-$ interaction rate of $5.58 \times 10^5$ s$^{-1}$, of which approximately 18.3% will be
nuclear capture on $^{16}$O, 0.6% will be nuclear capture on Cl (with roughly 24% of these on
only 0.11 muons per day will capture on \(^{16}\text{O}\). However, there are only 4 neutron bound states of \(^{16}\text{N}\). It has been found that 1.66\% of stopped muons in water form bound states of \(^{16}\text{N}\) [117], with the remainder emitting a neutron and forming \(^{15}\text{N}\), which is stable. So, this reduces the amount of \(^{16}\text{N}\) from stopped muons which will undergo \(\beta\gamma\) decay to 0.0097 per day. The fiducial volume cut should also have an effect here. These \(^{16}\text{N}\) nuclei will be distributed throughout the light and heavy water. Assuming that this distribution is uniform, then roughly 35\% of the \(^{16}\text{N}\) decays will occur in the \(\text{D}_2\text{O}\), for a total of 0.0034 \(\beta\gamma\) events per day. Assuming a perfect efficiency for the muon tag for stopped muons, then a 20s muon follower cut will reduce this number to 0.0005 \(^{16}\text{N}\) decays per day. In reality, the muon tag probably does not have a perfect efficiency for tagging these low-energy muons, so an upper limit of 0.0034 \(^{16}\text{N}\) events/day will be used here. There should be approximately 0.0008 muon captures per day on \(^{37}\text{Cl}\) and 0.0006 captures per day on \(^{23}\text{Na}\). For a 391 day dataset this gives an estimate of 0.31 and 0.23 captures on \(^{37}\text{Cl}\) and \(^{24}\text{Na}\) respectively.

### 8.5.6 Summary of Muon-Induced Backgrounds

Table 8.12 summarizes the muon-induced backgrounds that remain in the fiducial volume, above the energy threshold, after the 20 sec muon follower cut has been applied.
Table 8.11: The common (n,p) or muon-capture reactions which can occur in the SNO detector. The half-lives and other characteristics of the product nucleus are given in [60].

<table>
<thead>
<tr>
<th>Target Nucleus</th>
<th>Product Nucleus</th>
<th>Mode</th>
<th>B.R. (%)</th>
<th>Max $\beta$ E (MeV)</th>
<th>Max $\gamma$ E (MeV)</th>
<th>$T_{1/2}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}$C</td>
<td>$^{14}$B</td>
<td>$\beta^-$</td>
<td>97.2</td>
<td>13.37</td>
<td>-</td>
<td>0.020</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>$^{14}$B</td>
<td>$\beta^-\gamma$</td>
<td>100</td>
<td>13.44</td>
<td>3.68</td>
<td>0.0174</td>
</tr>
<tr>
<td>$^{16}$O</td>
<td>$^{15}$N</td>
<td>$\beta^-$</td>
<td>28</td>
<td>10.42</td>
<td>-</td>
<td>7.13</td>
</tr>
<tr>
<td>$^{16}$O</td>
<td>$^{15}$N</td>
<td>$\beta^-\gamma$</td>
<td>72</td>
<td>4.2</td>
<td>$\geq$6.13</td>
<td>7.13</td>
</tr>
<tr>
<td>$^{17}$O</td>
<td>$^{17}$N</td>
<td>$\beta^-n$</td>
<td>95</td>
<td>$\sim$3</td>
<td>-</td>
<td>4.17</td>
</tr>
<tr>
<td>$^{18}$O</td>
<td>$^{17}$N</td>
<td>$\beta^-\gamma$</td>
<td>5</td>
<td>8.68</td>
<td>0.870</td>
<td>4.17</td>
</tr>
<tr>
<td>$^{23}$Na</td>
<td>$^{26}$Ne</td>
<td>$\beta^-\gamma$</td>
<td>100</td>
<td>4.375</td>
<td>$&lt;2.2$</td>
<td>37.2</td>
</tr>
<tr>
<td>$^{35}$Cl</td>
<td>$^{35}$S</td>
<td>$\beta^-$</td>
<td>100</td>
<td>0.167</td>
<td>-</td>
<td>$7.5 \times 10^6$</td>
</tr>
<tr>
<td>$^{35}$Cl</td>
<td>$^{35}$S</td>
<td>$\beta^-\gamma$</td>
<td>94</td>
<td>1.762</td>
<td>3.10</td>
<td>303</td>
</tr>
</tbody>
</table>

Table 8.12: The muon-induced backgrounds which remain in the data after the 20 sec muon follower cut, the $R_{fit} < 550$ cm cuts, and the energy $>5.50$ MeV cut.

<table>
<thead>
<tr>
<th>Process</th>
<th>Target</th>
<th>Events in 391 days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cerenkov</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
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<td></td>
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<td></td>
</tr>
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</table>
Figure 8.5: $\theta_{ij}$ for data from the pure D$_2$O phase with the Level 1 instrumental backgrounds cuts applied. A larger $\theta_{ij}$ value indicates a more isotropic event. Notice the excess of events above $\theta_{ij}$ of 1.45 for $R$ near 600 cm.

8.6 Acrylic Vessel Events

8.6.1 Description of the Events

Another class of background events, characterized by a reconstructed position near the AV and a highly isotropic hit pattern, has been observed in the data. As can be seen in the pure D$_2$O data in Figure 8.5, there is an excess of isotropic events in the range of 560 < $R$ < 640. Applying the In-Time Ratio (ITR) cut (See Chapter 7) can remove some, but not all of these events (See Figure 8.6). In this dissertation this class of events will be referred to as “AV” events.

As can be seen in Figures 8.7, 8.8, and 8.9, the “AV” events appear to reconstruct all over the AV, though perhaps more so in the upper hemisphere. A few distinct clusters are visible, some of which are located near the joints between AV panels. However, a study
Figure 8.6: $\theta_{ij}$ for data from the pure D$_2$O phase with the Level 1 instrumental backgrounds cuts applied. Notice that when the ITR cut is applied, many of the highly isotropic events are removed.

described in [95], did not observed a significant difference in the $\theta_{ij}$ distribution for events which reconstructed near or far from a panel joint.

These highly isotropic events near the AV do not appear to occur at a particular time of day, as can be seen in Figure 8.10. Nor do they appear to change in rate over time (See Figure 8.11). From Figure 8.11, we can estimate the frequency of “AV” events to be less than 1 event per day above 4.5 MeV (visible energy).

The exact origin of these events is unknown. They might be caused by bubbles nucleating on the surface of the AV or some sort of static charge build-up on the AV. Another possible explanation might be scintillation light coming from bubbles in the AV bonds, which would account for the highly isotropic nature of the light. The AV was cured in an argon atmosphere, so the bubbles might have argon in them (and possibly some nitrogen
Figure 8.7: Shown here (as stars) are the reconstructed positions of events in the salt data with $\theta_{ij}$ greater than 1.45, a fit radius between 550 and 650 cm, and nhits greater than or equal to 45. They have been superimposed over lines showing the locations of the AV tiles.
Figure 8.8: A side view of the locations of candidate AV events.
Figure 8.9: The reconstructed positions of events in the salt data with $\theta_{ij}$ greater than 1.45, a fit radius between 550 and 650 cm, and nhits greater than or equal to 45.
from the mine air). However, as was estimated in [95], scintillation in air or argon bubbles can only explain these events if the bubbles are quite large (on the order of 0.5 cm). Such bubbles would certainly have been noticed during the QA/QC of the acrylic vessel, and no visible bubbles were reported in the bonds. So, this is unlikely to explain their origin.

Another possibility is that the light is generated within the acrylic itself. Acrylic is known to emit light when it is fractured, through a process known as fractoluminescence. The MS thesis of Tom Andersen [118] focuses on the light emitted by acrylic when fractured or stressed. While large amounts of light were found in association with the fracture of acrylic, no light was consistently observed due to the stressing of the acrylic. However, the SNO detector houses a much larger volume of acrylic, which has been observed with far greater PMT coverage, for a much longer period of time. So, the previous tests may not have been sensitive enough to see light at the level required to explain the “AV” events. The theory of low-level acrylic stress might also explain why these events sometimes cluster near panel joints.

8.6.2 Estimate of AV Event contamination

During the pure D\textsubscript{2}O analysis the AV events were removed by placing an upper bound on \(\theta_{ij}\); Events with \(\theta_{ij}\) greater than 1.45 were removed. In the salt phase, this cut is problematic. Firstly, due to the more isotropic nature of neutron events in salt, this cut will remove between 7-10\% of the neutron events [95]. Secondly, and perhaps more problematically, the cut removes a region of parameter space that contains much more of the neutron pdf than the CC or ES pdfs. Applying this cut is likely to result in an increase in the overall correlation between the NC and CC signals. Without a cut on \(\theta_{ij}\), the fiducial
Figure 8.10: The dotted line shows the hourly rates for possible “AV” events in the salt data. The solid line shows the profile for events with a $\theta_{ij} < 1.45$ and $R_{fit} < 400$ cm.

Figure 8.11: The dotted line shows the daily rates as a function of time for possible “AV” events in the salt data. The solid line shows the rates for events with $\theta_{ij} < 1.45$, and $r_{fit} < 400$ cm, which are likely to be neutrino events and low-energy $D_2O$ backgrounds.
volume cut of $R < 550$ cm should still remove the majority of these events. It is necessary to estimate this background.

The method used here involved constructing $\theta_{ij}$ probability distribution functions for neutrons and electrons. These pdfs were then fit to the clean neutrino data, and their normalizations were taken to be the number of electrons and neutrons in the data set. PDFs for the $^{208}$Tl and $^{214}$Bi background in the D$_2$O AV, H$_2$O were included in the fit at a fixed normalization (See Section 8.2). The fit was only performed from $\theta_{ij}$ of 0.9 to 1.35 to avoid the influence of the AV events at large $\theta_{ij}$ values on the fit. An example of such fit is shown in Figure 8.12. Any discrepancy between the pdfs and the real data at high $\theta_{ij}$ was attributed to the AV events. The “AV” event contamination was then estimated by taking the difference between the number of events in the data above $\theta_{ij}$ of 1.5 and the number of events in the fit pdfs above 1.5.

Table 8.13 shows the results of this technique for a variety of energy thresholds and fiducial volume cuts. For the fiducial volume of interest ($E > 5.50$ MeV, $R_{fit} < 550$ cm), the contamination is $-1.85 \pm 11.33$ (stat.) events. The fit to the data is shown in Figure 8.12. Compare this to the fit for $R_{fit} < 600$ cm, shown in Figure 8.13 where a statistically significant excess is seen at large $\theta_{ij}$. Here the uncertainty includes both the statistical uncertainty on the number of events in the dataset and the uncertainty due to the fit values for the electron and neutron pdf normalizations (taking into account the covariance between the fit values).

Some of the systematic studies that have been performed for $r < 550$ cm and $E > 5.50$ MeV are shown in Table 8.14. As mentioned above, for these fits only the CC $\theta_{ij}$ pdf was
Figure 8.12: The $\theta_{ij}$ distribution for the salt data and the combined fit to the electron and neutron pdfs for all events which reconstruct inside 550 cm and above an energy cut of 5.50 MeV.

Figure 8.13: The $\theta_{ij}$ distribution for the salt data and the combined fit to the electron and neutron pdfs for all events which reconstruct inside 600 cm and above an energy cut of 5.50 MeV.
<table>
<thead>
<tr>
<th>R cut (cm)</th>
<th>Energy &gt; (MeV)</th>
<th>Excess Events in Data</th>
<th>Stat Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>525</td>
<td>5.50</td>
<td>-1.4</td>
<td>10.6</td>
</tr>
<tr>
<td>550</td>
<td>5.50</td>
<td>-1.85</td>
<td>11.33</td>
</tr>
<tr>
<td>575</td>
<td>5.50</td>
<td>0.74</td>
<td>12.40</td>
</tr>
<tr>
<td>590</td>
<td>5.50</td>
<td>3.82</td>
<td>13.1</td>
</tr>
<tr>
<td>600</td>
<td>5.50</td>
<td>25.2</td>
<td>14.3</td>
</tr>
<tr>
<td>620</td>
<td>5.50</td>
<td>77.5</td>
<td>16.6</td>
</tr>
</tbody>
</table>

Table 8.13: Excess events in data above $\theta_{ij}$ of 1.5.

<table>
<thead>
<tr>
<th>Systematic Study</th>
<th>Change on Fit Value (# of Evs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES instead of CC</td>
<td>0.45</td>
</tr>
<tr>
<td>0.5% shift in $\theta_{ij}$</td>
<td>$+^{3.19}_{-3.21}$</td>
</tr>
<tr>
<td>Fit from 0.85&lt;$\theta_{ij}$&lt;1.4</td>
<td>-3.3</td>
</tr>
<tr>
<td>Fit from 0.95&lt;$\theta_{ij}$&lt;1.3</td>
<td>+2.83</td>
</tr>
<tr>
<td>Total Systematic Uncert.</td>
<td>$\pm^{4.29}_{4.60}$</td>
</tr>
</tbody>
</table>

Table 8.14: Systematic studies of excess events in data above $\theta_{ij}$ of 1.5 for visible energy>5.50 MeV and R$_{fit}$<550 cm.

used to estimate the number of electron events in the data. In reality the electron signal will be composed of CC and a small amount of ES. So the fits were also performed using the ES pdf instead. The fits to the $\theta_{ij}$ profile were typically performed from 0.9 to 1.35. The effects of broadening and narrowing the window are shown in Table 8.14. This technique is quite sensitive to errors on the $\theta_{ij}$ shape. To estimate the effect on the results of the uncertainty on the $\theta_{ij}$ shape, the signal MC pdfs were scaled up and down by 0.5%. Taking all of the systematic errors in the table and adding them in quadrature gives an systematic uncertainty of $\pm^{4.29}_{4.60}$ events. Adding this in quadrature with the statistical uncertainty, gives an upper limit of 10.3 events. The technique described here only estimates the excess number of events above $\theta_{ij}$= 1.5. In a MC simulation of isotropic light from the AV (with a Gaussian time spread of 3 nsec), of the 105 events which reconstructed inside 550 cm and
above 5.50 MeV, 17 had a $\theta_{ij}$ below 1.5. Therefore, the contamination estimate here must be scaled up by 119%. So, the upper limit on the “AV” event contamination estimate for $E > 5.50$ MeV and $R_{fit} < 550$ cm is 12.3 events.

### 8.7 Other Backgrounds

In addition to the numerous sources of backgrounds already given in this chapter, there are still more physical processes that can contribute and have been evaluated in [111]. These backgrounds are summarized in Table 8.15 and I will briefly describe them below.

**Fission:** While $^{238}$U usually follows the decay chain shown in Figure 8.2, it does have a branching ratio of $5.45 \times 10^{-7}$ for spontaneous fission, which can produce both neutrons and $\gamma$-rays. An estimate of $1.2 \pm 0.2$ $\gamma$-ray events and $12.3 \pm 2.7$ neutron events was obtained in [111].

**$\alpha$-induced neutrons:** In addition to the $\gamma$-rays, which can break apart deuterons, an alpha with more than 6.66 MeV can also disintegrate deuterium. Here only the 6.9 MeV $\alpha$ from $^{222}$Po in the Th chain is a concern. It has been estimated that Th chain activity and $^{222}$Rn will produce approximately $3.73 \pm 0.73$ detected neutrons in the dataset from alpha disintegration of D [111]. There will also be ($\alpha$,n) interactions that can occur on $^{17}$O and $^{18}$O. Here the $\alpha$s are coming from both the U and Th decay chain progenies. Using the stopping power for $\alpha$s in the various elements, an estimate of $2.63 \pm 0.44$ detected neutrons was obtained in [109, 111].

$^{24}$Na: Another concern are backgrounds from $^{24}$Na. Neutrons will capture on $^{23}$Na, producing $^{24}$Na, which has a 15 hour half-life and always produces a 2.75 MeV $\gamma$-ray.
Table 8.15: Summary of backgrounds from miscellaneous physical processes in the detector.

<table>
<thead>
<tr>
<th>Process</th>
<th>Events in 391 days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cerenkov</td>
</tr>
<tr>
<td></td>
<td>n</td>
</tr>
<tr>
<td>Fission</td>
<td>1.2±1.5</td>
</tr>
<tr>
<td></td>
<td>12.3±2.7</td>
</tr>
<tr>
<td>$^2\text{H}(\alpha,\text{n})^4\text{H}$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3.73±0.73</td>
</tr>
<tr>
<td>$^{17,18}\text{O}(\alpha,\text{n})^{20,21}\text{Ne}$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2.63±0.44</td>
</tr>
<tr>
<td>$^{24}\text{Na}$ activation</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>10.84±2.56</td>
</tr>
<tr>
<td>Reactor and Terrestrial $\bar{\nu}$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2.51±0.30</td>
</tr>
<tr>
<td>Atmos. $\nu$</td>
<td>7.26±2.18</td>
</tr>
<tr>
<td></td>
<td>16.95±5.08</td>
</tr>
<tr>
<td>n from CNO neutrinos</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.43±0.43</td>
</tr>
<tr>
<td>Total</td>
<td>8.5±2.2</td>
</tr>
<tr>
<td></td>
<td>49.4±6.38</td>
</tr>
</tbody>
</table>

Therefore, this will be a photodisintegration neutron background. $^{24}\text{Na}$ production will be enhanced in the neck and during water recirculation where there is less shielding from the neutrons. $^{24}\text{Na}$ will also be produced during calibrations, so data is usually excluded from solar neutrino analysis for a period of time after a source is removed from the detector. The estimated number of neutrons that remain in the dataset due to $^{24}\text{Na}$ production in the pipes, neck, and calibration runs is 10.84±2.56 [119].

**CNO neutrinos:** There are also some neutrino related backgrounds. While the primary source of solar neutrinos in SNO is the $^8\text{B}$ branch of the p-p interaction chain, a small number of neutrinos from the CNO cycle are also present. The estimated number of observed neutrino interactions from these neutrinos is 0.43±0.43 events for a 391 day dataset [111] for the SSM CNO fluxes.

$\bar{\nu}$s and Atmospheric $\nu$s: The estimated background from anti-neutrinos (coming from reactors and other terrestrial sources) is 2.51±0.30 neutrons. Atmospheric neutrinos are also estimated to contribute 16.95±5.08 neutron events and 7.26±2.18 $\gamma$-ray events above threshold [111].
Table 8.16 summarizes the estimates for all of the backgrounds discussed in this chapter.

<table>
<thead>
<tr>
<th>Process</th>
<th>Events in 391 days</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cerenkov</td>
<td>Intern. n</td>
</tr>
<tr>
<td>U and Th in D₂O, H₂O, and AV</td>
<td>2.35±1.13</td>
<td>87±25</td>
</tr>
<tr>
<td>U and Th in PMTs</td>
<td>&lt;17.4</td>
<td>-</td>
</tr>
<tr>
<td>External γ-rays</td>
<td>&lt;8.42</td>
<td>-</td>
</tr>
<tr>
<td>Muon-induced events</td>
<td>&lt;2.1</td>
<td>&lt;1.35</td>
</tr>
<tr>
<td>“AV” Events</td>
<td>&lt;12.3</td>
<td>-</td>
</tr>
<tr>
<td>Other Backgrounds</td>
<td>8.5±2.2</td>
<td>49.4±6.38</td>
</tr>
</tbody>
</table>

Table 8.16: Summary all of the backgrounds described in this chapter that remain in the dataset following the application of the \( R_{fit} < 550 \) cm cut and the energy >5.50 MeV cut.

### 8.8 Summary of Backgrounds

Table 8.16 summarizes the estimates for all of the backgrounds discussed in this chapter.
Chapter 9

Signal Extraction

9.1 Introduction

Up until this point, this dissertation has focussed on calibration of the detector response and estimation of the number of background events. We can now turn our attention to the extraction of the number of neutrino events in the data. As was discussed in Chapter 2, SNO can detect neutrinos via three interactions (CC, ES, and NC). It is not possible to distinguish these neutrino interactions from one another on an event by event basis. However, we can look at a large sample of these events and deduce how many events of each type were present.

There are some key differences between the various neutrino interactions which allow us to measure how many neutrino interactions of each type are present in the dataset. The charged-current and elastic-scattering interactions produce electrons, which give off a cone of Čerenkov light, while the neutral-current interaction produces a neutron, which yields a more isotropic burst of γ-rays. The elastic-scattering reaction occurs in both H$_2$O
and D₂O, but the charged-current and neutral-current interactions only take place in D₂O. The direction of the electron in elastic-scattering reaction is highly correlated with the initial neutrino direction, while the neutral-current neutron is uncorrelated with the neutrino direction, and the charged-current electron is slightly anti-correlated. So, there are four variables that we can use to disentangle the neutrino signatures: the reconstructed radius ($R_{fit}$), the energy of the event ($n_{eff}$), the cosine of the angle of the event direction with respect to the Sun ($\cos(\theta_{sun})$, see Figure 9.1), and the isotropy parameter ($\theta_{ij}$). All of these distributions are depicted for the MC of three neutrino signals in Figure 9.2.

Background neutrons produced uniformly within the D₂O will look identical to those from the NC interactions. Therefore, what we are really extracting here is the number of neutrons, from which we will have to subtract the number of internal background neutrons (which are tabulated in Chapter 8) to determine the number of NC events. Also, as was mentioned in Chapter 8, external neutrons (coming from the AV and H₂O) will be extracted
Figure 9.2: The expected energy, reconstructed radius, cos(θ_{sun}), and θ_{ij} distributions for Monte-Carlo-simulated CC (left column), NC (middle column), and ES (right column) interactions. The dashed line on the R plots indicates the boundary of the fiducial volume. The y-axis scale is arbitrary.
in the fit to the data along with the neutrino fluxes. These neutrons will look very similar
to the neutrons from the neutral-current, but will have a different radial profile.

9.2 Maximum Likelihood Algorithm

To determine the number of neutrino events in the detector, a simultaneous maxi-
mum likelihood fit to the energy, $R_{fit}$, $\cos(\theta_{sun})$, and $\theta_{ij}$ distributions has been performed.
Here the fit determines 4 parameters: the number of CC, NC, ES and external neutron events, denoted as $N_{CC}$, $N_{NC}$, $N_{ES}$, and $N_{EN}$ respectively. We can begin with the general form for a binned extended maximum likelihood function (found in Chapter 5 of [120])

$$\log(N_{tot}, N_{CC}, N_{NC}, N_{ES}, N_{EN}) =$$

$$-N_{tot} + \sum_{b=1}^{NB} D_{b} \log N_{b}(N_{CC}, N_{NC}, N_{ES}, N_{EN})$$

(9.1)

where we have the constraint on the total number of events ($N_{tot}$)

$$N_{tot} = N_{CC} + N_{NC} + N_{ES} + N_{EN}.$$  

(9.2)

Here $NB$ is the total number of bins, $D_{b}$ is the number of data events in bin $b$, and $N_{b}$ is the predicted number of events in bin $b$ (which depends on the values of $N_{CC}$, $N_{NC}$, $N_{ES}$, and $N_{EN}$). In our case, the predicted number of events for a given bin is determined from probability distribution functions derived from Monte Carlo simulations. The radial and $\cos(\theta_{sun})$ pdfs are one dimensional. However, as was indicated in Chapter 5, the shape of the $\theta_{ij}$ distribution varies with energy. Therefore, a joint two-dimensional pdf was used to describe the probability of obtaining an event with a given value of $\theta_{ij}$ and energy. So, the predicted number of events in bin $b$ (which is defined by the values $E_{b}, R_{b}, \cos(\theta_{sun}),$ and
\( \theta_{ij \ b} \) can be expressed as

\[
N_b(N_{CC}, N_{NC}, N_{ES}, N_{EN}) = \\
N_{CC}R_{CC}(R_b)C_{CC}(\cos(\theta_{\text{sun} \ b}))T_{CC}(E_b, \theta_{ij \ b}) \\
+N_{NC}R_{NC}(R_b)C_{NC}(\cos(\theta_{\text{sun} \ b}))T_{NC}(E_b, \theta_{ij \ b}) \\
+N_{ES}R_{ES}(R_b)C_{ES}(\cos(\theta_{\text{sun} \ b}))T_{ES}(E_b, \theta_{ij \ b}) \\
+N_{EN}R_{EN}(R_b)C_{EN}(\cos(\theta_{\text{sun} \ b}))T_{EN}(E_b, \theta_{ij \ b})
\] (9.3)

where \( R_x, C_x, \) and \( T_x \) are the radial, \( \cos(\theta_{\text{sun}}) \), and joint \( E/\theta_{ij} \) pdfs values for signal type \( x \).

Equation 9.3 assumes that energy profile for the CC events is known (it factors into \( T_{CC} \)). However, if neutrinos are oscillating, this can cause distortion in the neutrino energy spectrum. So, it is desirable to not rely on CC energy information. To remove the dependence on the CC shape, the extraction will be performed in 10 energy bins, extracting a different value for the CC flux in each energy bin, for a total of 13 parameters to be determined in the fit. In this way the CC energy spectrum is unconstrained. For each CC energy bin, there will also be a distinct \( \theta_{ij} \) pdf to account for the variation of \( \theta_{ij} \) with the event energy. For the CC unconstrained spectrum fit, we can rewrite Equation 9.3 as

\[
N_b(N_{CC1}, N_{CC2}, ..., N_{CC10}, N_{NC}, N_{ES}, N_{EN}) = \\
\sum_{s=1}^{10} f_s(E_b)N_{CCs}R_{CC}(R_b)C_{CC}(\cos(\theta_{\text{sun} \ b}))T_{CCs}(\theta_{ij \ b}) \\
+N_{NC}R_{NC}(R_b)C_{NC}(\cos(\theta_{\text{sun} \ b}))T_{NC}(E_b, \theta_{ij \ b}) \\
+N_{ES}R_{ES}(R_b)C_{ES}(\cos(\theta_{\text{sun} \ b}))T_{ES}(E_b, \theta_{ij \ b}) \\
+N_{EN}R_{EN}(R_b)C_{EN}(\cos(\theta_{\text{sun} \ b}))T_{EN}(E_b, \theta_{ij \ b}),
\] (9.4)
where
\[
f_s(E_b) = \begin{cases} 
1 & \text{if } E_b \text{ is in CC energy bin } s \\
0 & \text{otherwise}
\end{cases}
\]  
(9.5)

In principle the ES energy spectrum observed in the detector can also become distorted, but the electron energy spectrum for ES events is much less correlated with the incident neutrino energy. Kamiokande and Super-Kamiokande have not observed a significant distortion in the ES spectrum [36]. The number of ES events in the dataset is likely to be much smaller than the number of CC events (due to the smaller cross section). So the distortion of the ES event energy spectrum will not be considered here. The energy spectrum of the neutron captures is determined solely by nuclear physics, so the neutron energy response of the detector will not change if the incident neutrino energy spectrum is distorted.

The values for \(N_{CC1}, \ldots, N_{CC10}, N_{NC}, N_{ES}, N_{EN}\) which maximize the likelihood given in Equation 9.1 (using Equation 9.4 for \(N_b\)), are the best fit values. The software used for the maximum likelihood extraction in this dissertation is an extension of a routine originally written by Scott Oser, used in [78]. The maximization (actually a minimization of the negative of Equation 9.1) is done using the CERNlib program MINUIT [121], using the SIMPLEX, MINIMIZE, and MIGRAD routines to perform the minimization, and using MINOS to determine the uncertainties on the parameters.

### 9.3 The PDFs

The probability density functions used in the maximum likelihood extraction for the CC, NC, ES, and external neutrons were generated from Monte Carlo simulations. The
neutrino signals were generated at 100 times the predicted number based on the Standard Solar Model without oscillations. Here the Standard Solar Model (SSM) is that given by Bahcall, Pinsonneault, and Basu in [80], often referred to as the BP2000 model. The external neutrons were generated isotropically from the inner surface of the AV at a rate of 10,000 neutrons per day. The Monte Carlo simulations were generated on a run by run basis for the runs selected for the neutrino analysis, which ensures that the Monte Carlo simulations have the same temporal distribution as the data. The seasonal variations in the flux due to the variation of the Earth-Sun distance were also modeled. The Monte Carlo simulation was calibrated for energy using the relations given in Chapter 4. The Level 1 instrumental backgrounds cuts (see Chapter 7) are not applied to the Monte Carlo simulations, but the Level 2 cuts are.

9.4 Performance of Extraction Algorithm on Monte Carlo Simulated Datasets

In order to test the performance of the signal extraction algorithm described in Section 9.2, 100 Monte Carlo simulated datasets were generated by randomly pulling events from the signal PDFs. The fake datasets each contain approximately 2324 CC events (~35% SSM), 289 ES events (~45% SSM), 2118 NC events, and 130 external neutrons.

Table 9.1 summarizes the results of the extraction on the 100 test datasets. It lists the average difference between the fit and true number of events, the average fit uncertainty, and the average pull (defined as the fit difference divided by the fit uncertainty). In general the signal extraction algorithm performs well. The extracted values for the CC events and
ES events are in good agreement with the input values. A slight bias is seen in the NC and external neutrons, with the signal extraction tending to slightly overestimate the number of external neutrons and underestimate the number of NC neutrons by approximately 25 events. This bias is believed to be caused by the fact that the signal extraction algorithm described does not take into account the variation of $\theta_{ij}$ with $r$. This bias will be taken into account as a systematic uncertainty.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Avg. Fit Error</th>
<th>Avg. Fit Uncert.</th>
<th>Avg. Pull</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>-9.2 events</td>
<td>86.4 events</td>
<td>-0.107</td>
</tr>
<tr>
<td>NC</td>
<td>-23.3 events</td>
<td>91.7 events</td>
<td>-0.254</td>
</tr>
<tr>
<td>ES</td>
<td>5.04 events</td>
<td>27.7 events</td>
<td>0.181</td>
</tr>
<tr>
<td>Ext N</td>
<td>27.5 events</td>
<td>44.0 events</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 9.1: The results of the signal extraction algorithm described in Section 9.2 for 100 MC test sets. Listed here is the average fit error (difference between the true and fit values), average fit uncertainty, and average pull (fit error/fit uncertainty).

9.5 The Dataset

The salt dataset was taken between July 26, 2001 and August 28, 2003. For this neutrino analysis, 1212 data runs were selected, representing a total livetime of 391.4 days [122].

The Level 1 and Level 2 data cleaning cuts have been applied to the events (See Chapter 7). Further cuts of $R_{fit} < 550$ cm and $n_{eff} > 43.43$ hits (which is equivalent to a kinetic energy threshold of 5.5 MeV) have also been applied. A total of 4786 events remain in the dataset.
9.6 Extraction on Data

The maximum likelihood signal extraction described in Section 9.2 has been applied to the dataset. The results of this fit are given in Table 9.2. In this fit, it is not possible to distinguish between internal neutron backgrounds (those that are uniformly distributed in the $\text{D}_2\text{O}$) and neutrons from the neutral-current neutrino interactions. The number of internal background neutrons was estimated in Chapter 8, and must be subtracted to obtain the number of NC events. The number of CC events is the sum of the values obtained for the 10 bins. Figures 9.3 to 9.6 show the $\cos(\theta_{\text{sun}})$, $\theta_{ij}$, R, and $n_{eff}$ distributions of the data and the pdfs. The correlation coefficients are given in Table 9.3.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Fit Value</th>
<th>Fit Uncert.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>2232.8 events</td>
<td>84.6 events</td>
</tr>
<tr>
<td>NC+Int. n</td>
<td>2162.9 events</td>
<td>90.7 events</td>
</tr>
<tr>
<td>( -Int. n )</td>
<td>137.7 events</td>
<td>29.7 events</td>
</tr>
<tr>
<td>NC</td>
<td>2025.2 events</td>
<td>90.7 events</td>
</tr>
<tr>
<td>ES</td>
<td>261.4 events</td>
<td>26.8 events</td>
</tr>
<tr>
<td>Ext n</td>
<td>128.8 events</td>
<td>43.6 events</td>
</tr>
</tbody>
</table>

Table 9.2: The results of the signal extraction algorithm described in Section 9.2 for the salt dataset. The number of internal background neutrons is given in Table 8.16 of Chapter 8.

<table>
<thead>
<tr>
<th>Signal</th>
<th>CC</th>
<th>ES</th>
<th>NC</th>
<th>Ext. N</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>1.0</td>
<td>-0.120</td>
<td>-0.572</td>
<td>-0.071</td>
</tr>
<tr>
<td>ES</td>
<td>-0.120</td>
<td>1.0</td>
<td>-0.068</td>
<td>-0.16</td>
</tr>
<tr>
<td>NC</td>
<td>-0.572</td>
<td>-0.068</td>
<td>1.0</td>
<td>-0.379</td>
</tr>
<tr>
<td>Ext. N</td>
<td>-0.071</td>
<td>-0.016</td>
<td>-0.379</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 9.3: The correlation coefficients for the maximum likelihood fit to the salt dataset.
Figure 9.3: The \( \cos(\theta_{\text{sun}}) \) distribution for the data and the results of the maximum likelihood fit. Here an equal number of bins have been used above and below \( \cos(\theta_{\text{sun}}) = 0.5 \).

Figure 9.4: The \( R_{\text{fit}}^3 \) distribution for the data and the results of the maximum likelihood fit.
Figure 9.5: The $\theta_{ij}$ distribution for the data and the results of the maximum likelihood fit.

Figure 9.6: The $n_{eff}$ distribution for the data and the results of the maximum likelihood fit. The $n_{eff}$ shapes for the external neutrons, ES, and NC signals were constrained in the fit, while the CC shape was free to vary.
9.7 Systematics

Table 9.4 contains all of the systematic uncertainties on the extracted number of events given in Table 9.2. In general the systematic uncertainties were evaluated by slightly modifying the PDFs input into the fit, and then refitting the data. The difference in the resulting fit value is taken to be the systematic uncertainty on the fit results. For the selected fiducial volume and energy threshold, the systematic uncertainties were evaluated by slightly varying these choices. The uncertainty on the mean of the isotropy distribution was evaluated by shifting the PDFs up and down relative to the data. The uncertainty on the width of a distribution (such as the angular resolution, the energy resolution, or the width of the isotropy distributions) was evaluated by randomly smearing out the MC PDFs by a Gaussian and then refitting the data. For example, the MC electron energy response was smeared by a Gaussian with a width of 2.1 hits to reflect the difference seen between the $^{16}$N data and MC in Chapter 4. It is only possible to smear the MC to make it wider, not narrower. So, the resulting shift in the extracted number of events was assumed to be symmetric. The uncertainty obtained in Chapter 6 for the neutron detection efficiency only affects the NC signal. Many of the Čerenkov backgrounds estimated in Chapter 8 are a systematic uncertainty for both the electrons and neutrons because the $\beta\gamma$ decays can have multiple particles, making them more isotropic than a single $\beta$ event. Since the ES neutrino signal is well constrained in the fitting process by the $\cos(\theta_{\text{sun}})$ distribution and the backgrounds are distributed uniformly in direction, background events are unlikely to affect the extracted ES flux. So, the background events were not included as systematic uncertainties on the ES flux. The theoretical cross section uncertainties were evaluated
in [123] and the uncertainty is dominated by uncertainties in the effective field theory calculations.

Table 9.4: This table summarizes the systematic uncertainties on the maximum likelihood fit to the data. It gives the percentage changes on the various neutrino signals. The statistical uncertainties and the theoretical uncertainties on the cross sections are given at the end of the table.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncert. Value</th>
<th>% Chapt.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ΔCC</td>
</tr>
<tr>
<td>Fid. Volume</td>
<td>±2 cm</td>
<td>±1.2</td>
</tr>
<tr>
<td>Angular Res.</td>
<td>±0.4</td>
<td>±0.1</td>
</tr>
<tr>
<td>Recon. Effic.</td>
<td>±0.23%</td>
<td>±0.23%</td>
</tr>
<tr>
<td>E Thresh.</td>
<td>±0.81%</td>
<td>±0.3</td>
</tr>
<tr>
<td>E res. e⁻</td>
<td>±0.09</td>
<td>±0.4</td>
</tr>
<tr>
<td>E res. n</td>
<td>±0.4</td>
<td>±0.4</td>
</tr>
<tr>
<td>$\theta_{ij}$ mean e⁻</td>
<td>±0.006</td>
<td>±0.9</td>
</tr>
<tr>
<td>$\theta_{ij}$ width e⁻</td>
<td>±0.6</td>
<td>±0.7</td>
</tr>
<tr>
<td>$\theta_{ij}$ mean n</td>
<td>±0.002</td>
<td>±0.9</td>
</tr>
<tr>
<td>$\theta_{ij}$ width n</td>
<td>±0.5</td>
<td>±0.4</td>
</tr>
<tr>
<td>N Efficiency</td>
<td>±4.1%</td>
<td>±0.1</td>
</tr>
<tr>
<td>Inst. Back</td>
<td>3 Evs</td>
<td>±0.1</td>
</tr>
<tr>
<td>Lev 1 Sacrifice</td>
<td>±0.09%</td>
<td>±0.09%</td>
</tr>
<tr>
<td>Lev 2 Sacrifice</td>
<td>±0.006</td>
<td>±0.016</td>
</tr>
<tr>
<td>Int. Cer Bkg</td>
<td>3.48 Evs</td>
<td>-0.2</td>
</tr>
<tr>
<td>Int. n Bkg Uncert.</td>
<td>29.7 Evs</td>
<td>-</td>
</tr>
<tr>
<td>PMT Cer Bkg</td>
<td>&lt;17.4 evs</td>
<td>-0.8</td>
</tr>
<tr>
<td>Ext. $\gamma$-rays</td>
<td>&lt;8.42 evs</td>
<td>-0.4</td>
</tr>
<tr>
<td>$\mu$ Cer Bkgs</td>
<td>&lt;2.1 Evs</td>
<td>-0.1</td>
</tr>
<tr>
<td>AV Events</td>
<td>&lt;12.3 Evs</td>
<td>-0.6</td>
</tr>
<tr>
<td>Other Bkg Events</td>
<td>8.5 Evs</td>
<td>-0.4</td>
</tr>
<tr>
<td>Fit n/NC bias</td>
<td>27.5 Evs</td>
<td>-</td>
</tr>
<tr>
<td>Total Exp. Uncert.</td>
<td>±3.8</td>
<td>±3.9</td>
</tr>
<tr>
<td>Stat. Uncert.</td>
<td>±3.8</td>
<td>±4.5</td>
</tr>
<tr>
<td>Cross Sec. Uncert.</td>
<td>±1.2</td>
<td>±1.1</td>
</tr>
</tbody>
</table>

In this chapter, the number of neutrino events from the various solar neutrino interactions were evaluated along with the systematic uncertainties on these numbers. In the next chapter we will convert these numbers into fluxes and interpret what consequences
these measurement have for neutrino physics.
Chapter 10

Interpretation of Results and Conclusions

10.1 Neutrino Fluxes

In the previous chapter we obtained the numbers of neutrino events in the SNO dataset within 550 cm of the center of the detector and above 5.5 MeV of visible energy. To convert this into a flux, we will use the number of events predicted by the Monte Carlo simulations. This requires a number of small corrections, which are summarized in Table 10.1.

**Level 1 Cut Livetime:** The Level 1 cuts in Chapter 7 (in particular the muon follower cut) slightly reduce the detector livetime to 98.2% of the full run time [122]. The MC was generated based on the full run time, so the predicted number of MC events must be reduced by 98.2%.
Level 1 Cut Events: The Level 1 data cleaning cuts were applied to the data, but not to the MC. These cuts keep 99.63% of the electron events and 99.60% of the neutron events in the data, so the MC must be scaled down to reflect this.

MC Geometry Errors: When the MC events are generated, a small fraction of the events terminate due to fatal geometry errors. So, it is necessary to scale up the MC prediction.

CC on $^{17,18}$O, Na, Cl: Solar neutrinos can also undergo CC interaction on Na, Cl, and the trace amounts of $^{17}$O and $^{18}$O in the water. These will look very similar to the CC interaction on D, but they are not included in the MC simulations. So, the predicted number of CC events must be scaled up slightly [111].

Density of D$_2$O: The density of the D$_2$O used in the MC is not at the correct temperature. Also SNOMAN incorrectly uses the figure of $6.023 \times 10^{31}$ deuterons to be the total number in the spherical part of the vessel and the neck, when this figure really reflects the number in the spherical part of the vessel alone. So, the number density of deuterons must be scaled up [124]. For elastic-scattering, the number density of electrons is important. SNOMAN assumes that there are exactly 10 electrons per mass of a heavy water molecule. In reality, there are trace amounts of $^1$H, $^{17}$O and $^{18}$O, so the correction for the ES interactions is slightly different than that for the CC and NC interactions [124].

$g_A$: To evaluate the neutrino-deuteron cross sections, SNO uses the effective field theory calculations of Butler, Chen and Kong [125]. However, it was pointed out by Beacom and Parke [126] that these calculations were not using the most up to date value of $g_A$, the electroweak axial coupling constant, so a correction has been applied to the MC [123].
$L_{1,A}$: In the next-to-next-to leading order cross section calculations [125], the axial two-body exchange is described by a parameter $L_{1,A}$. The most up to date value for this term leads to a slight correction to the cross section [127].

**Radiative Corrections:** The latest radiative correction calculations [128] for the neutrino-deuteron interactions are not yet implemented in SNOMAN, leading to another small correction [123]. Radiative corrections for the elastic-scattering interaction have been evaluated by Yasuo Takeuchi [129].

<table>
<thead>
<tr>
<th>Source</th>
<th>CC</th>
<th>ES</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1 Cut Livetime</td>
<td>0.982</td>
<td>0.982</td>
<td>0.982</td>
</tr>
<tr>
<td>Level 1 Cut Events</td>
<td>0.9963</td>
<td>0.9963</td>
<td>0.9960</td>
</tr>
<tr>
<td>MC Geometry Errors</td>
<td>1.0047</td>
<td>1.0028</td>
<td>1.0034</td>
</tr>
<tr>
<td>CC on $^{17,18}$O, Na, Cl</td>
<td>1.0081</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Density of D$_2$O</td>
<td>1.012</td>
<td>1.013</td>
<td>1.012</td>
</tr>
<tr>
<td>$g_A$</td>
<td>1.0111</td>
<td>-</td>
<td>1.0111</td>
</tr>
<tr>
<td>$L_{1A}$</td>
<td>0.984</td>
<td>-</td>
<td>0.979</td>
</tr>
<tr>
<td>Radiative Corrections</td>
<td>1.026</td>
<td>0.971</td>
<td>1.0154</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>1.023</td>
<td>0.965</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Table 10.1: Corrections to MC Predicted Event Rates

With the MC correction factors calculated, we can now convert the observed number of events into a flux. The MC generated here used the Bahcall-Pinsonneault 2000 solar model (BP2000), which predicts a total neutrino flux of $5.05 \times 10^6 \text{cm}^{-2}\text{s}^{-1}$ [80]. Table 10.2 gives the predicted numbers of events that correspond to this flux for each neutrino signal. Note that this flux does not assume any distortions to the neutrino energy spectrum. So, the fluxes quoted in this dissertation represent the total neutrino flux assuming no distortions to the energy spectrum.

Table 10.3 gives the numbers of observed events in the dataset. By scaling to the
Table 10.2: The conversion between flux and the expected number of events in the 391-day dataset (with $R_{fit} < 550$ cm, and $E_{vis} > 5.5$ MeV) assuming no neutrino oscillation. The correction factors come from Table 10.1.

<table>
<thead>
<tr>
<th>Type</th>
<th>MC Flux</th>
<th># Events</th>
<th>Correc. # Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>$5.05 \times 10^6$ cm$^{-2}$s$^{-1}$</td>
<td>6449.5</td>
<td>6597.8</td>
</tr>
<tr>
<td>ES</td>
<td>$5.05 \times 10^6$ cm$^{-2}$s$^{-1}$</td>
<td>618.8</td>
<td>597.1</td>
</tr>
<tr>
<td>NC</td>
<td>$5.05 \times 10^6$ cm$^{-2}$s$^{-1}$</td>
<td>2027.7</td>
<td>2023.6</td>
</tr>
</tbody>
</table>

The values in Table 10.2, they can be converted into the corresponding flux values, also included in Table 10.3.

Table 10.3: The extracted number of neutrino events in the dataset and the corresponding flux value.

<table>
<thead>
<tr>
<th>Type</th>
<th># Events</th>
<th>Flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>2232.8</td>
<td>$1.71 \pm 0.065$ (stat.)$\pm 0.065$ (sys.)$\pm 0.02$ (theor.)$\times 10^6$ cm$^{-2}$s$^{-1}$</td>
</tr>
<tr>
<td>ES</td>
<td>261.4</td>
<td>$2.21 \pm 0.22$ (stat.)$\pm 0.12$ (sys.)$\pm 0.01$ (theor.)$\times 10^6$ cm$^{-2}$s$^{-1}$</td>
</tr>
<tr>
<td>NC</td>
<td>2025.2</td>
<td>$5.05 \pm 0.23$ (stat.)$\pm 0.31$ (sys.)$\pm 0.06$ (theor.)$\times 10^6$ cm$^{-2}$s$^{-1}$</td>
</tr>
</tbody>
</table>

10.2 Interpretation of Fluxes

The neutrino fluxes in Table 10.3 provide strong evidence for neutrino transformations. The flux of electron neutrinos observed via the CC interaction is over $7\sigma$ smaller than the flux of all active neutrino flavors observed via the NC interaction, and is $2\sigma$ smaller than the mostly electron neutrino flux observed via the ES interaction. This strongly implies that the total neutrino flux from the Sun at the Earth is not equal to the electron flux. It appears that neutrinos are changing flavors between the core of the Sun and the Earth. This is strong evidence that at least some neutrino flavors must have a non-zero mass. Figure 10.2 shows the total neutrino flux plotted against the electron neutrino flux for the CC and NC fluxes obtained in this dissertation. The Super-Kamiokande measurement
of the solar neutrino flux via the ES interaction has been included as well. The 1σ band for the Super-Kamiokande measurement just touches the 1σ ellipse for the combined SNO CC and NC measurement.

The observed flux of active neutrinos is also in very good agreement with the BP2000 Standard Solar Model $^8$B predicted flux of $5.05 \pm 0.81 \times 10^6 \text{cm}^{-2}\text{s}^{-1}$ [80]. It should also be noted here that the most recent Standard Solar Models (BP04 and BP04+) predict $^8$B fluxes of $5.79 \pm 1.33 \times 10^6 \text{cm}^{-2}\text{s}^{-1}$ and $5.26 \pm 1.21 \times 10^6 \text{cm}^{-2}\text{s}^{-1}$ respectively [130]. The changes made include new measurements of nuclear interaction cross sections, a refined equation of state, and new inputs for the surface chemical composition of the Sun (included in BP04+, and not in BP04). The measurement of the total neutrino flux presented in this dissertation is still within the theoretical uncertainty on the new predicted values.

10.3 Neutrino Oscillation Parameters

In Chapter 1, the basic equations governing the probability of neutrino oscillation were given. Two free fundamental parameters - a mixing angle ($\theta$) and the difference in the square of the neutrino masses ($\Delta m^2$) - describe two-flavor oscillations in vacuum. When neutrinos travel through matter an additional phase rotation, which depends on the electron density of the material, is introduced into the oscillation probability equations. (See Section 1.6.) We can now examine the possible allowed regions of the $\theta - \Delta m^2$ parameter space which can account for the flux results given in this chapter.

The oscillation contours in this dissertation were generated using the QPhysics software package, which was also used to generate the contour plots in previous SNO pub-
Figure 10.1: The figure shows $1\sigma$ regions for the total neutrino flux vs the electron neutrino flux for the CC measurement from this dissertation (vertical band), the NC measurement from this dissertation (horizontal band), and the Super-Kamiokande measurement of the ES flux from [36](diagonal band). Also shown is the region predicted from the BP 2000 solar model [80]. The ellipses shown here are the $1\sigma$ and $2\sigma$ regions for the combined SNO CC and NC measurement, taking into account the anti-correlation between these two flux values. For the case of no oscillations, the total neutrino flux equals the electron neutrino flux. It is not possible for the electron neutrino flux to be less than the total neutrino flux.
Figure 10.3 shows a flow chart outlining the principal elements of the calculation. For the plots in this dissertation, a grid of 101 log bins in $\tan^2 \theta$ (from $10^{-4}$ to 10) and 181 log bins in $\Delta m^2$ (from $10^{-3}$ eV$^2$ to $10^{-12}$ eV$^2$) was used. The first step in the calculation is to calculate the survival probability in the Sun for an electron neutrino for each grid point. This is a complicated calculation involving matter (MSW) effects. After the neutrinos exit the Sun, they essentially undergo only vacuum oscillations before they reach the Earth. So, the next step of the calculation combines the solar MSW probabilities with the vacuum probabilities for each grid point. When the neutrinos reach the Earth, they can undergo matter oscillations in the Earth again. So, the survival probability in the Earth is then estimated for each grid point. This oscillation depends on the neutrino path length in the Earth, which depends on the time of day. So, the solar zenith angle distribution of the actual SNO dataset is input into the calculation as well. It is then possible to estimate the expected event rates in the SNO detector. For each grid point, a $\chi^2$ calculation is performed for the expected rate and the observed rate in the SNO data (taking into account the systematic and statistical uncertainties). This grid of $\chi^2$ values can then be used to make a plot of the allowed regions.

Figure 10.3 shows the allowed regions in $\tan^2 \theta$-$\Delta m^2$ space using only the SNO salt flux results given in this dissertation. Since the predicted solar neutrino flux is rather uncertain ($\sim \pm 20\%$), the $^8$B solar neutrino flux was not constrained in the fit, but was allowed to vary at each grid point to whatever value gave the best $\chi^2$ value for that grid point.

Figure 10.3 shows a similar plot, but with the previously published SNO pure D$_2$O
Figure 10.2: This schematic outlines the process used to determine the allowed regions for the neutrino oscillation parameters.
fluxes [79] and day and night energy spectra [131] included in the fit along with the salt flux results from this dissertation. The combined SNO results only allow for a few regions of parameter space. The best fit point, indicated on Figure 10.3 by a star, corresponds to \(\tan^2 \theta \approx 4.47 \times 10^{-1}\) and \(\Delta m^2 \approx 5.01 \times 10^{-5} \text{ eV}^2\). At that point the best fit value for the \(^8\text{B}\) flux is 1.017 times the BP2000 Standard Solar Model value.

Compare the allowed regions in Figure 10.3 to those in Figure 1.5, which shows the allowed regions in mixing parameter space obtained from all solar neutrino experiments, circa 2001, prior to the publication of any SNO results. Several discrete islands in the \(\tan^2 \theta - \Delta m^2\) space were allowed and these are referred to as the large mixing-angle region (LMA), the small mixing-angle region (SMA), the low \(\Delta m^2\) region (LOW), the vacuum oscillation region (VAC), and the “just-so” region. In the SNO-only plot in Figure 10.3, the LMA and LOW solutions survive, but the “just-so”, SMA and VAC regions are almost entirely eliminated. The best-fit point for the SNO measurements is in the LMA region.

It is also worth pointing out that the 99.73% confidence levels do not intersect the line \(\tan^2 \theta = 1\). If solar neutrino mixing were maximal (i.e. the mixing angle is 45°), then the best fit regions would lie around \(\tan^2 \theta = 1\). It now appears that the value of \(\theta\) is large, but not maximal.

### 10.4 Conclusions

This dissertation presented a determination of the solar neutrino flux inferred via the charged-current, neutral-current, and elastic-scattering interactions with salted heavy water in the Sudbury Neutrino Observatory. The flux seen via the neutral-current inter-
Figure 10.3: The areas enclosed by the contour lines represent the allowed $\tan^2 \theta$ and $\Delta m^2$ values for the SNO salt flux results given in this dissertation.
Figure 10.4: The areas enclosed by the contour lines represent the allowed $\tan^2\theta$ and $\Delta m^2$ values for the combined SNO salt flux results and the previously published results from the pure D$_2$O phase in [79] and [131]. The best fit point is indicated with a star.
action (which is sensitive to all neutrino flavors) is over 7 $\sigma$ larger than the flux seen via the charged-current interaction (which is sensitive only to electron neutrinos). The total flux observed via the neutral-current interaction is also in very good agreement with the predicted solar neutrino flux in the Standard Solar Model of the Sun.

The long-standing mystery of the missing solar neutrinos has finally been resolved. Neutrinos appear to be undergoing flavor transformations; only electron neutrinos are produced in the Sun and other neutrino flavors reach the Earth. If one takes into account all flavors, then the observed neutrino flux is in good agreement with the predicted flux.

A two-neutrino oscillation flavor analysis has been performed using the SNO flux results. This work indicates the neutrino oscillation parameters that can account for the observed neutrino fluxes are likely to reside in either the so-called Large Mixing Angle (LMA) region or in the LOW region. The vacuum oscillation and SMA solutions are not allowed at the 95% confidence level. The results favor a large ($\sim 35^\circ$), but non-maximal, mixing angle. This mixing angle, often called $\theta_{12}$, is just one of three mixing angles which are required for three neutrino flavors. The angle that dominates atmospheric neutrino oscillation, $\theta_{23}$, has a best fit value of $45^\circ$, and a lower limit of $\sim 35^\circ$ at the 99% confidence level according to the latest Super-Kamiokande results [133]. The third mixing angle, $\theta_{13}$, has not yet been measured, but a 90% CL upper limit of $\sim 9^\circ$ has been found by the CHOOZ reactor neutrino experiment [134]. Two of the three neutrino mixing angles are quite large. In this respect, neutrino flavor mixing is very different from quark flavor mixing, where the largest angle is approximately $13^\circ$ and the other two angles are both less than $2.5^\circ$ [18].

Further hints that the LMA region is the solution come from the KamLAND
reactor neutrino experiment. Only the LMA region of the oscillation parameter space can account for the disappearance of reactor anti-neutrinos and the distortion of the anti-neutrino energy spectrum seen in the KamLAND detector [44]. Through solar and reactor neutrino experiments, a great deal of progress has been made in the past five years to restrict the parameters required to explain solar neutrino oscillations.

The fact that neutrinos change flavors is also a piece of very strong evidence that at least some of the neutrino flavors must have a non-zero mass. This is of interest because even a tiny neutrino mass can contribute significantly to the mass density of the universe due to the great abundance of neutrinos. The results in this dissertation favor a $\Delta m^2$ in the range of $10^{-5}$ to $10^{-4}$ eV$^2$ to explain the oscillation of the electron neutrinos from the Sun. Strong evidence for atmospheric muon neutrino oscillation has been reported by the Super-Kamiokande collaboration [43, 133]. The most recent Super-Kamiokande atmospheric neutrino results require a $\Delta m^2$ value that is larger than $1.9 \times 10^{-3}$ eV$^2$ [133]. This means that at least one neutrino flavor must have a mass on the order of 0.04 eV. The density of relic neutrinos from the Big Bang is approximately 100 per cm$^3$ per flavor [22]. Assuming that neutrinos and anti-neutrinos have the same mass, the mass density of neutrinos and anti-neutrinos in the universe must be at least 8 eV per cm$^3$. The baryon density of the universe is at most 242 eV per cm$^3$ [18] and the total matter density of the universe is at most 3200 eV per cm$^3$ [18]. Therefore, the neutrino mass density of the universe must be at least 3% of the baryon mass density and at least 0.25% of the matter density of the universe.

Despite the resolution of the solar neutrino problem, many unanswered questions
remain about neutrinos, their masses, and their properties. What are the absolute neutrino masses and why are they so small? Do neutrino masses affect cosmology? What is the order of the mass hierarchy? Why are the mixing angles so large? Why are neutrinos only left-handed? Are neutrinos their own anti-particle?

We have only begun to scratch the surface in our understanding of neutrino masses and mixings. Hopefully many exciting discoveries await us in the field of neutrino physics over the next few decades.
Appendix A

KamLAND Electronics

A.1 Waveform Digitization in the KamLAND Detector

The Kamioka Liquid scintillator Anti-Neutrino Detector (KamLAND), currently in operation in Japan, is a long baseline neutrino oscillation experiment that uses Japanese commercial nuclear power reactors as the neutrino source. The neutrino target consists of 1 kton of liquid scintillator, encased in a 13 m diameter spherical balloon. This balloon sits inside an 18-m spherical stainless steel containment vessel, filled with dodecane and isoparaffin oils to provide shielding from external radiation. The containment vessel also supports approximately 1900 photo-multiplier tubes, which look into the liquid scintillator target. A side view of the detector is shown in Figure A.1. More details on the detector design can be found in [135].

The primary goal of the experiment is to measure the flux of reactor anti-neutrinos coming from nuclear power plants in the vicinity of the detector. There are 51 nuclear reactors in Japan within 850 km of the KamLAND site, and 80% of the anti-neutrino flux
Figure A.1: This diagram from [136] shows a side view of the KamLAND detector.

comes from reactors that are 140 to 210 km away [135]. The combination of reactor anti-neutrino energies and distances and the large flux of anti-neutrinos means that KamLAND is sensitive to the same neutrino oscillation parameter space as solar neutrino experiments. The anti-neutrinos are detected in KamLAND via the following reaction

\[ \bar{\nu}_e + p \rightarrow e^+ + n, \]  

(A.1)

where the \(e^+\) is detected by scintillation light (in combination with the two 0.511 MeV \(\gamma\)-rays produced when it annihilates with an \(e^-\)) and the neutron is detected through the delayed capture on a proton, yielding a 2.2 MeV \(\gamma\)-ray.

Unlike in SNO, where the neutrino interactions are not produced in coincidence with another light signal, in KamLAND the study of time correlations is very important. Since the average neutron capture time is on the order of 500 \(\mu\text{sec}\) [135], excellent time
resolution is necessary and the ability to discriminate between multiple hits in a PMT during a given event is very important. Detailed pulse shape information can also provide \( n-\gamma \)-ray discrimination. For these reasons, PMT pulses in KamLAND are captured digitally using a waveform recording design developed at LBNL. Approximately 4000 Analog Transient Waveform Digitizer (AWTD) chips are used to digitize the pulses from the photomultiplier tubes (two ATWD chips will be used for each PMT). This chip is a modified version (Version 3.1) of the one originally described in [137]. Within the integrated circuit waveforms are captured and held temporarily in an array of storage capacitors and are then digitized using a Wilkinson multi-ADC. Each of the ATWDs has four channels. In the KamLAND electronics, three of these will are used for PMT pulses (one high gain channel, one medium gain channel, and one low gain channel) and the fourth is be used for timing signals from the master clock. Here we will refer to these channels as H, M, L, and X. Each of the four channels has 128 time bins. The time separation between bins can be tuned from 1 ns to 10 ns using an analog current. Each bin stores a 10 bit digital number. A sample waveform is shown in Figure A.2.

### A.2 ATWD Tester Setup

Due to the complexity of the ATWD circuit design, approximately 8000 chips were fabricated and it was necessary to test these for functionality. A testing board was fabricated from an existing 12-channel KamLAND prototype data acquisition board. The board was modified to power the ATWDs from an external source (to monitor the current consumption) and to include a computer-controlled pulser. The pulser could provide both very
broad pulses (which would cover the entire ATWD digitization time) and high frequency pulses (approximately 20 MHz).

During the testing, the signal input to the ATWD chip consisted of 2.61 V pedestal with negative-going pulses added to the pedestal. (So, for example a pulse of amplitude 0.5 V starts at 2.61 V and goes down to 2.11 V.) In the initial testing, it was found that all chips are linear down to an input voltage of approximately 740 mV. Below 740 mV, the chips become non-linear and will tend to output the maximum value of 1023 counts. In the initial testing phase on approximately 50 chips the gain variations between the chips were also studied and were found to be roughly 2%.

A.3 Testing Criteria and Procedure

The testing software was written by Sanshiro Enomoto using the Kinoko package. For the mass testing it was desired to study the power consumption, pedestal shape, lin-
earity, gain, time response, and cross talk between channel for all of the ATWDs. These tests were applied to all four channels. In the testing program, data was collected and the chips needed to pass the 10 criteria given below. Note that these tests were applied in the order given here. A detailed description of the testing procedure and the testing software was given in [138].

1) **Bad Current:** If the current consumed by the chip was less than 20 mA or greater than 30 mA the chip was rejected.

2) **Did not Digitize:** If the chip did not respond within 1 second, it was rejected.

3) **Bad Deviation Across Waveform during Pedestal Test:** For the pedestal check, no pulser signals were applied to the chip. Approximately 50 pedestal waveforms were obtained. The mean and deviation across the entire waveform was obtained. If the deviation was greater than 7 counts, the chip was rejected. The helped to catch chips with stuck bits. It was noted that the last three bins normally tended to have high pedestal, so they were not included. The pedestals were normally approximately 120 counts. The high gain channel (which was the first one read out) normally had a slightly lower pedestal than the other channels.

4) **Bad Deviation in a Bin During Pedestal Test:** The same 50 waveforms discussed above were also analyzed to find the mean and deviation on each of the 128 time bins. If the deviation on any one bin was greater than 2 counts, the chip was rejected.

5) **Samples Reached 0 or 1023:** Throughout the pedestal and linearity tests, if any waveform had 3 or more bins with the minimum (0) or maximum (1023) count values the chip was rejected. This was a sign of non-linearity.
6) **Bad Linearity Slope:** For the linearity test, square pulses of height 0 V, .48 V, .72 V, .96 V, 1.2 V, 1.44 V, 1.675 V, and 1.87 V were applied to the chips. (These pulses were negative going and were added to the pedestal value of 2.61 V, i.e. the 0.48 V pulse had a max value of 2.61 and went down to 2.13 V.) These pulses were very broad and covered the entire ATWD acquisition time. The mean and deviation of these pulses was taken across the 128 bins. Since the chips generally tended to be linear in the middle of the voltage range, the mean values of the five middle pulses (.48 V to 1.675 V) were fit to a line. To provide a check of the chip gain, any chip with a slope (measured in counts per volt) less than 345 or greater than 430 was rejected.

7) **Bad RMS across waveform during linearity test:** As mentioned above, the deviation for each of the 7 pulses in the linearity test was taken. If the deviation was large, it might indicate a stuck bit or non-linearity. The output values tended to become very jumpy as a chip was beginning to behave non-linearly. Any chip with a deviation greater than 10 counts was rejected.

8) **Bad Linearity Extrapolation:** As mentioned above, only the five middle pulses were fit to a line. This line was then extrapolated to 0 V and 1.87 V. If either of the measured values for these voltages deviated from the extrapolation by more than 10 counts, the chip was rejected as it was becoming non-linear.

9) **Bad timing Chi-Squared or Gain:** For the timing check, a high frequency (20 MHz) square pulse was fed to the chip. The edges of these pulses were then found and the edge number was plotted as a function of the time bin location for that edge. For a uniform timing response, we would expect a straight line for this plot. The data were fit
to a straight line. If the Chi-squared of this fit was greater than .5, the chip was rejected. Also, to insure that the chips all had similar timing gains, if the slope of the line was greater than 18 or less than 15.5, the chip was rejected.

10) **High Crosstalk:** One last concern was cross talk between the four channels. For this measurement, a 20 MHz pulse was applied to only one of the channels. The waves collected on the other three channels were then compared to the pedestals taken earlier in the testing process. If any bin changed by more than 30 counts, the chip was rejected. This was repeated for all four channels.

If a chip passed all of the above criteria, it was considered to be acceptable. Rejected chips were sorted according to the first criteria that they failed, and saved for future reference.

### A.4 Testing Results

Two different batches of silicon were tested, one from June 2000 and one from April 2001. The June batch contained 724 chips which were tested with 581 of these chips passing. The April 2001 batch had 7744 chips tested, with 6117 passing the test criteria. It was noted that the two batches had slightly different linearity and timing gains. Therefore, only chips from the April 2001 were used in the KamLAND electronics. The result are shown in the Table A.1.

These results show that the total fraction of chips which passed the testing criteria was 80.2 % for the June 2000 batch and 79.0 % for the April 2001 batch. The most common failure modes were a bad RMS across the 128 channels for the pedestals and a bad current
Table A.1: The table below shows the number of chips for each of the 10 failure modes. Recall that the failure mode shown here is only the first criteria which the chip failed on. This table contains 143 failed chips from the June 2000 chip batch and 1627 failed chips from the April 2001 batch.

<table>
<thead>
<tr>
<th>Failure Mode</th>
<th>Number Failed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>455</td>
</tr>
<tr>
<td>2</td>
<td>119</td>
</tr>
<tr>
<td>3</td>
<td>606</td>
</tr>
<tr>
<td>4</td>
<td>252</td>
</tr>
<tr>
<td>5</td>
<td>103</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>124</td>
</tr>
<tr>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>1770</td>
</tr>
</tbody>
</table>

value.
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