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ABSTRACT

The average energy $\epsilon$ expended for electron-hole pair generation in silicon and germanium lithium-drifted detectors by gamma rays, electrons, and alpha particles has been measured as a function of temperature.

These data indicate that the difference between $\epsilon_\alpha$ and $\epsilon_{e^-}$ in silicon is considerably less than previously reported, and in germanium $\epsilon_\alpha \sim \epsilon_{e^-}$.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Radiation</th>
<th>Temperature °K</th>
<th>$\epsilon$ eV/pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>$\alpha$</td>
<td>300</td>
<td>3.62 ± 0.02</td>
</tr>
<tr>
<td>Si</td>
<td>e-</td>
<td>300</td>
<td>3.67 ± 0.02</td>
</tr>
<tr>
<td>Si</td>
<td>$\gamma$</td>
<td>300</td>
<td>3.67 ± 0.02</td>
</tr>
<tr>
<td>Si</td>
<td>$\alpha$</td>
<td>90</td>
<td>3.76 ± 0.02</td>
</tr>
<tr>
<td>Si</td>
<td>e-</td>
<td>90</td>
<td>3.81 ± 0.02</td>
</tr>
<tr>
<td>Si</td>
<td>$\gamma$</td>
<td>90</td>
<td>3.81 ± 0.02</td>
</tr>
<tr>
<td>Ge</td>
<td>$\alpha$</td>
<td>90</td>
<td>2.96 ± 0.04</td>
</tr>
<tr>
<td>Ge</td>
<td>e-</td>
<td>90</td>
<td>2.96 ± 0.04</td>
</tr>
<tr>
<td>Ge</td>
<td>$\gamma$</td>
<td>90</td>
<td>2.96 ± 0.02</td>
</tr>
</tbody>
</table>
I. INTRODUCTION

Several years ago an Italian group\(^1\) reported a rather large difference in the value of \(E\), the average energy required to produce an electron-hole pair, for alpha particles relative to electrons in silicon. Using 5.486-MeV alpha particles from \(^{241}\)Am and 363.8-keV electrons from \(^{113}\)Sn they found values of \(E_\alpha = 3.61 \pm 0.01\) eV and \(E_e^- = 3.79 \pm 0.01\) eV at a temperature of 300\(^\circ\)K. Their data were obtained using surface-barrier detectors. Later Emery and Rabson\(^2\) reported the same \(E\) values at 300\(^\circ\)K using a Li-drifted Si detector. The latter group extended the measurements over a wide temperature range, and also determined \(E\) for germanium with gamma rays.

Since we felt it was rather difficult to account for such a large difference of the ionization energy (about 5% at 300\(^\circ\)K and nearly 10% at 75\(^\circ\)K) between alpha particles and electrons we have undertaken an extensive program of determining \(E\); either to convince ourselves that such a large difference really exists, or to obtain counter information. This included using higher energy particles - cyclotron produced - in addition to a number of sources, and with a much larger survey of detectors. In addition we felt our results would not require the long extrapolation to infinite field that the previous values have been based on since we could apply far higher bias than was done in the previous measurements.

More recently Klein\(^3\) proposed to account for this difference by making a correction for backscattering effects on the data obtained using external electron sources. However, such a correction is not pertinent because, although many of the incident electrons are backscattered from the detector, these electrons produce a voltage signal that is in general much smaller than the signal of interest. Consequently the position of the full-energy electron peak is not appreciably displaced. If the difference in measured ionization yield were caused by backscattering one would expect to find a difference between gamma rays and electrons also. But, as will be shown, no such difference in the measured ionization yield is discernible.
II. EXPERIMENTAL SETUP

Our results are based on three separate experimental setups although all three setups use the same electronic scheme. Figure 1 is a block diagram of the entire electronic chain used, and fig. 2 shows a schematic diagram of the pulser-test capacitor system. The average energy per electron-hole pair can be expressed as \( E = \frac{E_0}{Q} \), where \( E \) is the energy of the incident radiation, \( e \) is the electron charge, and \( Q \) is the charge created in the detector. Thus the goal is to compare the charge created in the detector with a known charge. The determination of this charge requires the measurement of the voltage step from the pulser and the calibration of the series test capacitor. This assumes that all the voltage from the pulser appears across the test capacitor - an assumption that will be justified below.

Calibration and evaluation of the pulser involved the following:

a) Calibration of the full scale voltage: The output voltage from the voltage source, powered by a 1.35V Hg battery, was adjusted by the calibration potentiometer \( R_1 \) to 1.000V, as measured by a digital voltmeter that reads to \( 10^{-4} \) V, and was calibrated and repeatedly checked against a zener diode reference source accurate to 0.001%.

b) Linearity and zero error: A discrepancy of about 1 part in 500 was observed between the \( E \) value measured when the voltage step was about 23 mV compared with the value measured when the voltage step was about 220 mV. Such a discrepancy could arise because of either a zero error of about 50 \( \mu \)V or a nonlinearity of the 10K Dekapot. The linearity of this potentiometer was claimed to be \( \pm 0.01\% \) with a resolution of 0.003%; our careful calibrations did not indicate any nonlinearity that could account for the observed discrepancy in the measured \( E \) values. The Hg relay itself was apparently introducing a zero error since when the relay-charging capacitor system was changed to a configuration similar to the one used by Emery and Rabson\(^2\), the discrepancy roughly doubled, and when the voltage source was increased by an order of magnitude to decrease the percentage zero error...
[a reference zener diode (1N945) was used as the voltage source] the discrepancy was not greater than about 1 part in 2000 - not discernible within the precision of the measurement. For this measurement a capacitive attenuator placed immediately in front of the test capacitor reduced the voltage across the capacitor so that the 10K Dekapot could be operated at approximately the same position as when the Hg battery was the voltage source.

c) Pulse shape: No correction for decay of the pulse was necessary because a step function was generated. The Hg relay was mounted very close to the test capacitor (about 5 cm) thus eliminating any termination problems.

d) The pulser was operated at different frequencies, not synchronous with the power line frequency, thus eliminating the possibility of ripple adding synchronously with the signals.

e) Different pulse driver rates and widths were used to check for proper operation of the pulser system.

f) Both polystyrene and ceramic charging capacitors were used in the pulser to evaluate the chance of having any significant charge storage effects.

For the more extensive measurements upon which the bulk of this paper is based, a Vitramon VY12C porcelain capacitor with a nominal value of 0.5pF was mounted in a brass tube as shown in fig. 2; this construction provides a well shielded and stable unit. The test capacitor was directly connected to the gate lead of the FET (see fig. 1) through a BNC and about 4 cm of wire. Calibration of the capacitor was done on a 1620A General Radio bridge used in the three terminal mode. The calibration of the bridge was checked with a 1403K General Radio standard capacitor that had a known accuracy of 0.05%. This calibration was done a number of times during the course of the experiment, and no differences from the value of 0.2900 ±0.0005pF were measured.
To answer the question of whether essentially the entire voltage step was occurring across the test capacitor, the effective input capacity of the preamp was measured. Since a 35pF load caused about a 0.7% change in the gain, the effective input capacity was about 5000pF. The error introduced by assuming that the entire voltage step occurred across the test capacitor is about 0.29 parts in 5000; thus this introduces a negligible error in the determination of test capacitor charge.

For the preliminary measurements made at the cyclotron a test capacitor of 4.338pF was used, and a test capacitor of 0.767pF was used for the preliminary measurements with an alpha particle source.

A new high-resolution, high-rate preamp, amplifier system was used. This system provides a Gaussian-shaped pulse that peaks at 2.25 μsec, which should be sufficient to make the ballistic deficit negligible. Although no switching of the shaping time constant is provided in this amplifier, when brief tests were made on other amplifiers the apparent value of the charge collected did not increase when the time constant was lengthened to 5 μsec. The signal then went through a bias amplifier, and was recorded in a 1024 channel pulse height analyzer.

The test chamber was maintained at high vacuum (~10^-8 mmHg) by a diffusion pump equipped with a liquid-nitrogen trap. Cooling of the detector was obtained from a cold finger into which liquid nitrogen was usually placed; for the warmer measurements on the Si detectors solid CO₂ + acetone was used. A power transistor served as the adjustable heat source that maintained the detector at whatever temperature desired. The different temperatures were measured with a calibrated thermocouple. Since the thermocouple could not be placed in direct contact with the detector during the actual experiment the temperatures recorded may be somewhat in error. However, when the thermocouple was placed in direct contact with a Si detector for temperature cali-
bration, consistent readings were obtained within a few degrees, and the additional thermal load of the thermocouple itself could account for the small difference. The repeatability of the detector temperature relative to the thermocouple reading over a period of several months appeared to be perfect because the variation of detector leakage current as a function of thermocouple reading was very reproducible.

III. MEASUREMENTS

Our first experiment was done at the Berkeley 88-inch variable energy cyclotron several years ago, and must be considered a preliminary measurement. At the time the detector temperature could not be varied - all measurements were consequently made at room temperature, about 290°C. Beams of 24 and 30-MeV alpha particles were measured with Li-drifted Si detectors of both 1 and 2 mm thicknesses; in addition a diffused-junction Si detector was used for the 24-MeV alpha particles.

Unfortunately, the cyclotron beam energy cannot be measured accurately enough to be used as a primary standard. However, by looking at the difference between two well known energy levels one can obtain an energy difference that is relatively independent of the beam energy. For example, we observed the scattered alpha beam at 20 deg. from a thin 12C target, and used the energy difference between the ground state and the first excited level at 4.433 MeV. Assuming our beam energy is 30.0-MeV when in reality it is 30.5-MeV, (and from a combination of magnet calculations and range-energy measurements we certainly should know the beam energy to within 1%) we may ask what error is introduced into the supposed energy difference. With 30-MeV incident alpha particles the energy difference is 4.429 MeV, whereas this difference is 4.427 MeV if the incident alpha particles are 30.5 MeV. Thus our energy accuracy is better than 1 part in 2000 -
probably much better.

One can go through a similar argument to show that we undoubtedly know the scattering angle with sufficient accuracy to essentially eliminate any kinematic factor. Furthermore, the target was sufficiently thin that for the incident energies used, scattered particles corresponding to the ground state and the 4.433-MeV level were degraded in energy almost the same small extent. The result of this experiment was \( \epsilon_\alpha = 3.64 \pm 0.02 \) eV.

The second experiment was also done several years ago using the same series of detectors used at the cyclotron, but with a \( ^{228}\text{Th} \) source that provides alpha particles of eight different energies ranging from 5.344 to 8.785 MeV. These measurements, which were also made at room temperature, were consistent with the cyclotron data.

The rest of this discussion will be concerned with the third, and by far the most extensive experiment, which is still being actively pursued. The first part of these data are based on two Li-drifted Si detectors that have been studied over a temperature range from 90° to 250°K; and with electrons from 114.86 keV (\(^{57}\text{Co}\)) up to 1048.1 keV (\(^{207}\text{Bi}\)), 121.97 keV gamma rays (\(^{57}\text{Co}\)), and alpha particles from 5.344 to 8.785 MeV (\(^{228}\text{Th}\) and \(^{241}\text{Am}\)). We were able to apply 1000V bias, and found that \( \epsilon \) did not differ when we used 700 or 1000V, therefore no extrapolation to infinite field has been necessary.

To make an accurate comparison of \( \epsilon_\alpha \) to \( \epsilon_\text{e} \), the "window thickness" between the incident radiation and the active volume of the detector must be accurately determined. As described in the following, three different methods of measuring the "window" have been used. Since we observed 12-keV resolution from the alpha particle source, as illustrated in fig. 3, the total "window" could not be more than 0.2\( \mu \) of Si equivalent, when other factors influencing resolution are accounted for. The "window" thickness measured by observing the variation of pulse height with the angle of incidence of alpha particles
was also about 0.2μ. A window of this order was also measured by observing the position of the e_K electron conversion peaks from 57Co. Figure 4 shows a 57Co spectrum that demonstrates this measurement. Since the binding energy of the K electron in Fe is 7.114 keV one would observe this energy difference between the gamma ray peaks and their respective e_K conversion peaks if the detector and source were absolutely "windowless". (This assumes e_e- = e_y, a most logical assumption, and as will be shown, our data strongly support this hypothesis. A correction must also be made for the applied bias. In the case shown a negative bias of 1000V shifts the electron peaks by 19 channels to the left because of the repulsion.) If 0.2μ of Si equivalent were between the 57Co source and the active volume of the detector the e_K electrons would be degraded in energy by about 0.2 keV. This corresponds to displacing the center of their peaks by four channels. Since the resolution of the e_K electrons was about 21 channels (1.1 keV), and the resolution of the 121.97-keV gamma ray was about 19 channels (1.0 keV) a relative shift of four channels is easily discernible. Unfortunately the intensity of the 136.33-keV gamma ray is insufficient to allow an equally precise determination from it and its corresponding e_K electron peak, however, it does provide a useful cross check.

A "window" of 0.2μ of Si equivalent would increase the value of e_α by at most 0.02 eV. Since we obtained the same e_α at 700V bias as at 1000V the window contribution from the Si itself was completely negligible, as shown by the following calculation. We will assume the detector is operating with sufficient bias to be almost totally depleted but a thin layer of the original p-type Si is present near the entrance face. The effect of increasing the bias from 700 to 1000V will be to deplete part of this thin layer of p-type Si, and we wish to know how much the boundary of the depleted region will advance toward the entrance face. The calculated capacity of a 3 mm thick plane parallel silicon detector when operated in a totally
depleted mode is 3.5pF/cm² and, therefore, a change of 300V causes a charge \( Q \) to flow through this capacity where:

\[
Q = CV = (3.5 \times 10^{-12} \text{ F}) (300V) = 10.5 \times 10^{-10} \text{ Coul.}
\]

Since the acceptor concentration of the original p-type Si was about \( 10^{13} \) acceptors/cm³ the acceptor concentration in the assumed thin layer of p-material cannot be more than this. If a thickness \( t \) of this Si is depleted the charge removed must be:

\[
(10^{13} \text{ acceptors/cm}^3) (1.6 \times 10^{-18} \text{ Coul/acceptor}) t.
\]

Equating this to \( Q \) we find the thickness of Si that would be depleted by the additional 300V is 6.5μ. But the measured "window" was the same at 700 and 1000V bias so even at 700V there apparently was no window contribution from the Si itself.

Our best resolution on the 975.57-keV electrons from \( \text{^{207}Bi} \) was 2.3 keV at 200°K. The electronic resolution was 1.4 keV under those conditions. At 90°K the electronic resolution was 600 eV.

Figures 5 and 6 summarize our results on Si. Neglecting possible unknown systematic errors the accuracy of each individual measurement is encompassed within the circles around each point. The data shown were obtained over a period of about three months; points obtained from a series of measurements made without any intervening system change show even less spread. Over the temperature range studied \( \epsilon \) appears to be a linear function of the temperature. Since the variation of the forbidden energy gap, \( E_g \), with temperature (obtained from absorption measurements) is not a linear function, if our \( \epsilon \) data are plotted vs. \( E_g \) (see fig. 7) one does not obtain a linear relationship as would be expected from a simple model. Making a short linear extrapolation to 300°K, we obtain \( \epsilon_0 = 3.625 \pm 0.02 \) eV, in excellent agreement with the published values \(^1,2,6,7\) and our cyclotron data. This value does not include any "window" correction,
but as stated earlier such a correction is less than 0.02 eV.

However, the same extrapolation to 300°K results in \( \varepsilon_{e^-} = 3.67 \pm 0.02 \) eV, considerably lower than the published values \(^1,2\). The errors placed on our values are based on an estimate of systematic errors; since the same system was used for determining \( \varepsilon_{\alpha} \) and \( \varepsilon_{e^-} \), the difference between these values should be determined very accurately. Thus it now appears that, although there may be a slight difference between \( \varepsilon_{\alpha} \) and \( \varepsilon_{e^-} \), this difference appears to be of the order of 1% instead of 5%.

Figure 8 compares our \( \varepsilon_{e^-} \) data against the published values \(^2\) as a function of temperature. Note that not only are the \( \varepsilon_{e^-} \) values we have measured lower, but the rate of change of \( \varepsilon_{e^-} \) is less. This difference is more marked at colder temperatures, indicating that an appreciable amount of charge may have been trapped in the previous work. As can be seen from figs. 5, 6 and 7, we find that the rate of change of \( \varepsilon \) as a function of temperature is the same for electrons and alpha particles, whereas the previous work \(^2\) gave a considerably greater rate of change for electrons than for alpha particles. In fact, for \( \varepsilon_{\alpha} \) we not only agree in absolute value but also in rate of change with the previous work.

In the second part of this experiment, one of our "thin window" Ge detectors \(^3\) was used in the same system. This detector was studied over a temperature range from 90° to 180°K, and with the same sources used for the Si detectors; in addition, gamma rays of 1173.23 and 1332.48 keV from a \(^{60}\text{Co}\) source were used. Once again the ability to apply a high bias, greater than 2000V, eliminated the need of extrapolating to infinite field. Figure 9 shows a spectrum of the 1063.58-keV gamma ray and its corresponding K, L and M internal conversion electrons from a \(^{207}\text{Bi}\) source. The window was sufficiently thin that these relatively high energy electrons were not appreciably degraded - as shown by the excellent
resolution and the proper energy displacement from the gamma ray peak. However, obtaining a window that was thin enough to provide consistently high calibre data from an alpha particle source proved to be a difficult problem. It has not been possible to maintain as thin a window as one would like, but good alpha particle data has nevertheless been obtained. Figure 10 presents an alpha particle spectrum observed when the window was a minimum. The 14-keV resolution indicates that the "window" was only slightly greater than the "window" present on the Si detectors. Thus we should be able to make a fairly accurate comparison of $\epsilon_\alpha$ to $\epsilon_\gamma$ in Ge.

Figures 11 and 12 summarize our results on Ge. Although the accuracy of each individual measurement for electrons and gamma rays is equal to that obtained from the Si detectors, the Ge data showed additional fluctuation when the system was opened, and the Ge detector was given a new surface treatment. Such an operation caused the measurement to vary by as much as 0.01 eV, although the total spread introduced by a series of surface treatments was not more than 0.01 eV. The Si detectors did not undergo any surface treatments during the course of the experiment. A window correction of about 0.02 eV is included for the alpha particle data; such a correction is needed to make the treatment of the alpha particle data in Si and Ge equivalent. No window correction has been made to the electron data plotted since only points from $^{207}$Bi are shown, and the energy of these electrons is sufficiently high to make a window correction negligible. For any given run there was no difference (less than 0.002 eV) between the value of $\epsilon$ measured for electrons and gamma rays.

Over the temperature range studied $\epsilon$ in Ge does not appear to be a linear function of temperature as was the case for Si. In fact, the degree of nonlinearity results in a linear relationship between $\epsilon$ and the published variation of $E_\gamma$ for Ge within the
accuracy of our data as illustrated in fig. 13. Making a short extrapolation to 77°K we obtain $\epsilon = 2.97 \pm 0.02$ eV for both electrons and gamma rays, in excellent agreement with the published values\textsuperscript{2,10}. For alpha particles we find the same $\epsilon$ value as for electrons although the additional "window" problem makes these data less precise. To reduce the window problem, and to further the general investigation, $\epsilon$ in Ge will soon be measured using long-range particles at the cyclotron.

IV. SUMMARY

These results indicate that in Si there may be a slight difference between $\epsilon_\alpha$ and $\epsilon_e$, but this difference appears to be of the order of 1% instead of 5% as previously reported\textsuperscript{1,2}. Why our data exhibit much less difference has not been resolved. However, preferential hole trapping could account for the observed difference. When an alpha particle source is used the holes do not have to travel as far as they do when an electron source is used, consequently there is more chance of the holes being trapped in the latter case. This would decrease the amount of charge collected for the incident electrons, and the apparent value of $\epsilon$ that is measured would increase. Since our initial measurements on Ge indicate that $\epsilon_\alpha \sim \epsilon_e$, one is lead to suspect that $\epsilon_\alpha \sim \epsilon_e$ in Si also, and that the differences that have been observed are not fundamental. However, the data for Ge are not precise enough at present to use as a conclusive point against the Si results.

The fact that the relationship between $\epsilon$ and $E_g$ apparently is linear for Ge whereas it is not linear for Si is rather surprising, and certainly worthy of more study.
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FIGURE CAPTIONS

Fig. 1. Block diagram of the electronic equipment.

Fig. 2. Schematic diagram of the pulser-test capacitor system.

Fig. 3. Example of an alpha particle energy spectra from a $^{228}$Th source. The broadening of the higher energy peaks is caused by the additional effective source thickness seen by alpha particles emitted later in the decay chain due to the recoil of the daughter nuclei. However, this additional source thickness is not sufficient to introduce any measurable nonlinearity into an energy vs. channel number plot over the energy range observed. The pulser peaks were recorded simultaneously with the alpha particles.

Fig. 4. Example of an energy spectra from a $^{57}$Co source. Since the binding energy of the K electron in Fe is 7.114 keV one would observe this energy difference between the gamma ray peaks and their respective $e_K$ electron conversion peaks if the detector and source were absolutely "windowless". The resolution of the $e_K$ electron conversion peaks was 1.1 keV, and the resolution of the 121.97-keV gamma ray peak was 1.0 keV.

Fig. 5. Ionization energy for electrons and gamma rays in Si as a function of temperature.

Fig. 6. Ionization energy for alpha particles in Si as a function of temperature.

Fig. 7. Ionization energy in Si as a function of the forbidden energy gap.
Fig. 8. Comparison of our ionization energy data for electrons in Si against the published values.

Fig. 9. Partial energy spectrum from a $^{207}$Bi source showing the 1063.58-keV gamma ray and its corresponding K, L and M internal conversion electrons. It is interesting to note that the 1.8 keV resolution for the 975.57-keV electrons is slightly better than we have ever observed with a Si detector.

Fig. 10. Partial alpha particle energy spectrum from a $^{228}$Th source. During the course of the experiment the "window" on the Ge detector was usually greater than when this spectrum was obtained, consequently the typical resolution varied from 16 to 20 keV. However, the data presented in fig. 12 are based on spectra obtained under conditions equal to what is shown here. The broadening of the higher energy peaks is caused by the additional effective source thickness seen by alpha particles emitted later in the decay chain due to the recoil of the daughter nuclei.

Fig. 11. Ionization energy for electrons and gamma rays in Ge as a function of temperature.

Fig. 12. Ionization energy for alpha particles in Ge as a function of temperature. A window correction of 0.02 eV has been included.

Fig. 13. Ionization energy in Ge as a function of the forbidden energy gap.
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