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Wide-band signals play important roles in the most exciting areas of science, engineering, and medicine. To keep up with the demands of exploding internet traffic, modern data centers and communication networks are employing increasingly faster data rates. Wide-band techniques such as pulsed radar jamming and spread spectrum frequency hopping are used on the battlefield to wrestle control of the electromagnetic spectrum. Neurons communicate with each other using transient action potentials that last for only milliseconds at a time. And in the search for rare cells, biologists flow large populations of cells single file down microfluidic channels, interrogating them one-by-one, tens of thousands of times per second. Studying and enabling such high-speed phenomena pose enormous technical challenges. For one, parasitic capacitance inherent in analog electrical components limits their response time. Additionally, converting these fast analog signals to the digital domain requires enormous sampling speeds, which can lead to significant jitter and distortion. State-of-the-art imaging technologies, essential for studying biological dynamics and cells in flow, are limited in speed and sensitivity by finite charge transfer and read rates, and by the small numbers of photo-electrons accumulated in short integration times. And finally, ultra-high throughput real-time digital processing is required at the backend to analyze the streaming data. In this thesis, I discuss my work in developing real-time instruments, employing ultrafast optical techniques, which overcome some of these obstacles. In particular,
I use broadband dispersive optics to slow down fast signals to speeds accessible to high-bit depth digitizers and signal processors. I also apply telecommunication multiplexing techniques to boost the speeds of confocal fluorescence microscopy.

The photonic time stretcher (TiSER) uses dispersive Fourier transformation to slow down analog signals before digitization and processing. The act of time-stretching effectively boosts the performance of the back-end electronics and digital signal processors. The slowed down signals reach the back-end electronics with reduced bandwidth, and are therefore less affected by high-frequency roll-off and distortion. Time-stretching also increases the effective sampling rate of analog-to-digital converters and reduces aperture jitter, thereby improving resolution. Finally, the instantaneous throughputs of digital signal processors are enhanced by the stretch factor to otherwise unattainable speeds. Leveraging these unique capabilities, TiSER becomes the ideal tool for capturing high-speed signals and characterizing rare phenomena. For this thesis, I have developed techniques to improve the spectral efficiency, bandwidth, and resolution of TiSER using polarization multiplexing, all-optical modulation, and coherent dispersive Fourier transformation. To reduce the latency and improve the data handling capacity, I have also designed and implemented a real-time digital signal processing electronic backend, achieving 1.5 tera-bit per second instantaneous processing throughput. Finally, I will present results from experiments highlighting TiSER’s impact in real-world applications.

Confocal fluorescence microscopy is the most widely used method for unveiling the molecular composition of biological specimens. However, the weak optical emission of fluorescent probes and the tradeoff between imaging speed and sensitivity is problematic for acquiring blur-free images of fast phenomena and cells flowing at high speed. Here I introduce a new fluorescence imaging modality, which leverages techniques from wireless communication to reach record pixel and frame rates. Termed Fluorescence Imaging using Radio-frequency tagged Emission (FIRE), this new imaging modality is capable of resolving never before seen dynamics in living cells - such as action potentials in neurons and metabolic waves in astrocytes - as well as performing high-content image assays of cells and particles in high-speed flow.
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8.1 Schematic diagram of the FIRE microscope. BS: beamsplitter AOD: acousto-optic deflector AOFS: acousto-optic frequency shifter DM: dichroic mirror EF: fluorescence emission filter OL: objective lens PMT: photomultiplier tube DIG: 250 MS/s digital recording oscilloscope RS: resonant scanning mirror. Upper inset: the AOD produces a single diffracted 1st order beam for each RF comb frequency. Lower inset: beat frequency generation at the Mach-Zehnder interferometer (MZI) output. Not shown: A cylindrical lens is placed after the AOFS to match the divergence of the local oscillator (LO) beam to that of the RF beams.

8.2 Gabor lattice diagram of FIREs frequency-domain multiplexing approach. Points in the horizontal direction are excited in parallel at distinct radiofrequencies. Scanning this line scan excitation in the vertical direction using a galvanometer generates a two-dimensional image.

8.3 Illustration of the radiofrequency tagging of fluorescent emission in FIRE. (A) Time domain data output from the PMT. (B) Short-time Fourier transforms of the signal in (A), indicating the bead horizontal positions. (C) 256 × 256 pixel image of three immobilized fluorescent beads recorded using 256 excitation frequencies. The sample was imaged at a 4.4-kHz frame rate. The vertical axis in the image is oversampled to yield 256 pixels. Scale bar = 30 µm.
8.4 Comparison of FIRE microscopy with widefield fluorescence imaging. 488nm laser excitation was used for FIRE imaging (8.5\(\mu W\) per pixel, measured before the objective), and mercury lamp excitation was used for widefield imaging. All FIRE images use an RF comb frequency spacing of 400 kHz, and are composed of 200\(\times\)92 pixels. Slight vignetting is observed in the FIRE images due to the mismatch of the Gaussian profile of the LO beam with the flat-top RF comb beam. This mismatch and the resulting vignetting can be eliminated using digital pre-equalization of the RF comb in the direct digital synthesis (DDS) generator. The particular objective lens used is denoted in each FIRE image. (A-C) C6 astrocytes stained with Syto16. Scale bars = 10 \(\mu m\). (D) S. cerevisiae yeast stained with Calcein AM. Scale bars = 5 \(\mu m\). (E,F) NIH 3T3 cells stained with Calcein AM. Scale bars = 20 \(\mu m\).

8.5 High-speed imaging flow cytometry. All images are of MCF-7 breast carcinoma cells, stained with Syto16, taken using a 60x, 0.70-NA objective lens. (A) Representative FIRE images of cells flowing at a velocity of 1 m/s, taken using a pixel frequency spacing of 800 kHz, and 54 \(\mu W\) of 488-nm laser power per pixel, measured before the objective. (B) Single 10-\(\mu s\) exposure frame transfer EMCCD images of individual cells flowing at a velocity of 1 m/s. The electron multiplier gain was adjusted to produce maximal image SNR, and the EMCCD vertical shift time was set to 564 ns. Blur is observed in the image due to the long exposure time and the frame transfer nature of the EMCCD. (C) Representative widefield fluorescence images of stationary MCF-7 cells. All scale bars are 10 \(\mu m\).

8.6 Intermediate image processing steps of FIRE images. After obtaining the raw image (A) from the FIRE system, the image is spatially filtered (B). A sine correction algorithm is applied (C), along with a median filter, to correct for artifacts introduced by the sine correction. Finally, the image is rescaled in intensity (D) to adjust the image saturation and remove any background.
8.7 The SNR at a particular pixel is dependent on the number of photons incident at that pixel as well as the total number of photons incident at all the other pixels in a line. In this figure, we plot the required number of photons detected at some pixel $k$ to achieve a shot noise limited SNR of 10, vs. the ratio of the number of photons incident on pixel $k$ to the total number of photons incident on a line (c.f. Equation 8.1). As illustrated, the required number of photons detected at pixel $k$ for an SNR of 10 decreases as the signal at pixel $k$ increasingly dominates the total signal detected. For sparse samples, the sensitivity of FIRE improves. The insets illustrate examples of a linescane with the corresponding $N_k/N_{tot}$ ratio.

8.8 Measured axial resolution of FIRE. A Gaussian fit to the data shows a 5.9 µm FWHM. The measurement is based on exciting a 500 nm fluorescent bead with 488-nm excitation, and scanning the sample through the focus at 1 µm intervals, using 488-nm excitation. A 100×, 1.4-NA oil immersion objective was used in combination with a 200-mm focal length tube lens and a 100-µm tall slit aperture placed before the PMT.
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CHAPTER 1

Introduction

1.1 High-speed Signals and Rare Events

High-speed signals and rare events play crucial roles in some of the most exciting new areas of science, engineering, and medicine.

In modern communication networks, data is streamed at enormously high-speeds. In the core of the optical network, data from many sources are aggregated to rates reaching many terabits-per-second (Tb/s). Laboratory demonstrations have achieved serial data rates exceeding 10 terabits-per-second (Tb/s)\[3\]. More recently, researchers have demonstrated 1.05 petabits-per-second (Pb/s) transmission over 52 km on a single optical fiber \[4\]. But high-data rates are no longer confined to just long haul networks. In modern data centers, thousands of servers communicate and work together using optical cables spanning hundreds of meters and transferring data at hundreds of gigabits-per-second (Gb/s)\[5\]. And on smaller scales, modern standard transfer protocols, such as PCI Express 4.0 (16 Gb/s/lane)\[6\], Thunderbolt (10 Gb/s/channel)\[7\], SATA Revision 3.0 (6 Gb/s)\[8\], and USB 3.0 (5 Gb/s)\[9\], all boast enormous speeds. Capturing and analyzing these high-speed signals requires large-bandwidth electronics and analog-to-digital converters (ADCs), with extremely high temporal resolution and low jitter. Additionally, to reach such high data rates, many communication standards employ multi-level phase and amplitude modulation formats, such as phase-shift keying (PSK) and quadrature amplitude modulation (QAM) \[10, 11, 12, 13\]. Receivers therefore need many bits of amplitude resolution, in addition to high-bandwidths, to accurately recover these signals.

In modern warfare, success on the battlefield is largely determined by how well one
can control the radio-frequency (RF) spectrum. Remote guidance, communication, and surveillance are all performed in the RF domain, and the bandwidths used are expanding. Wideband RF jamming techniques such as sweep, barrage, and pulse jamming, use ultra-wide band signals to corrupt huge portions of the EM spectrum. In response, advanced techniques such as spread spectrum frequency hopping exist to counter such jamming efforts, by sending information over ever larger bandwidths [14]. Radar systems are used to scan the full RF spectrum to detect these wide-band signals. This field of signals intelligence (SIGINT) relies on high-performance analog electronics and ADCs to find and decipher these signals across large bandwidths and buried in interference and noise [15]. RF techniques also are used as weapons to physically damage receivers. High-power electromagnetic pulses (EMPs) with tens of GHz of microwave bandwidth can cause large bursts of currents at the receiver, melting electronics and permanently damaging integrated circuits [16]. Studying these wide-band signals is critical for defending against attacks, but doing so requires large-bandwidth, high dynamic range electronics and ADCs.

Many important biochemical phenomena operate at high-speeds. Calcium and metabolic waves [17, 18], action potential firing in neurons [19, 20, 21], and calcium release and signaling in cardiac tissue [22] can all operate on millisecond time-scales. A better understanding of these mechanisms may lead to the next breakthroughs in cancer research, treatment of neurological disorders such as Alzheimer’s disease and autism, and heart disease. Some cellular mechanics can also reach such high-speeds. For instance, bacterial flagella propel cells to speeds of up to 300 μm/s by rotating at hundreds of hertz [23], and elastic instabilities in fungi, such as from snap-buckling or explosive fracture, can operate on time scales of well below 1 ms [24]. Capturing such fast events requires cameras with kHz frame rates and sensitivities down to the single photon-per-pixel level.

The challenge of detecting rare events can be compared to finding a needle in a haystack. Typically defined to be one-in-a-thousand phenomena, rare events of interest can sometimes be even scarcer - perhaps one-in-a-billion. Despite their small concentrations, rare-events in nature often have enormous importance. For instance, circulating tumor cells (CTCs), detached from an initial cancer site, may number fewer than 10 in a milliliter sample of
blood - as compared to a billion or more red blood cells [25]. Yet those few CTCs can lead to the spread of cancer throughout the body. Similarly scarce cells in the body, such as hematopoietic stem cells [26], antigen-specific T-cells [27], and circulating fetal cells in pregnant mothers [28], all number less than 1000 in a typical milliliter blood sample, but play vital roles in the body and carry critical information (Fig. 1.1). An exciting example of rare-events in engineering are optical rogue waves [29], the optical analog of monster oceanic rogue waves. And in particle physics, extremely rare decay processes may go unnoticed amidst a background of hundreds of millions, but detecting them is key in determining whether or not the standard model comprises a complete description of our Universe [30]. When studying such rare events, overcoming the Poissonian noise inherent in quantifying small sample sizes is critical. Therefore, large amounts of data must be captured and analyzed, calling for high-speed, high-throughput capture, processing, and data mining capabilities. Additionally, detecting such rare particles from a large noise background requires detectors with superior sensitivity and resolution.
<table>
<thead>
<tr>
<th>Blood Component</th>
<th>Concentration (cells / mL of blood)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erythrocytes (RBC)</td>
<td>5,400,000,000</td>
</tr>
<tr>
<td>Thrombocytes</td>
<td>350,000,000</td>
</tr>
<tr>
<td>Neutrophils</td>
<td>6,000,000</td>
</tr>
<tr>
<td>T Lymphocytes</td>
<td>1,500,000</td>
</tr>
<tr>
<td>CD4+ T cells</td>
<td>1,000,000</td>
</tr>
<tr>
<td>B Lymphocytes</td>
<td>600,000</td>
</tr>
<tr>
<td>Monocytes</td>
<td>500,000</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>250,000</td>
</tr>
<tr>
<td>Natural Killer Cells</td>
<td>200,000</td>
</tr>
<tr>
<td>Basophils</td>
<td>50,000</td>
</tr>
<tr>
<td>Dendritic Cells</td>
<td>20,000</td>
</tr>
<tr>
<td>Hematopoietic Stem Cells</td>
<td>2,000</td>
</tr>
<tr>
<td>Antigen-Specific T Cells</td>
<td>1,000</td>
</tr>
<tr>
<td>Circulating Endothelial Cells</td>
<td>500</td>
</tr>
<tr>
<td>Fetal Cells in Maternal Blood</td>
<td>500</td>
</tr>
<tr>
<td>Endothelial Progenitor Cells</td>
<td>200</td>
</tr>
<tr>
<td>Circulating Tumor Cells</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 1.1: Many types of cells circulate through the body in the blood stream. Most of those are red blood cells and platelets. However, many types of extremely rare cells are of great importance. In this table we list a subset of the cell types found in the blood stream. The ones highlighted are rare cells with enormous impacts on medicine and biology.
1.2 Analog to Digital Converters

Analog-to-digital converters (ADCs) map signals from the continuous real-world to the discrete realm of computers. They enable us to leverage the enormous advances made in complementary metal-oxidesemiconductor (CMOS) technology over the past few decades to digitally process, share, and store information. As such, they are essential in the study of high-speed signals and rare-events.

ADCs quantize analog signals at periodic intervals, thereby discretizing a continuous signal in amplitude and time. A sample-and-hold circuit samples the voltage of an analog signal and holds that voltage at a constant level. A quantizer then digitizes the sampled analog voltage by comparing it to a discrete set of digital levels. Many ADC architectures exist, employing multiple such stages in different configurations. Precise clock generation and distribution is required to synchronize all these components. And finally, DSP at the back-end corrects for distortions and mismatches.

Independent of the architecture, the performance of all ADCs can be compared through a handful of metrics. These include the sampling rate, nominal bit depth, signal-to-noise ratio (SNR), the signal-to-noise and distortion ratio (SNDR), and the spurious free dynamic range (SFDR) [31].

Discretizing in the time-domain can result in distortions of the signal. However, if the sampling rate is at least twice the largest frequency of the signal, the frequency domain information of the signal is accurately recovered. Satisfying this Nyquist criterion is critical for high-resolution digitization. Large sampling rates are therefore required to capture high-speed signals.

Discretization in the amplitude, however, leads necessarily to quantization error and distortion. This noise can be approximated to have a flat frequency distribution, with a total root mean square (RMS) noise power given by: $Q/\sqrt{12}$ [32]. $Q$ is the difference between quantized voltage levels, $Q = V_{FS}/2^N$, where $V_{FS}$ is the full scale voltage of the ADC and $N$ is the nominal number of bits. For a signal that fills the full scale voltage of
the ADC, the SNR from nominal quantization noise is given by

\[ SNR(dB) = 6.02 \times N + 1.76. \] (1.1)

Because the quantization noise power is constant, and approximately spread flat across the full spectrum, increasing the sampling rate lowers the noise floor level. If the ADC over samples the signal, the digitized signal can be low pass filtered, effectively reducing quantization noise. Therefore, higher SNR is possible, for the same number of quantization levels, if we increase the sampling rate.

Additional error can arise in real-world situations. Electronic thermal noise and shot noise, plus sampling aperture jitter will all reduce the SNR with which analog signals are digitized. Additionally, distortions of the signal can accrue due to non-linearities in electronic switches and amplifiers, and timing mismatches in clock distribution. The SNDR is an important metric, which takes all these additional effects into account, defined as:

\[ SNDR(dB) = 20 \times \log \left( \frac{Signal}{Noise + Distortion} \right). \] (1.2)

The total effect of the additional noise and distortion is to reduce the effective number of bits with which the ADC quantizes an analog sample. Using Equation 1.1, the ENOB is therefore defined as

\[ ENOB = \frac{SNDR(dB) - 1.76}{6.02}. \] (1.3)

Together with the sampling rate, the ENOB is the most crucial metric used to characterize an ADC.

There exists an inverse relationship between analog bandwidth operation and ENOB of ADCs. Figure 1.2 illustrates this relationship by plotting state-of-the-art ADCs by their ENOB and analog bandwidths. Plotted along with the data are fundamental limitations due to thermal noise, aperture jitter, and comparator ambiguity. All of these limits scale inversely with bandwidth. The quantum limit is also plotted, based on the Heisenberg uncertainty relationship between energy and time, i.e. the voltage is quantum mechanically blurred over very short sampling times, fundamentally limiting our measurement accuracy.
Figure 1.2: State-of-the-art ADCs, arranged based on their analog operating bandwidth and ENOB (Courtesy of reference [1]). Fundamental limits are plotted due to thermal noise, aperture jitter, and comparator ambiguity. The quantum limit is also plotted. I have added the results from the photonic time-stretch ADC as labeled.

SFDR is defined as the ratio of the RMS value of the signal to the RMS value of highest noise spur. SFDR can be quoted in dBc (decibels below the carrier), or dBFS (decibels below full scale). Spurs can exist in the digitized output of the ADC due to timing mismatches and spurious frequency sources. Non-linear distortion of an input signal also leads to spurs, which manifest at the harmonics of the signal. In addition to ENOB, SFDR is an important parameter for characterizing the dynamic range of an ADC.

1.2.1 Photonic time-stretch

From Figure 1.2, it is clear that capturing higher bandwidth signals comes with a necessary trade off in resolution. Sample interleaving architectures can overcome this limitation, by employing many lower bandwidth ADCs working in parallel. Each ADC samples the
same analog signal at a rate far under the Nyquist rate, but each samples the signal at a different time. The result is an ADC with a higher effective sampling rate and analog bandwidth. Though time-interleaving architectures can improve speeds and resolution of ADCs, mismatches between the individual ADCs plus excessive aperture jitter associated with aligning the many samples in time, invariably result in limited resolution [33].

The photonic time-stretcher (TiSER) [34, 35, 36, 37] is an alternative architecture, which also uses many lower speed, higher resolution ADCs in parallel. Instead of capturing successive samples with separate ADCs, TiSER slows down analog signals so that a single low speed ADC can capture long, continuous portions of the signal at a time (Fig. 1.3). TiSER thereby avoids the added aperture jitter associated with precisely synchronizing and aligning the clocks from many ADCs. By slowing down the analog signals before sampling, the effective aperture jitter is in fact reduced, thereby further improving resolution. Additionally, since oversampling distributes the quantization noise over a larger bandwidth, TiSER can overstretch analog signals to boost sampling rates and improve resolution. Added to Figure 1.2 is a TiSER system which achieved 45 dB SNDR (7.2 ENOB) and 52 dB SFDR over 10 GHz of analog noise bandwidth, a record for wideband digitization [38]. Additionally, using large stretch factors, enormous real-time sampling rates can be achieved, with previous demonstrations exceeding 10 TS/s using a 250 stretch factor [39].
Figure 1.3: Photonic time-stretch slows down wideband analog signals, reducing their bandwidth, so that they can be captured by lower speed, higher resolution analog-to-digital converters.

TiSER is implemented using state-of-the-art mode-locked lasers (MLL), fiber optic components, and microwave photonic technology, leveraging the enormous investments being made in the telecommunications industry (Fig. 1.4). A pre-chirped optical pulse train is generated using a MLL and dispersive optics. The pulse-width is termed the time-aperture of TiSER. An electrical analog signal of interest is modulated onto this chirped broadband carrier using an electro-optic (EO) intensity modulator. The modulated pulses are then stretched in a long dispersive fiber, slowing down the analog signal. A photo-detector (PD) converts the stretched optical pulses back to the electrical domain, where they can be digitized by electronic ADCs. Finally, digital signal processing recovers the original analog signal.
Figure 1.4: Schematic of TISER. An analog RF input is modulated onto a pre-chirped broadband optical pulse train and stretched in a dispersive fiber resulting in a reduced bandwidth copy of the original signal. The optical signal is converted back to the electrical domain at the photodetector (PD). The signal is then digitized and processed by a real-time ADC and digital processor.

TiSER can be implemented in continuous time-fashion, as illustrated in Figure 1.3, by employing multiple ADCs and wavelength channels. Alternatively, TiSER can be implemented using only a single wavelength channel and one ADC. Though not a full receiver, the single channel version of TiSER can act as an oscilloscope [40]. The TiSER oscilloscope enables a new time of sampling modality termed real-time burst sampling. Windows of data are captured and sampled with very high sampling rates. The TISER oscilloscope combines the real-time capabilities of real-time oscilloscopes and the large analog bandwidths of equivalent time oscilloscopes. The TiSER oscilloscope is very useful for analyzing repetitive signals, such as high-speed digital data, with high-throughput and high-fidelity. Additionally, because of its real-time capabilities, it is more capable of capturing rare events and characterizing non-Gaussian heavy tail distributions [29].

TiSER has no fundamental bandwidth limitation, with the potential to stretch wideband analog signals ad infinitum. Additionally, TiSER can employ ever slower, higher resolution ADCs at the back-end, while reducing aperture jitter with increased stretching, thereby achieving higher ENOBs. There are, however, practical limitations to the bandwidth of TiSER, and distortions can arise due the time-stretching process.
EO modulators all have inherent bandwidth restrictions, due to the capacitive loads required to couple the RF signal to the optical carrier. Engineers are steadily pushing EO modulator technology to higher bandwidths, but recent trends in the market have slowed advances, leaving the state-of-the-art currently at \(\sim 100\) GHz \[41\]. Secondly, the time-stretch transformation inherently adds a quadratic phase on the spectrum of the slowed down analog signal, similar to dispersive fading common to all fiber optic links \[42\]. When the intensity is measured at the PD, the quadratic phase leads to interference at the PD. For double side-band modulated signals, the two side-bands destructively interfere, leading to frequency reduction. The effect places a limit on the time-bandwidth product (TBP) of TiSER, whereby an increase in the time-aperture leads to reduced bandwidth, and vice-versa. There are methods to overcome this dispersion penalty, employing single-side band modulation \[36, 43\] or phase-diversity with maximum ratio combining \[44\], but a truly general technique, which enables equalization of the dispersion induced phase for an arbitrary signal would be the ideal solution.

Non-linear distortions can also arise in TiSER, reducing the ENOB. The highest speed EO modulator technology, Mach-Zehnder modulators (MZMs), inherently impart a sinusoidal intensity mapping from the electrical domain to the optical domain, leading to harmonic distortion. Additionally distortion arises from non-linear squaring of the electric field at the PD. Digital signal processing can mitigate much of these distortions, enabling TiSER to achieve record setting ENOB and SFDR \[38\]. However, in order to continue advancing the resolution and bandwidth of time-stretch, additional optical and digital techniques are necessary.

In this thesis I discuss techniques, which I have developed to overcome some of the limitations in bandwidth and resolution mentioned above. In Chapter 2, I discuss in more detail pulse propagation in dispersive fibers and the time-stretch transformation. In Chapter 3, I present a method to double the spectral efficiency of TiSER using the additional polarization degree of freedom in optical fibers \[45\]. An all-optical modulation scheme is introduced in Chapter 4, which uses ultra-fast non-linear four-wave mixing to directly modulate an optical signal onto the pre-chirped optical pulse train \[46\]. With this all-optical technique,
we bypass the bandwidth limiting EO modulation, enabling ultra-wide bandwidth operation. In Chapter 5, I introduce the coherent dispersive Fourier transform, which is used in TiSER as a linear detector, with which I can recover the phase and amplitude of the time-stretched signal. This full-field recovery enables equalization of the dispersion induced phase, for a general signal input. This coherent TiSER also avoids non-linear distortion due to squaring of the electric field at the PD.

In (Chapter 6), I present applications of the TiSER system. In particular, experiments were performed in test-beds at the University of Southern California and at Columbia University, in which TiSER was used as a signal integrity monitor of high-speed optical data [47, 48]. In addition, I present preliminary simulations and discuss the potential for TiSER to be employed in wide-band instantaneous frequency measurements.

In the final chapter on time-stretch technology, (Chapter 7) I discuss my work in developing real-time digital signal processing at the back-end of TiSER using a field-programmable gate array (FPGA). By integrating the data capture and processing onto a single platform, we achieve very low processing latency and vastly increase the data handling capacity of TiSER. With a stretch factor of up to 100, we demonstrate an instantaneous sampling rate of 250 GS/s, and real-time digital processing throughput of 2 Tb/s.

1.3 High-speed Fluorescence Imaging

Fluorescence imaging is the most widely used method for unveiling the molecular composition of biological specimens. However, the weak optical emission of fluorescent probes and the tradeoff between imaging speed and sensitivity [49] is problematic for acquiring blur-free images of fast phenomena, such as sub-millisecond biochemical dynamics in live cells and tissues [50], and cells flowing at high speed [51]. The spatial resolution of modern fluorescence microscopy has been improved to a point such that sub-diffraction limited resolution is routinely possible [52]. However, the demand for continuous, sub-millisecond time resolution using fluorescence microscopy remains largely unsatisfied. Such a real-time fluorescence microscope would enable resolution of dynamic biochemical phenomena such
as calcium and metabolic waves in live cells [17, 18], action potential sequences in large
groups of neurons [19, 20, 21], or calcium release correlations and signaling in cardiac tissue
[22].

High-speed microscopy is also invaluable for imaging biological cells in flow. Flow cy-
tometry is the ultimate technology for characterizing large populations of cells. By flowing
cells single file at high speeds (up to 10 m/s), each cell can be interrogated individually,
at rates in excess of 100,000 cells/s. Conventional flow cytometers employ single point
laser interrogation, measuring either the forward and side scattered light, or a fluorescent
signal. Single point measurements suffice for characterizing average distributions of large
cell populations, but when searching for rare cells, they typically do not offer sufficient
specificity [53]. Debris, clumps of cells, and non-specific labeling can all lead to large false
positive rates. Multi-parameter techniques, such as multicolor fluorescent tagging [54] and
high-speed imaging, in combination with forward and side scatter, can improve our ability
to distinguish rare cells from the background. Flow imaging is additionally useful as it en-
ables high-throughput morphology [51], translocation [55], and cell signaling [56] analysis
quickly on large cell populations.

As fluorescence imaging frame rates increase towards the kHz range, the small number of
photoelectrons generated during each exposure drops below the noise floor of conventional
image sensors, such as the charge coupled device (CCD). The desire to perform high-speed,
low-photon number imaging has been the primary driving force behind the development of
the electron multiplying CCD (EMCCD) camera. EMCCDs use on-chip electronic gain to
circumvent the high-speed imaging SNR problem. However, while EMCCDs can exhibit
1000-fold gain, the serial pixel readout strategy limits the full frame (512 × 512 pixels) rate
to less than 100 Hz.

Due to their parallel readout architecture, scientific complementary metal-oxide-semiconductor
(sCMOS) cameras exhibit low readout noise and pixel readout rates up to 50× higher than
EMCCDs, including line scan readout rates of ~ 100 kHz. However, the internal gain of
EMCCDs ultimately makes them more attractive than sCMOS for the lowest light fluores-
cence imaging applications [2]. A comparison of the two imaging technologies is presented in
Figure 1.5. While both technologies are widely used in high-speed fluorescence microscopy, neither possesses a sufficient line readout rate to perform blur-free imaging of cells at the meter per second flow velocities typical of flow cytometry.

Figure 1.5: The state-of-the-art in high-speed, sensitive optical imaging are the EMCCD and sCMOS cameras. As illustrated here, EMCCDs provide superior SNR at the lowest photon levels, while sCMOS is the better technology for brighter samples. Courtesy of reference [2].

A photomultiplier tube (PMT) can provide $1000\times$ higher gain, $10\times$ lower dark noise, and $50x$ higher bandwidth than EMCCDs, but they are not typically manufactured in large array format. This limits the utility of PMTs in fluorescence microscopy to point-scanning applications, in which the speed of serial beam scanning limits the overall frame rate [57].

In Chapter 8, I introduce a new approach to high-speed fluorescence microscopy. Termed Fluorescence Imaging using Radio-frequency Tagged Emission (FIRE), this new approach employs orthogonal frequency division multiplexing (OFDM) techniques, borrowed from
the wireless communication field, to read out whole lines of pixels in parallel with a single-pixel PMT. FIRE combines the high-speed pixel rates of conventional CMOS technology, with the amplification capabilities and sensitivity of EMCCDs. Fire has already achieved record pixel and frame rate fluorescence imaging (250 Megapixels-per-second and 4.4 kHz) of stationary cells, as well as blur free image acquisition of cells in high-speed flow (1 m/s corresponding to 50,000 cells/s). Coupled with a real-time acquisition and processing electronic back-end, FIRE is the ideal tool for studying high-speed dynamics and detecting rare-phenomena.
CHAPTER 2

Photonic Time-Stretch: Fundamentals

In this chapter I discuss the fundamentals of photonics time-stretch. I begin with electromagnetic pulse propagation, deriving the origins of chromatic dispersion. The stationary phase approximation is used to examine the effects of large dispersion on optical pulses. I then go through the mathematics of time-stretch transformation. Finally, I discuss in detail the time-bandwidth product, electro-optic modulation, and the distortions that arise in time-stretching.

2.1 Optical Pulse Propagation

Maxwell’s equations govern the dynamics of the electromagnetic (EM) field in matter:

\[
\nabla \cdot D(r, t) = \rho_f(r, t) \tag{2.1a}
\]
\[
\nabla \cdot B(r, t) = 0 \tag{2.1b}
\]
\[
\nabla \times E(r, t) = -\frac{\partial B(r, t)}{\partial t} \tag{2.1c}
\]
\[
\nabla \times H(r, t) = J_f(r, t) + \frac{\partial D(r, t)}{\partial t} \tag{2.1d}
\]

where \(E\) and \(H\) are the electric and magnetic fields, \(D\) and \(B\) are the the electric and magnetic flux densities, and \(\rho_f\) and \(J_f\) are the free, unbounded charge and current densities - the sources of the EM field. I will use only MKS units in this thesis. The EM fields, \(E\) and \(H\), are related to their corresponding flux densities, \(D\) and \(B\), via the constitutive
relations

\[ \mathbf{D}(\mathbf{r}, t) = \int_{-\infty}^{t} \varepsilon(\mathbf{r}, t - t') \cdot \mathbf{E}(\mathbf{r}, t') dt' \quad (2.2a) \]

\[ \mathbf{B}(\mathbf{r}, t) = \int_{-\infty}^{t} \mu(\mathbf{r}, t - t') \cdot \mathbf{H}(\mathbf{r}, t') dt' \quad (2.2b) \]

where \( \varepsilon \) and \( \mu \) are the EM permittivity and permeability, which are in general tensorial parameters. Here we consider only the linear response of the material from the EM fields. The constitutive relations of Eq.\((2.2a)\) assume spatially local interaction between the EM fields and flux densities but include temporally nonlocal interactions. However, to ensure causality, the flux densities can only depend on past EM fields. The permittivity and permeability \( \varepsilon(\mathbf{r}, t) \) and \( \mu(\mathbf{r}, t) \) must therefore vanish for \( t > 0 \). The convolution integrals in Eq. \((2.2a)\) reflect this causality condition by terminating the upper limits of integration at time \( t \).

We can equivalently consider the EM field in the frequency domain. Using the following definition of the Fourier transform:

\[ F(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{F}(\omega) \exp(-i\omega t) d\omega \quad (2.3a) \]

\[ \tilde{F}(\omega) = \int_{-\infty}^{\infty} F(t) \exp(i\omega t) dt \quad (2.3b) \]

Maxwell’s Equations and the constitutive equations from Eqs.\((2.1)\) and \((2.2a)\) are transformed to the frequency domain via

\[ \nabla \cdot \tilde{\mathbf{D}}(\mathbf{r}, \omega) = \tilde{\rho}_f(\mathbf{r}, \omega) \quad (2.4a) \]

\[ \nabla \cdot \tilde{\mathbf{B}}(\mathbf{r}, \omega) = 0 \quad (2.4b) \]

\[ \nabla \times \tilde{\mathbf{E}}(\mathbf{r}, \omega) = i\omega \tilde{\mathbf{B}}(\mathbf{r}, \omega) \quad (2.4c) \]

\[ \nabla \times \tilde{\mathbf{H}}(\mathbf{r}, \omega) = \tilde{\mathbf{J}}_f(\mathbf{r}, \omega) - i\omega \tilde{\mathbf{D}}(\mathbf{r}, \omega) \quad (2.4d) \]

\[ \tilde{\mathbf{D}}(\mathbf{r}, \omega) = \tilde{\varepsilon}(\mathbf{r}, \omega) \cdot \tilde{\mathbf{E}}(\mathbf{r}, \omega) \quad (2.5a) \]

\[ \tilde{\mathbf{B}}(\mathbf{r}, \omega) = \tilde{\mu}(\mathbf{r}, \omega) \cdot \tilde{\mathbf{H}}(\mathbf{r}, \omega). \quad (2.5b) \]
The above equations are applicable to an electromagnetic field in a general causal, linear material. However, in deriving the pulse propagation equations relevant to time-stretch, we can narrow our discussion to a very small subclass of materials. In particular, we consider optical pulse propagation in dielectric materials that are nonmagnetic, $\tilde{\mu}(r,\omega) = \mu_0$, and which have no free sources, $\tilde{\mu}(r,\omega) = \mu_0$. Furthermore, we can assume a permittivity which is a scalar quantity, independent of electric field orientation. Maxwell’s equations are greatly simplified with these assumptions.

\[
\nabla \cdot \left( \tilde{\varepsilon}(r,\omega) \tilde{E}(r,\omega) \right) = 0 \quad (2.6a) \\
\nabla \cdot \tilde{H}(r,\omega) = 0 \quad (2.6b) \\
\nabla \times \tilde{E}(r,\omega) = i\omega \mu_0 \tilde{H}(r,\omega) \quad (2.6c) \\
\nabla \times \tilde{H}(r,\omega) = -i\omega \tilde{\varepsilon}(r,\omega) \tilde{E}(r,\omega) \quad (2.6d)
\]

where we have substituted in the constitutive relations. We can eliminate the magnetic field and arrive at

\[
\nabla \times \nabla \times \tilde{E}(r,\omega) = \frac{\tilde{\varepsilon}(r,\omega) \omega^2}{\varepsilon_0 \epsilon_0} \tilde{E}(r,\omega) \quad (2.7)
\]

where $\varepsilon_0$ is the vacuum permittivity, and $c = 1/\sqrt{\mu_0 \varepsilon_0}$ is the speed of light in vacuum. We can make one more simplifying assumption for the material. Typically, the permeability $\tilde{\varepsilon}(r,\omega)$ is spatially uniform, except for discrete discontinuities, as between the core and cladding in an optical fiber. In describing the electromagnetic fields inside the spatially uniform regions, we can ignore the spatial dependence of the permeability. Gauss’s law is simplified to $\nabla \cdot \left( \tilde{\varepsilon}(r,\omega) \tilde{E}(r,\omega) \right) = \tilde{\varepsilon}(\omega) \nabla \cdot \tilde{E}(r,\omega) = 0$ and we have $\nabla \times \nabla \times \tilde{E}(r,\omega) = \nabla \left( \nabla \cdot \tilde{E}(r,\omega) \right) - \nabla^2 \tilde{E}(r,\omega) = -\nabla^2 \tilde{E}(r,\omega)$. Making the substitution into Eq.(2.7), we arrive at the Helmholtz equation

\[
\nabla^2 \tilde{E}(r,\omega) + \frac{\tilde{\varepsilon}(\omega) \omega^2}{\varepsilon_0 \epsilon_0} \tilde{E}(r,\omega) = 0. \quad (2.8)
\]

The Helmholtz equation can be solved to find the electric field, from which the magnetic field is uniquely determined.

We are interested in a solution to Equation 2.8 representing a guided EM wave with a well defined propagation direction and with relatively narrow bandwidth upshifted to a
high-frequency carrier. We also consider only transverse electric waves. An ansatz can thus be chosen:

\[
E(r, t) = \hat{x} \{ F(x, y) A(z, t) \exp(i\beta_0 z - i\omega_0 t) \}. \tag{2.9}
\]

\(A(z, t)\) is the pulse amplitude that we will be most concerned with. To solve for \(A(z, t)\), we first take the Fourier transform of the ansatz

\[
\tilde{E}(r, \omega) = \hat{x} \{ F(x, y) \tilde{A}(z, \omega - \omega_0) \exp(i\beta_0 z) \}. \tag{2.10}
\]

and substitute into the Helmholtz equation, Equation 2.8. Introducing a new frequency dependent variable, \(k(\omega)\), we are left with two equations

\[
\nabla_t^2 F(x, y) + \left[ \varepsilon(\omega) \frac{\omega^2}{\varepsilon_0} - k^2(\omega) \right] F(x, y) = 0 \tag{2.11a}
\]

\[
2i\beta_0 \frac{\partial \tilde{A}(z, \omega - \omega_0)}{\partial z} + \left[ k^2(\omega) - \beta_0^2 \right] \tilde{A}(z, \omega - \omega_0) = 0 \tag{2.11b}
\]

where we have ignored \(\frac{\partial^2 \tilde{A}}{\partial z^2}\) since the envelope varies much slower than the high-frequency carrier, per our assumption of narrow bandwidth. The transverse Helmholtz equation, Equation 2.11a, can be solved to determine the transverse spatial profile of the guided traveling wave. An expression for \(k(\omega)\) will be determined which must hold for a valid solution to the transverse Helmholtz equation. If we assume the wave number \(k(\omega)\) to be very nearly \(\beta_0\), we can approximate \(k^2(\omega) - \beta_0^2\) as \(2\beta_0 (k(\omega) - \beta_0)\). From Equation 2.11b, the pulse amplitude then satisfies

\[
\frac{\partial \tilde{A}(z, \omega - \omega_0)}{\partial z} = i \left[ k(\omega) - \beta_0 \right] \tilde{A}(z, \omega - \omega_0), \tag{2.12}
\]

which can be integrated with respect to \(z\) to obtain the solution

\[
\tilde{A}(z, \omega - \omega_0) = \tilde{A}(0, \omega - \omega_0) \exp \left\{ i \left[ k(\omega) - \beta_0 \right] z \right\}. \tag{2.13}
\]

The result of the propagation in the \(z\) direction acts to impart a frequency dependent complex phase on the pulse spectrum. If we consider the possibility of a complex wave number, we can split \(k(\omega)\) into it’s real and imaginary parts: \(k(\omega) = \beta(\omega) + i\alpha(\omega)/2\). Substituting this expression into our solution for the pulse amplitude, Equation 2.13 becomes

\[
\tilde{A}(z, \omega - \omega_0) = \tilde{A}(0, \omega - \omega_0) \exp \left\{ i \left[ \beta(\omega) - \beta_0 \right] z - \frac{\alpha(\omega)}{2} z \right\}. \tag{2.14}
\]
\( \beta(\omega) \) is termed the propagation constant, imparting pure complex phase, and \( \alpha(\omega) \) is termed the loss or absorption coefficient, attenuating the power with propagation. Because of the frequency dependence of the propagation constant, \( \beta(\omega) \), different spectral components accumulate different phase shifts as the pulse propagates resulting in dispersion.

To study the effect of dispersion, we can use the fact that \( A(z, \omega - \omega_0) \) is localized around \( \omega_0 \) and Taylor expand the propagation constant

\[
\beta(\omega) = \sum_{n=0}^{\infty} \beta_n \frac{(\omega - \omega_0)^n}{n!}
\]

(2.15a)

\[
\beta_n \equiv \left( \frac{\partial^n \beta(\omega)}{\partial \omega^n} \right)_{\omega=\omega_0}.
\]

(2.15b)

We can assign \( \beta_0 \) from the original ansatz, Equation 2.9, to agree with the above, \( \beta_0 \equiv \beta(\omega_0) \), such that substituting in the Taylor expanded propagation constant into our solution for the pulse amplitude, Equation 2.14, gives us

\[
\tilde{A}(z, \omega - \omega_0) = \tilde{A}(0, \omega - \omega_0) \exp \left\{ i \left[ \beta_1(\omega - \omega_0) + \frac{1}{2} \beta_2(\omega - \omega_0)^2 + \ldots \right] z - \frac{\alpha(\omega)}{2} z \right\}.
\]

(2.16)

Each term in the Taylor expansion of \( \beta(\omega) \) leads to a different effect on the evolution of the pulse shape. The portion of the phase change which scales linearly with the frequency causes the pulse amplitude to travel at a group velocity \( v_g = 1/\beta_1 \). The portion of the phase change which scales with the square of the frequency leads to second order dispersion, or equivalently, linear group velocity dispersion (GVD). Conceptually, GVD is due to a varying slope of the propagation constant with respect to frequency, and therefore a group velocity which is dependent on frequency. The effect is that different spectral components of the pulse walk off from each other during propagation, spreading out the pulse in time. \( \beta_2 \) is termed the dispersion parameter, with units of \( s^2/m \). More practical units for the dispersion parameter would be \( ps/(nm \cdot km) \), and we therefore define

\[
D = -\frac{2\pi c}{\lambda^2} \beta_2
\]

(2.17)

with \( \lambda = \frac{2\pi c}{\omega_0} \).

The higher order terms in the expansion of \( \beta(\omega) \), \( \beta_3, \beta_4, \ldots \) lead to non-linear GVD, such that the group velocity of each spectral component scales non-linearly with frequency.
2.1.1 Origin of Dispersion

From the solution of the transverse Helmholtz equation, Equation (2.11a), we will obtain an equation for $k(\omega)$ which must be satisfied. There are two origins of the frequency dependence of the expression for $k(\omega)$: (i) the frequency dependence of the EM permittivity, $\tilde{\varepsilon}(\omega)$, and (ii) the inherent frequency dependence of the Helmholtz equation. The first effect, dependence on $\tilde{\varepsilon}(\omega)$, is termed material dispersion, while the second, which is dependent on the boundary conditions and index of refraction profile, is termed the waveguide dispersion. The total dispersion is a contribution of the two.

The material dispersion can be studied by ignoring the transverse Laplacian in Equation 2.11a. We are left with a relation for $k(\omega)$

$$k^2(\omega) = \frac{\tilde{\varepsilon}(\omega) \omega^2}{\varepsilon_0 c^2} \quad (2.18)$$

Writing the real and imaginary parts of the parameters in Eq.(2.18) we have

$$\left[ \beta(\omega) + i \frac{\alpha(\omega)}{2} \right]^2 = \left[ \frac{\text{Re}\{\tilde{\varepsilon}(\omega)\}}{\varepsilon_0} + i \frac{\text{Im}\{\tilde{\varepsilon}(\omega)\}}{\varepsilon_0} \right]^2 \frac{\omega^2}{c^2} \quad (2.19)$$

If we make the approximation of low loss, $\alpha(\omega) \ll \beta(\omega)$, which is appropriate for propagation in fibers, we have

$$\left[ \beta(\omega) + i \frac{\alpha(\omega)}{2} \right]^2 \approx \beta^2(\omega) + i \beta(\omega) \alpha(\omega)$$

and we can solve for the propagation and loss parameters from Eq. (2.18) in terms of the real and imaginary parts of the EM permeability [58]

$$\beta(\omega) \approx \sqrt{\frac{\text{Re}\{\tilde{\varepsilon}(\omega)\} \omega}{\varepsilon_0 c}} \equiv n(\omega) \frac{\omega}{c} \quad (2.20a)$$

$$\alpha(\omega) \approx \frac{\text{Im}\{\tilde{\varepsilon}(\omega)\}}{\text{Re}\{\tilde{\varepsilon}(\omega)\}} \beta(\omega) \quad (2.20b)$$

The Kramers-Kronig relations [58] give us the relationship between the real and imaginary parts of the electric permittivity. Following from the fundamental causality of the material response, these relations, along with Equation 2.20b, indicate an unavoidable loss associated with material dispersion. In order to increase the dispersion-to-loss ratio of dispersive elements, waveguide dispersion must therefore be exploited. Examples of large dispersive elements which utilize novel geometries to overcome the dispersion-to-loss limit
of material dispersion are dispersion compensating fibers and chromo-modal dispersive devices [59].

### 2.2 Stationary Phase Approximation

To study the effect of large dispersion on the pulse shape of a propagating optical pulse, we can invoke the stationary phase approximation when performing the inverse Fourier integral. The final result, as we will see, is to map the spectral profile of the pulse into the time domain.

Starting with the solution to the Helmholtz equation, Eq.(2.16), we can simplify by making a time transformation: \( t \rightarrow t - \beta_1 z = t - z/v_g \). The effect in the frequency domain is to impart a phase, \( \exp[-i\beta_1(\omega - \omega_0)] \), exactly canceling the corresponding term in Eq.(2.16). Conceptually, the transformation leads to us following the optical pulse at its average group velocity, such that we study exclusively changes in pulse shape. For the time-being we consider only linear GVD, ignoring higher order GVD and loss, and write the inverse Fourier integral for the pulse amplitude

\[
A(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{A}(0,\omega) \exp \left[ i \left( \frac{1}{2} \beta_2 z \omega^2 - \omega t \right) \right] d\omega
\]

\[
= \frac{1}{2\pi} \exp \left[ -i \frac{t^2}{2\beta_2 z} \right] \int_{-\infty}^{\infty} \tilde{A}(0,\omega) \exp \left[ i \frac{1}{2} \beta_2 z \left( \omega - \frac{t}{\beta_2 z} \right)^2 \right] d\omega. \quad (2.21)
\]

For large dispersion, the quadratic phase in Eq.(5.3) oscillates rapidly for frequencies \( \omega \neq t/(\beta_2 z) \). Those portions of the integral will average to zero, and only the contribution from \( \omega = t/(\beta_2 z) \) will be of consequence. In this limit of large \( \beta_2 z \) we invoke the stationary phase approximation (SPA), which gives us

\[
\lim_{\beta_2 z \to \infty} A(z,t) = \sqrt{\frac{i}{2\pi \beta_2 z}} \exp \left[ -i \frac{t^2}{2\beta_2 z} \right] \tilde{A}(0, \frac{t}{\beta_2 z}). \quad (2.22)
\]

Apart from a scale factor and a phase change quadratic in time, the result of large GVD is to map the spectral shape into the time domain. When viewed on a real-time oscilloscope,
after photo detection, the full system is equivalent to a single shot, high-speed optical spectrum analyzer [60]. We call this phenomenon optical dispersive Fourier transformation (ODFT).

The ability to resolve very sharp spectral features depends on the amount of GVD used. With finite $\beta_2 z$, spectral components of frequencies close to $\omega = t/(\beta_2 z)$ will contribute to the integral at the same point in time, blurring out the spectrum-to-time mapping. The resolution of ODFT is given by [61]

$$\Delta \omega = 2\sqrt{\pi \beta_2 z}. \quad (2.23)$$

2.3 Photonic Time-Stretch

In this section I present the mathematical framework of photonic time-stretch.

We start with an optical pulse, with electric field profile given by $A_0(t)$. The pulse must be broadband and have a flat spectral shape. This will become clear as we proceed with the derivation.

The first step in the PTS process is pre-chirping via second-order dispersion in the first fiber. A quadratic phase is imparted on the electric field in the frequency domain (Eq. 2.21):

$$\tilde{A}_{D1}(\omega) = \tilde{A}_0(\omega) \left[ i \frac{1}{2} \beta_2 L_1 \omega^2 \right], \quad (2.24)$$

where $\beta_2$ is the dispersion parameter of the fiber and $L_1$ is the length of the first fiber.

The next step in the PTS process is the modulation of a time-domain signal onto the pre-chirped pulse, $A_{D1}(t)$. We consider a general input signal $s(t) \leftrightarrow \tilde{s}(\omega_{RF})$. We have written the frequency variable as $\omega_{RF}$ to highlight that the modulated signal must be in the RF domain ($< 100GHz$), as compared to the optical domain of the time-stretch pulse ($\sim 2THz$ bandwidth around $200THz$). We model modulation as a multiplication in the time domain, independent of the modulation mechanism. The time-stretch pulse electric field profile becomes

$$A_m(t) = A_{D1}(t) s(t). \quad (2.25)$$
Because multiplication in the time-domain corresponds to convolution in the frequency domain, we have the Fourier transform of the modulated pulse given by

$$
\tilde{A}_m(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{s}(\omega_{RF}) \tilde{A}_{D1}(\omega - \omega_{RF}) d\omega_{RF}.
$$

(2.26)

Time-stretching occurs by dispersing the modulated optical pulse in a second dispersion step:

$$
\tilde{A}_{D2}(\omega) = \tilde{A}_m(\omega) \exp \left[ i \frac{1}{2} \beta_2 L_2 \omega^2 \right],
$$

(2.27)

with $L_2$ the length of the second fiber.

Upon substituting Equations (2.24,2.25,2.26) into Equation (2.27) we have

$$
\tilde{A}_{D2}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{s}(\omega_{RF}) \tilde{A}_0(\omega - \omega_{RF}) \exp \left[ i \frac{1}{2} \beta_2 L_1 (\omega - \omega_{RF})^2 + i \frac{1}{2} \beta_2 L_2 \omega^2 \right] d\omega_{RF}.
$$

(2.28)

We can rearrange the argument of the exponent as follows:

$$
L_1(\omega - \omega_{RF})^2 + L_2\omega^2 = \left( \omega - \frac{\omega_{RF}}{M} \right)^2 (L_1 + L_2) + \frac{L_2}{M} \omega_{RF}^2,
$$

(2.29)

where we have introduced the stretch factor $M = \frac{L_2}{L_1} + 1$. We can rewrite Equation (2.28) as

$$
\tilde{A}_{D2}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{s}(\omega_{RF}) \tilde{A}_0(\omega - \omega_{RF}) \exp \left[ i \frac{1}{2} \beta_2 L_2 \frac{\omega^2}{M} \right] \tilde{A}_0(\omega - \omega_{RF}) \exp \left[ i \frac{1}{2} \beta_2 L_{tot} \left( \omega - \frac{\omega_{RF}}{M} \right)^2 \right] d\omega_{RF}
$$

(2.30)

with the total length of fiber defined as $L_{tot} \equiv L_1 + L_2$.

To simplify Eq.(2.30) we must make our first assumption on the time-stretch pulse. Let us consider the case where $\tilde{s}(\omega_{RF})$ vanishes above a maximum RF frequency $\omega_{RF}^{max}$. This is a reasonable assumption as the RF driving electronics and modulation mechanism have a finite bandwidth. In cases where an electro-optic modulator is used, $\omega_{RF}^{max}$ is typically less than 100GHz. The limits on the convolution integral in Equation (2.30) therefore effectively span $-\omega_{RF}^{max}$ to $+\omega_{RF}^{max}$. If the spectral intensity $\tilde{A}_0(\omega)$ is constant over a range of $2\omega_{RF}^{max}$, for all $\omega$, then we are justified in approximating $\tilde{A}_0(\omega - \omega_{RF})$ as simply $\tilde{A}_0(\omega)$. Or, we can make the approximation: $\tilde{A}_0(\omega - \omega_{RF}) \approx \tilde{A}_0(\omega - \omega_{RF}^{max})$. This assumption on the spectral intensity of the time-stretch pulse requires an optical bandwidth ($\Delta \omega > 1THz$)
and a smooth spectral shape. We can ensure this requirement is satisfied by choosing an appropriate time-stretch pulse source, such as from a stable, inhomogeneously broadened mode-locked laser.

Making the above approximation, and taking the Fourier transform of Eq.(2.30) gives us the final time-domain electric field profile after time-stretching:

\[
A_{D2}(t) = \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{A}_0(\omega) \exp \left[ i \frac{1}{2} \beta_2 L_{tot} \omega^2 - i \omega t \right] d\omega \right) \\
\times \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{s}(\omega_{RF}) \exp \left[ i \frac{1}{2} \frac{\beta_2 L_{2}}{M} \omega_{RF}^2 - i \frac{\omega_{RF}}{M} t \right] d\omega_{RF} \right)
\]

\[\equiv A_{env}(t)s_M(t). \tag{2.31a}\]

As we can see, the final profile consists of the the original pulse, \(A_0(t)\), but dispersed such that the spectrum is mapped to the time domain through ODFT, \(A_{env}(\omega = t/\beta_2 L)\), via Equation 2.22. Modulated on this spectral envelope is a transformed version of the original analog signal, \(s_M(t)\). As can be seen in the second line of Equation 2.31a, the spectral components of \(s_M(t)\) are those of the original signal, \(\tilde{s}(\omega_{RF})\), with a dispersion induced phase, \(\phi_{DIP} = \frac{1}{2} \frac{\beta_2 L_{2}}{M} \omega_{RF}^2\)

\[
s_M(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{s}(\omega_{RF}) \exp \left[ i \phi_{DIP}(\omega_{RF}) - i \frac{\omega_{RF}}{M} t \right] d\omega_{RF}. \tag{2.32}\]

However, most importantly, each spectral component, \(\tilde{s}(\omega_{RF})\exp(i\phi_{DIP})\), is mapped to a lower frequency, \(\frac{\omega_{RF}}{M}\). The original spectral information is in tact, but condensed to a smaller bandwidth. The signal has been time-stretched.

### 2.4 Electro-optic Modulation

Mapping an analog electrical signal into the optical domain requires an interaction between the two electric fields. Such interactions are inherently weak, relying on non-linear phenomena. The fastest and most efficient modulation technology are electro-absorption modulators (EAMs) and Mach-Zehnder Modulators (MZMs).
Electro-absorption modulators (EAMs) take advantage of the Franz-Keldysh effect, in which an induced voltage in a semiconductor material alters the optical absorption coefficient. EAMs can achieve large bandwidths (up to 80 Gb/s [62]), but suffer from reduced wavelength dependent absorption, limited modulation depth, and limited optical power handling capabilities [11].

MZMs rely on the Pockel’s effect, by which an induced voltage across a crystal linearly changes the refractive index [63]. The effect on a propagating optical signal is a voltage dependent phase shift. An MZM employs one or two such phase shifters, configured in a Mach-Zehnder interferometer. The interference of the phase modulated signals at the output of the MZM results in an amplitude modulated signal. Using two phase shifters, driven with opposite phases, improves the efficiency of the modulation. MZMs boast minimal wavelength-dependent modulation characteristics, can reach extinction ratios exceeding 20 dB, and feature lower insertion loss than EAMs [11].

The maximum RF bandwidth of MZMs is limited by the RC time constant of the capacitors applying the voltage across the crystal. By using an RF waveguide, in which the RF signal travels down the the length of the crystal with the light, the RC time-constant limit can be broken. For these traveling wave MZMs, the RF bandwidth limit then is determined by the RF waveguide dispersion, which leads to mismatch between the phase velocity of the RF signal and the group velocity of the light. In TiSER we almost exclusively employ dual-drive, traveling wave, Lithium niobate (LiNbO$_3$) MZMs, with RF bandwidths of 40+ GHz.

![Schematic of a dual-drive Mach-Zehnder modulator.](image)
A dual drive MZM is illustrated in Figure 2.1. An input electric optical field is split in a 50-50 coupler and sent to two RF phase shifters. The two phase shifters are driven by the same voltage signal \( V(t) \), but impart different phase shifts based on the modulation constants, \( \kappa_{1,2} \). An additional DC phase shifter acts on one of the arms to adjust the overall phase delay between the two arms. Upon interference at the output, the electric field, \( E_{\text{out}} \) is given by

\[
E_{\text{out}}(t) = E_{\text{in}}(t) \frac{1}{2} \{ \exp [i\kappa_1 V(t) + i\varphi] + \exp [i\kappa_2 V(t)] \}
\]

\[
= E_{\text{in}}(t) \cos \left( \frac{\varphi}{2} + \left( \frac{\kappa_1 - \kappa_2}{2} \right) V(t) \right) \exp \left[ i\varphi + i \left( \frac{\kappa_1 + \kappa_2}{2} \right) V(t) \right]. \tag{2.33}
\]

In an ideal MZM, the two arms are perfectly matched, but with opposite signs, i.e. \( \kappa_1 = -\kappa_2 \). In such a case, Eq. (2.33) becomes

\[
E_{\text{out}}(t) = E_{\text{in}}(t) \cos \left( \frac{\varphi}{2} + \kappa V(t) \right) \exp \left( i\varphi \right). \tag{2.34}
\]

Although the phase modulation may be linear, the interference pattern of Eq. (2.35) leads to a non-linear sinusoidal modulation transfer function (Fig. 2.2). By tuning the DC bias, \( \varphi = \pi/2 \), to 50% modulation point, termed the quadrature point, and by maintaining an appropriately limited voltage range, we can achieve approximately linear modulation (gray region in Figure 2.2). The output electric field, ignoring the overall phase shift, is therefore given by

\[
E_{\text{out}}(t) = E_{\text{in}}(t) \cos \left( \frac{\pi}{4} + \frac{m}{2} V(t) \right), \tag{2.35}
\]

where \( m = \pi V_{RF}/V\pi \) is termed the modulation depth, with \( V_{RF} \) the amplitude of the voltage signal (\(|V(t)| \leq 1\)), and \( V\pi \) the voltage range corresponding to a 100% swing optical transmission (Fig. 2.2)).
Figure 2.2: Sinusoidal modulation transfer function typical of a MZM. The gray region centered at the quadrature point indicates the approximately linear operating region.

Although there is a region at which the modulation is approximately linear, the MZM is inherently a non-linear device, and leads to higher-order side bands. These distort the signal and, when used in TiSER, limit the resolution with which the system can recover the original analog signal.

2.5 Non-linear Distortion in Time-stretch

We can analyze the effects of the non-linear transfer function of the MZM (Eq. 2.35) by considering a single tone input signal:

\[ s(t) = \cos \left( \frac{\pi}{4} + \frac{m}{2} \cos \omega_{RF} t \right). \]  

(2.36)
The spectral components of $s(t)$ in Equation 2.36 are determined using the Jacobi-Anger expansion:

$$s(t) = \frac{\sqrt{2}}{2} \sum_{n=-\infty}^{\infty} c_n J_n \left(\frac{m}{2}\right) \exp \left(-i n \omega_{RF} t\right)$$  \hspace{1cm} (2.37)

with

$$c_n = \begin{cases} 
(-1)^{n/2} & \text{if } n \text{ even} \\
(-1)^{n+1/2} & \text{if } n \text{ odd},
\end{cases}$$

such that

$$\tilde{s}(\omega) = \frac{\sqrt{2}}{2} \sum_{n=-\infty}^{\infty} c_n J_n \left(\frac{m}{2}\right) \delta (\omega - n \omega_{RF}).$$  \hspace{1cm} (2.38)

As we see, the signal contains all harmonics of the single tone input, due to the non-linear modulation.

After time-stretching, the signal is determined from Equation 2.32

$$s_M(t) = \frac{\sqrt{2}}{2} \sum_{n=-\infty}^{\infty} c_n J_n \left(\frac{m}{2}\right) \exp \left[i \phi_{DIP} (n \omega_{RF}) - i \frac{n \omega_{RF}}{M} t\right].$$ \hspace{1cm} (2.39)

All the spectral harmonics are mapped to lower frequencies due to time-stretching, and accumulate the dispersion induced phase. If we were to recover this complex signal using linear coherent detection, we could equalize the dispersion penalty and perform the inverse of the MZM transfer function, thereby recovering the original single-tone signal. However, when direct detection is employed, a PD measures the intensity of the electric field. The detected current is given by:

$$I(t) \propto |A_{env}(t)|^2 |s_M(t)|^2.$$ \hspace{1cm} (2.40)

By using the approximation: $J_n(m) \approx (1/2^n n!) m^n$, we can expand $|s_M(t)|^2$ in Equation 2.39, and keeping terms with lowest order $m$ we have

$$|s_M(t)|^2 = 1 - m \cos \phi_{DIP} \cos \frac{\omega_{RF} F}{M} t$$ \hspace{1cm} (2.41)

$$+ \frac{m^2}{8} (1 - \cos 4 \phi_{DIP}) \cos 2 \frac{\omega_{RF} M}{t}$$ \hspace{1cm} (2.42)

$$+ \frac{m^3}{96} \left(\cos 9 \phi_{DIP} + 3 \cos 3 \phi_{DIP}\right) \cos 3 \frac{\omega_{RF} M}{t}$$ \hspace{1cm} (2.43)

$$+ ...$$

29
The first line of Equation 2.41 gives us the desired single-tone time-stretched signal. The subsequent lines contribute to non-linear distortion of the signal.

2.6 Dispersion Penalty and Time-Bandwidth Product

The dispersion induced phase

$$\phi_{DIP}(\omega_{RF}) = \frac{1}{2} \beta_2 L_2 \omega_{RF}^2. \quad (2.44)$$

is equivalent to that which would be imparted on the signal if it were dispersed by a fiber of length $L_2/M$. It is not that the fiber is shorter, but that the frequency of the signal decreases as it is stretched, so the total dispersion induced phase is reduced. However, it still imparts a bandwidth limiting dispersion penalty to our time-stretched signal upon detection, as seen in the first line of Equation 2.41. For a double sideband modulated signal the transfer function is given by $H_{DIP}(\omega_{RF}) = \cos(\phi_{DIP}(\omega_{RF}))$. Effectively, the dispersion penalty acts to low pass filter our time-stretched signal. Conceptually, this occurs because the two side-bands accrue different phase shifts as they propagate down the dispersive fiber. Upon interference at the PD, the phase shift leads to destructive interference. The 3-dB point of the dispersion penalty low pass filter occurs at

$$\Delta \omega_{RF} = \sqrt{\frac{\pi}{2} \frac{M}{\beta_2 L_2}} \approx \sqrt{\frac{\pi}{2} \frac{1}{\beta_2 L_1}}$$

where we have approximated $M \approx L_2/L_1$, which is valid for large $M$.

The time-aperture is defined as the pulse width after the first dispersive fiber, equivalent to the amount of time that each pulse captures data: $T_A = \beta_2 L_1 \Delta \omega_{opt}$, where $\Delta \omega_{opt}$ is the optical bandwidth of the time-stretching pulse. The time-bandwidth product is defined as $TBP = 2T_A \Delta \omega_{RF}$. With a double sideband modulated signal, the time-bandwidth product of time-stretch is limited to

$$TBP_{DSB} = \frac{\Delta \omega_{opt}}{2 \Delta \omega_{RF}}. \quad (2.45)$$

To overcome this limitation two techniques exist. Since the dispersive fading phenomenon arises from interference of the two sidebands, single sideband modulation can be used to avoid this effect [36, 43]. The second technique, termed phase diversity, uses maximum ratio combining of two outputs from a MZM, which have inherently complemen-
tary transfer functions [44]. However, there is as yet no general technique to mitigate the dispersion penalty for an arbitrarily modulated input.
CHAPTER 3

Doubling the Spectral Efficiency of Time-Stretch with Polarization Multiplexing

A crucial feature of photonic time-stretch (TiSER) is the spectral efficiency, i.e. the optical bandwidth required to capture a certain time aperture of an RF signal over sufficient RF bandwidth. It is naturally desirable to maximize the time aperture so that more of the signal is captured. In addition, a larger capture window results in improved frequency resolution when analyzing the RF spectra of analog signals. The time-bandwidth product, equal to the time-aperture times the 3-dB RF bandwidth due to dispersion penalty, is proportional to the optical bandwidth (Eq. 2.45). The TBP achieved for a particular optical bandwidth is the spectral efficiency of TiSER. In this chapter, I introduce the dual-polarization photonic time-stretcher (DP-TiSER), which exploits polarization multiplexing in the TiSER system to double the spectral efficiency [45]. DP-TiSER maps two consecutive segments of the RF signal onto two orthogonal polarization states and multiplexes them on a single-wavelength channel. The result is a doubling of the effective time-bandwidth product for a constant optical bandwidth. This technique can also be used in the TiSER oscilloscope to significantly increase the record length and hence, the sampling throughput.

3.1 Introduction

The time aperture of the TiSER system is equal to the width of the optical pulse after the first dispersive fiber, given by \( T_A = \Delta \lambda D_1 \), where \( \Delta \lambda \) is the optical bandwidth and \( D_1 \) is the initial dispersion. When double side-band modulation (DSB) is employed to modulate the RF signal onto the pre-chirped pulse, a frequency-fading phenomenon due
to dispersion [36], i.e. dispersion penalty, is inevitable. The overall effect is to limit the effective 3-dB RF bandwidth of the TiSER to an expression dependent on the inverse square root of the initial dispersion: \( \Delta f_{RF} = \left[ \frac{1}{8 |\beta_2| L_1} \right]^{1/2} \), where \( \beta_2 \) is the group-velocity dispersion (GVD) parameter. Hence, for a certain desired RF bandwidth, a limit is placed on the maximum pre-dispersion that can be tolerated, at which point, to increase the time aperture, one must use time-stretching pulses with larger optical bandwidth. Alternatively stated, the product of the time aperture and RF bandwidth, a figure of merit termed the time-bandwidth product (TBP), depends linearly on optical bandwidth (Eq. 2.45) [64]:

\[
TBP = \frac{\Delta \omega_{opt}}{2 \Delta \omega_{RF}}. \tag{3.1}
\]

In order to meet the increasing RF bandwidth demands of modern applications, the TiSER system must therefore employ broadband optical pulses with larger optical bandwidth, straining the capabilities of the SC source, and eventually leading to undesired distortions, such as wavelength-dependent loss and optical nonlinearity. Improving the spectral efficiency of the TiSER system equates to increasing the TBP independent of optical bandwidth, so that large RF bandwidth demands can be met feasibly and efficiently.

TiSER effectively utilizes the optical spectrum to its advantage. However, the optical polarization is an additional degree of freedom to be used to increase the information capacity of a fiber optic link. Dual-polarization multiplexing is used extensively in modern optical communication networks to achieve enormous data rates. We can similarly use polarization multiplexing to double the information captured and stretched by TiSER. As illustrated in Figure 3.1, we separate each pre-chirped optical pulse into orthogonal polarization states. We can stagger them in time by adding relative delays. The two pulses capture adjacent windows of the same analog signal thereby doubling the total capture window for the same optical bandwidth.
By staggering two orthogonally polarized pre-dispersed time-stretch pulses, we can double the time-aperture of TiSER for the same optical bandwidth. The result is a doubling of the time-bandwidth product.

### 3.2 Prototype System

The DP-TiSER uses a mode-locked laser (MLL) followed by a highly nonlinear fiber (HNLF) to generate the broadband optical pulses as illustrated in Figure (3.2). The pulses are chirped using a spool of dispersion compensating fiber (DCF) with total dispersion value of -41ps/nm. The pre-chirped optical pulses are polarized and split into two orthogonally polarized pulse trains via a polarization beam splitter. A polarization controller before the polarization beam splitter is adjusted to ensure equal amplitudes in the two channels upon detection.

A delay line in one of the arms staggers the two orthogonally polarized pulse trains, leaving a small region of overlap. They are then modulated by the same RF signal in two dual-output push-pull Mach-Zehnder modulators. Due to the time skew, the two corresponding pulses capture two consecutive segments of an RF signal, doubling the time
The complementary outputs of the modulators are used to perform differential operation for 2nd order distortion cancellation. To avoid mismatch between the signal paths of the complementary outputs, the complementary pulse trains are multiplexed in time onto the same polarization state. Polarization controllers at each output are used to align the polarizations. The pulses from the complementary outputs are delayed relative to each other by approximately half the pulse period to avoid overlap after stretching.

The orthogonally polarized pulse trains from the two modulators are overlapped in time by a second delay line in one of the arms and then separately amplified using two C-band erbium doped fiber amplifiers (EDFA). The two signals are then polarization multiplexed in a polarization beam combiner. The polarization multiplexed optical pulse trains are stretched using total dispersion of -606ps/nm to achieve stretch factor of ∼16.

In order to mitigate the crosstalk between the polarization channels due to polarization mode dispersion (PMD), a double-pass configuration consisting of a spool of DCF with total dispersion value of -303ps/nm, circulator, and faraday mirror was used. After dispersion, the polarization multiplexed signals are demultiplexed via a polarization beam splitter. The useful portion of the optical bandwidth (∼20nm) around 1551nm is filtered, and the stretched optical pulses are detected using two photodetectors. The obtained RF signals are digitized by a 16 GHz real-time oscilloscope with 50GS/s sampling rate (Tektronix-DPO71604).
Figure 3.2: Schematic of the dual-polarization photonic time-stretcher (DP-TiSER). MLL: Mode-locked laser, HNLF: Highly non-linear fiber, PC: Polarization controller, Pol: Polarizer, EDFA: Er-doped fiber amplifier, FM: Faraday mirror, PD: Photodetector. In order to mitigate the crosstalk between the polarization channels while stretching in the DCF, we used a double-pass configuration, using an optical circulator and a Faraday mirror.

Digital signal processing is performed offline for correcting nonlinear distortions such as 2nd order distortion due to dispersion, time-warps, and 3rd order distortion due to the Mach-Zehnder modulator [65]. We applied a 1.1GHz low-pass filter in digital signal processing, to filter out of band quantization noise, improving our SNR. The DP-TiSER preprocessor demonstrated here achieves an effective time aperture of $2 \times 41 \text{ps/nm} \times 20 \text{nm} = 1.64 \text{ ns}$.
3.3 Performance Results

To demonstrate the functionality of the DP-TiSER preprocessor, we performed a single-tone test at 6 GHz and a two-tone test at 8.2 GHz and 10.25 GHz as shown in figure (3.3). After distortion corrections, the captured segments of each polarization channel are stitched in the digital domain to verify the increase in the effective time aperture. The power spectrum of the RF signal is calculated after stitching more than 300 consecutive segments. The single-tone (Fig. 3.3a) and two-tone (Fig. 3.3b) tests show 6.1-6.3 and 5-5.1 effective number of bits (ENOBs) respectively over 10 GHz instantaneous noise bandwidth. These results showcase the high-resolution recording of wide-band RF signals using this system.

![Figure 3.3: (a) Single-tone test with 6 GHz RF signals; (b) two-tone test with 8.2 GHz and 10.25 GHz RF signals. More than 600 segments (300 segments per polarization channel) are stitched coherently to generate these plots.](image-url)
In order to demonstrate the use of DP-TiSER in the TiSER oscilloscope, an eye-diagram of 12.5Gb/s $2^{31} - 1$ PRBS data was captured as shown in Fig. 3.4. Due to the significant increase in the time-aperture, a particular number of sample points is recorded in a shorter time period than with the conventional TiSER oscilloscope. Thereby, the sampling throughput of the TiSER oscilloscope is improved by a factor of two, providing 200 times higher sampling throughput than the state-of-the-art sampling (equivalent-time) oscilloscopes [66].

Figure 3.4: Eye-diagram of 12.5Gb/s $2^{31} - 1$ PRBS data captured by the DP-TiSER combined with the TiSER oscilloscope. The number of sample points is twice more than the conventional TiSER oscilloscope.

3.4 Conclusion

In summary, I have demonstrated the dual-polarization photonic time-stretcher (DP-TiSER), which improves the spectral efficiency of TiSER. By using polarization multiplexing, this technique reduces the demand on optical bandwidth for larger time aperture per channel. I’ve shown that this system is able to record high-bandwidth RF signals. Furthermore, the DP-TiSER preprocessor can be used to achieve a significant improvement in the record
length and sampling throughput of the time-stretch enhanced recording (TiSER) oscilloscope.
CHAPTER 4

All-Optical Time-stretch Transformation

In this chapter, I demonstrate an all-optical photonic time-stretcher (TiSER) system, which captures optical signals directly, eliminating the bandwidth limitation imposed by optical-to-electrical (O/E) and electrical-to-optical (E/O) conversions [46]. This approach maps the signal under test onto a chirped optical carrier using four-wave mixing (FWM) in a highly nonlinear fiber.

4.1 Introduction

Over the last decades, FWM has formed the basis for a class of versatile parametric devices enabling amplification and regeneration [67, 68, 69, 70], frequency conversion [69, 71], phase conjugation [72, 73], and optical sampling [74]. The all-optical time-stretch digitizer uses ultrafast FWM between a pre-chirped, broadband pump pulse and a wide-band optical signal. The resulting idler is a chirped broadband pulse on top of which is modulated the amplitude and phase of the wide-band optical signal. The modulated chirped idler is then stretched in time before detection, so that the signal can be recorded using a low-bandwidth photo-detector and electronic analog-to-digital converter. Another technique that achieves real-time full-field measurement of ultrafast optical waveforms was demonstrated by Fontaine et al. [75]. This method is able to measure the amplitude and phase of an optical signal by performing parallel coherent detection on spectral slices.
Figure 4.1: Conceptual diagram for our all-optical time-stretch technique, replacing an electro-optic modulator with a four-wave mixing process in the photonic time-stretch.

Our proposed technique, based on photonic time-stretch, should not be confused with the time-lens technique [76, 77, 78]. The two techniques are different in nature and in origin, and their differences have been previously documented [36, 79]. The time-lens is an elegant technique that constructs the temporal equivalent of a classical lens. Hence, an equivalent lens equation needs to be satisfied. It is suited for slowing down optical pulses. Photonic time-stretch is a dispersive (analog) communication link [79]. In contrast to the time lens, it does not require the input signal to be dispersed. It was originally developed for boosting the speed of electronic ADCs by slowing down the electrical waveforms before the electronic quantizer [35, 34, 36]. Due to the lack of wide-band and low loss electrical dispersive elements, the time lens is not suited for this application. In addition, in its original version for capturing electrical signals, photonic time-stretch has been extended to continuous-time operation [80, 36], a feat that is required when comparing against all-electronic ADCs. The present demonstration attempts to create an all-optical equivalent of the time-stretch technique, where it can be noted that the input signal is not dispersed.

4.2 Principle of Operation

To replace the electro-optic modulation to all-optical modulation in the input stage of TiSER, we employ a broadband optical pulse source as the pump for FWM. The ultrafast optical data (signal to be digitized) then represents the signal in the FWM process. The pump is pre-chirped to map wavelengths into time (i.e., wavelength-to-time mapping). This
can be realized by using a mode-locked laser (MLL) followed by a dispersive medium such as dispersion compensating fiber (DCF). The all-optical TiSER technique also employs a medium with a large nonlinear index such as highly nonlinear fiber (HNLF) to perform mixing. The HNLF is a particularly well-suited medium for this purpose, since it offers low-loss propagation and precise dispersion tailoring. From the spectral-domain point-of-view, the signal mixes with the pre-chirped broadband pump, generating a broadband chirped idler that contains information of the signal (Fig. 4.2a).

From the time-domain point-of-view, at each time instant, a wavelength of the pre-chirped broadband pump mixes with the signal, creating a modulated idler that is chirped (Fig. 4.2b). The dispersion profile of the nonlinear medium is engineered such that the zero-dispersion wavelength (ZDW) lies near the pump wavelengths, and the slope is close to zero within the signal and pump bands. This ensures maximal phase matching, and nearly no walk-off, while mixing occurs. In other words, one-to-one mapping of the signal waveform onto wavelength of the pre-chirped pump is achieved. The modulated chirped idler is then extracted and time-stretched using another dispersive medium, e.g., dispersion compensating fiber (DCF). A photo-detector converts this time-stretched optical signal to electrical domain and the resultant signal is hence a stretched replica of the original optical data signal with much reduced analog bandwidth. An electronic analog-to-digital converter that would normally be too slow can now be used to digitize the electrical signal.
Figure 4.2: (a) Spectral-domain representation. The ultrafast optical data signal ($f_s$) mixes with the broadband pulsed pump ($\Delta f_p = f_{p1} - f_{p2}$) via four-wave mixing (FWM). (b) Time-domain representation. At each time instant along the signal, a wavelength of the pre-chirped broadband pump mixes with the signal at that time instant, creating a chirped modulated idler. The idler is then time-stretched to reduce the analog bandwidth of the optical data signal.

In the case of degenerate FWM process employed here, the idler frequency ($f_i$) can be expressed in terms of pump ($f_p$) and signal ($f_s$) wavelengths,

$$f_i = 2f_p - f_2$$  \hspace{1cm} (4.1)

Assuming that the signals optical bandwidth is negligible compared with the pump and idler bandwidths, the idler bandwidth can be written as

$$\Delta f_i = f_{i1} - f_{i2} = 2(f_{p1} - f_{p2}) = 2\Delta f_p$$  \hspace{1cm} (4.2)
where \( f_{i1}, f_{i2}, f_{p1}, \) and \( f_{p2} \) are as noted in Figure (4.2a), and \( \Delta f_p \) is the pump bandwidth. As evident from Equation (4.2), the idler bandwidth \( (\Delta f_i) \) is at least twice larger than the pump bandwidth \( (\Delta f_p) \). The effect has been also reported by Inoue [71] that a frequency displacement of mixing signals leads to twice the frequency shift of the mixing product. In TiSER, the time-stretch factor (\( S \)) is determined by,

\[
S = 1 + \frac{D_2 \Delta \lambda_2}{D_1 \Delta \lambda_1}
\]

(4.3)

where \( D_1 \) and \( D_2 \) are the dispersion values of the first and second dispersive media, while \( \Delta \lambda_1 \) and \( \Delta \lambda_2 \) are the optical bandwidths before and after modulation. In case of conventional TiSER [34, 36, 35], Equation (4.3) simplifies to \( S = 1 + D_2/D_1 \), since the optical bandwidths before and after modulation are constant. However, in case of all-optical TiSER, \( \Delta \lambda_1 \) and \( \Delta \lambda_2 \) are not the same, and are proportional to \( \Delta f_p \) and \( \Delta f_i \), respectively. This implies that \( S \) is increased (by a factor of \( >2 \)) compared with conventional TiSER. As will be discussed later in this chapter, the increase in optical bandwidth also appears to be useful in improving the bandwidth limitation due to dispersion penalty.

### 4.3 Prototype System

We constructed a prototype system illustrated in Figure (4.3). A mode-locked laser (MLL) followed by an optical bandpass filter was used to generate an optical pulse train with \( \sim 7 \) nm bandwidth centered at 1565 nm and a pulse repetition rate of \( \sim 37 \) MHz. The optical pulses were dispersed in time using a spool of dispersive fiber (dispersion value of \(-41 \) ps/nm) to enable wavelength-to-time mapping. The average power of the pulse train was set to 20.8 dBm using a combination of an Erbium-doped fiber amplifier (EDFA) and a variable optical attenuator (VOA). Hence, the obtained pulses had \( \sim 280 \)-ps time-width, offering real-time burst sampling (RBS) over repetitive intervals that can span several sequential bits (for 40-Gb/s data). Another optical bandpass filter was used to suppress the amplified spontaneous emission (ASE) noise. The pre-chirped broadband pulse train was then fed into the FWM modulator unit as shown in Figure (4.3). The FWM modulator consists of a WDM coupler to combine the pump and signal and a \( \sim 20 \)-m long segment of HNLF.
with 1556-nm ZDW and 0.0191 ps/(km·nm²) dispersion slope. The output was monitored through a 1% tap on an optical spectrum analyzer (OSA).

The resulting chirped idler containing the optical data signal is picked off by a WDM and is sent to another spool of dispersive fiber (dispersion value of -1105 ps/nm) achieving a stretch factor of ~ 54. It is at this stage that the optical data signal is stretched in time and its analog bandwidth is significantly reduced. At the photo-detector, the stretched optical signal is converted to the electrical domain. A commercial digitizer (Tektronix DPO72004) with 20-GHz analog bandwidth and 50-GS/s sampling rate is used to digitize the time-stretched signals. Since the oscilloscope vastly over samples the signal, we used a digital low-pass filter, with 1.5 GHz cut-off frequency, to filter out higher frequency noise.
To evaluate the performance of the all-optical time-stretch digitizer, we implemented a 40-Gb/s non-return-to-zero (NRZ) on-off keying (OOK) signal transmitter as shown in Figure (4.4). This transmitter consists of a continuous-wave laser (1579nm) and >40 GHz Mach-Zehnder modulator driven by a 40-Gb/s pseudo-random bit stream (PRBS) source. An EDFA and a VOA are used to obtain the desired power level (14.2 dBm) at the output. The 40-Gb/s optical data signal is captured by the all-optical time-stretch digitizer. Real-time segments of the optical data signal spanning 8-10 sequential bits are captured every
27 ns (repetition rate of the mode-locked laser is \(\sim 37 \text{ MHz}\)) at an effective sampling rate of 1.25 TS/s as shown in Figure (4.5a). Using these segments, the original signal was reconstructed in equivalent-time mode (Fig. 4.5b).

Figure 4.4: Detailed schematic of the 40-Gb/s non-return-to-zero (NRZ) on-off-keying (OOK) signal transmitter. This unit was implemented to evaluate the performance of the all-optical time-stretch pre-processor. CW: Continuous wave; PC: Polarization controller; EDFA: Erbium-doped fiber amplifier; VOA: Variable optical attenuator; PRBS: Pseudo-random bit stream source.

Figure 4.5: 40-Gb/s non-return-to-zero (NRZ) on-off-keying (OOK) data. (a) Two real-time segments of 40-Gb/s data captured at an effective sampling rate of 1.25 TS/s. (b) Eye-diagram of 40-Gb/s constructed from real-time segments in equivalent-time mode.
4.4 Dispersion Penalty and its Mitigation Using Single-Sideband Filtering

In conventional TiSER, when double-sideband modulation (DSB) is used to encode RF signals onto the optical pre-chirped carrier, a frequency-fading phenomenon due to dispersion occurs [36]. This is due to the fact that dispersion introduces different phase shifts in sidebands and leads to constructive/destructive interference beating of the sidebands with the carrier at the photodetector. This effect is illustrated in Figure (4.6a). The 3-dB RF bandwidth of TiSER that is limited: \[ \Delta f_{RF} \approx \left[ \frac{1}{8\pi |\beta_2| L_1} \right]^{1/2} , \] where \( \beta_2 \) is the GVD parameter.

Figure 4.6: (a) If the optical data signal is double-sideband modulated, the sidebands beat with carrier and result in interference at the photo-detector. (b) Dispersion penalty in an all-optical time-stretch digitizer with an initial dispersion of -150 ps/nm. Note that we intentionally increased the initial dispersion to shift the bandwidth roll-off into the measurable range of our equipment. When double-sideband (DSB) modulation is used, the measured penalty (blue curve) that is in good agreement with theoretical prediction (green solid curve). By employing single-sideband technique, the dispersion penalty is completely mitigated (red curve). (c) Single-sideband modulation is implemented by suppressing one of the sidebands of the optical data signal. An optical bandpass filter can be used for this purpose.
Similar phenomenon is observed in all-optical TiSER. Since the optical data signal is a double-sideband modulated signal, the resultant idler is also double-sideband modulated. Therefore, the idler sidebands undergo different linear and nonlinear phase shifts, resulting in power penalty at the photo-detector. Advantageously, the increase in optical bandwidth (discussed in Section 4.2) through FWM increases the stretch factor by a factor of two, thereby reducing the dispersion fading phenomenon. The dispersion penalty 3-dB bandwidth is approximately increased by two, compared with conventional TiSER. To observe this effect and characterize the system, we intentionally increased the initial dispersion to shift the bandwidth roll-off into the measurable range of our equipment. In order to characterize the system, we implemented an optical signal generator similar to Figure (4.4) with an RF synthesizer instead of a 40-Gb/s PRBS source. The RF synthesizer was swept from 5 GHz to 45 GHz. Figure (4.6b) shows the measured dispersion penalty (blue curve) and theoretical calculation (green solid curve) for an all-optical time-stretch pre-processor with initial dispersion of -150 ps/nm. This measurement is in good agreement with theoretical calculation shown in the same plot. Note that the theoretical calculation does not consider nonlinear phase shift as explained in Reference [81]. The slight mismatch between the theoretical prediction and measurement comes from the fact that nonlinear phase shift in the fibers shifts the null frequency of dispersion penalty curve toward lower frequencies as evident from Figure (4.6b). Also, note that the 3-dB bandwidth limitation for the demonstration in Section 4.3 was >40 GHz, which is more than sufficient for capturing a 40-Gb/s NRZ-OOK signal.

In TiSER, single-sideband modulation [43] successfully eliminates the bandwidth limitation due dispersion penalty. Our all-optical time-stretch pre-processor behaves in the same way. Hence, we adapt this technique to our proposed system by converting optical data modulation format from double-sideband modulation (DSB) to single-sideband modulation (SSB) before the four-wave mixing modulation. This can be performed by using an optical bandpass filter to suppress one of the optical sidebands as illustrated in Figure (4.6c). In order to demonstrate mitigation of dispersion penalty using SSB modulation conversion, we used a programmable optical processor (Finisar, WaveShaper 1000) to implement a desired
filter profile. An optical signal transmitter (similar to Fig. 4.4) with an RF synthesizer sweeping from 5 GHz to 45 GHz was also used. Figure (4.6b) shows the measured dispersion penalty curve (red curve) for all-optical TiSER with initial dispersion of -150 ps/nm with SSB filtering. The result shows the complete mitigation of the dispersion penalty null frequency by converting the optical data signal to SSB format.

4.5 Conclusion

To summarize, I have proposed and demonstrated in this chapter an all-optical time-stretch digitizer for direct capture of ultrafast optical data signals. This was achieved by integrating all optical modulation into the time stretch digitizer. As a proof-of-concept prototype, I captured 40-Gb/s non-return-to-zero (NRZ) on-off keying (OOK) data. I also presented the effects of the power penalty due to dispersion and provided a solution using all-optical single-sideband modulation to mitigate this limitation.
CHAPTER 5

Coherent Time-Stretch Transformation

Time stretch transformation of wideband waveforms boosts the performance of analog-to-digital converters and digital signal processors by slowing down analog electrical signals before digitization. The transform is based on dispersive Fourier transformation implemented in the optical domain. A coherent receiver would be ideal for capturing the time-stretched optical signal. Coherent receivers offer improved sensitivity, allow for digital cancellation of dispersion-induced impairments and optical nonlinearities, and enable decoding of phase-modulated optical data formats. Because time-stretch uses a chirped broadband (>1 THz) optical carrier, a new coherent detection technique is required. In this chapter, I introduce and demonstrate coherent time stretch transformation; a technique that combines dispersive Fourier transform with optically broadband coherent detection [82].

5.1 Introduction

Photonic time-stretch analog-to-digital conversion (TSADC) extends the bandwidth and resolution of ADCs beyond the state-of-the-art by slowing down analog electrical signals before digitization[35, 34, 36, 37]. At the back-end, the slowed down signals can be captured by ADCs running significantly slower than the original Nyquist rate, and at a higher bit depth and resolution. Stretching further reduces the effective aperture jitter, and avoids channel mismatches inherent in sample interleaving architectures[33]. Previous implementations of TSADC have demonstrated record setting signal-to-noise ratio (SNR) of 45 dB and spurious free dynamic range (SFDR) of 52 dB over 10 GHz analog noise bandwidth[38]. The TSADC uses a linearly chirped broadband optical pulse train as a carrier, upon which
is modulated an analog radio-frequency (RF) signal of interest. Large chromatic dispersion further chirps the optical pulses, separating the spectral components and simultaneously stretching the modulated RF signal in time. The ratio of the optical pulse widths after and before the final dispersion determines the total stretch factor. Stretch factors of up to 250 have previously been demonstrated[39].

In optical communication links, two detection schemes can be employed: direct detection and coherent detection [83]. In direct detection, a photodetector (PD) captures an optical signal and the energy, proportional to the amplitude squared of the electric field, is converted to a current. Direct detection is the most straightforward receiver system and has been exclusively employed in TSADC thus far. Along with simplicity, however, come drawbacks. All phase information of the signal is lost, the non-linear squaring of the electric field leads to high-harmonic distortion, and the output signal lies at baseband where it is susceptible to interference from low frequency noise. In coherent detection receivers, the optical signal is mixed with a reference beam, termed the local oscillator (LO), before detection. The LO is designed to be stable and at a higher power than the signal. Upon squaring at the PD, a cross term is generated which is proportional to the linear electric field of the signal and LO. Although more complicated to implement, coherent detection offers many advantages over direct detection. High-harmonic distortion due to squaring is avoided, amplitude and phase information can be extracted, the cross term can be upshifted away from low frequency noise, and the signal is effectively amplified by the strength of the LO. All of these benefits result in a receiver with up to 20 dB greater sensitivity [84]. Finally, with coherent detection, advanced phase and amplitude modulation schemes with high spectral efficiency and robustness to distortions can be employed [85]. For all of these reasons, coherent detection has become the universal standard in modern lightwave communications.

When considering coherent detection for TSADC, a unique challenge arises because of the chirped broadband optical carrier. Here we introduce the coherent dispersive Fourier transform (cDFT), an extension of the optical dispersive Fourier transform (ODFT) [60, 86], which for the first time enables coherent detection in the TSADC. In cDFT, we interfere
two chirped broadband optical pulses, one carrying the time-stretched RF signal and the other acting as an LO. A beat frequency is generated from the interference, from which we can recover the full optical phase and amplitude of the modulated signal. The full coherent TSADC (cTSADC) system promises to significantly improve bandwidth and resolution, as well as reduce power consumption. Additionally, when used in all-optical TSADC [46], this technique will enable time-stretching of advanced phase and amplitude modulated optical signals. As a proof-of-principle illustration, we have built a fully functioning prototype system, with an RF bandwidth of greater than 30 GHz (limited by the intensity modulator), and with a stretch factor of 24. Utilizing the information of the full complex electric field, we also achieve digital dispersion compensation across the full bandwidth of the system, and employ it in equalization of a time-stretched 40 Gbps data signal.

5.2 Coherent Detection

In conventional coherent detection systems, a stable continuous wave (CW) LO reference beam mixes with the signal of interest. We can represent the signal and LO electric fields in the time domain as $E_{\text{sig}}(t) \exp(i\omega_{\text{sig}}t)$ and $E_{\text{LO}} \exp(i\omega_{\text{LO}}t)$ respectively, where $E_{\text{sig}}(t)$ is the time domain signal carrying information, $E_{\text{LO}}$ is the approximately time independent electric field amplitude of the LO source, and $\omega_{\text{sig}}$ and $\omega_{\text{LO}}$ are the optical carrier frequencies. The optical intensity, converted to a current signal at the PD, is proportional to the amplitude squared of the sum of the electric fields

$$I(t) \propto |E_{\text{sig}}(t)|^2 + |E_{\text{LO}}|^2 \pm \Re\{E_{\text{sig}}(t)E_{\text{LO}}^* \exp(i\omega_{\text{IF}}t)\}$$

where $\omega_{\text{IF}} = \omega_{\text{sig}} - \omega_{\text{LO}}$ is the intermediate frequency (IF), and the asterisk signifies complex conjugation, with all electric fields assumed to be complex in general. The last term on the right is the cross term of interest, which scales linearly with the signal and LO electric fields, and which is upshifted to the IF. In homodyne detection, the signal and LO operate at the same frequency so the IF cancels to zero, leaving only phase offsets. In heterodyne detection the signal and LO operate at different optical frequencies, and the IF is some finite RF frequency given by the difference of the two. The plus and minus signs in front
of the cross term represent the complementary outputs of a $2 \times 2$ interferometric mixer. Balanced detection is achieved by subtracting the two complementary outputs, leaving only the cross term.

Coherent detection offers many advantages over direct detection. With a sufficiently well characterized LO beam, the phase and amplitude of the signal electric field $E_{\text{sig}}(t)$ can be determined in DSP. This capability has spurred the recent advances in coherent lightwave technology, in which phase and amplitude modulated signal formats are employed for improved spectral efficiency and robustness to impairments [85]. With the full complex field information, digital back propagation can be used to mitigate distortions from chromatic dispersion, non-linear amplitude modulation, and optical nonlinearities [87, 88, 89]. In heterodyne detection systems, the cross term is upshifted away from low frequency noise, allowing for improved resolution. Finally, with a high power LO, the signal is effectively amplified upon interference resulting in a mixing gain, which boosts the signal above the thermal noise limit without the need for additional amplifiers.

5.3 Coherent Dispersive Fourier Transform

Developing a coherent detection system for TSADC poses a unique challenge. Unlike in conventional optical communication links, which use a narrow band CW beam as the carrier, the TSADC system uses a broadband, chirped optical pulse to carry the information. If we mix a broadband, chirped pulse with a narrowband LO, the IF of the mixing term will be chirped and span the full optical bandwidth of the pulse (> 1 THz). The resulting bandwidth of the heterodyne signal will extend beyond the detection bandwidth of the backend PD and electronics.

To overcome this obstacle, we have developed the cDFT. We use as the LO a second broadband chirped optical pulse, which is an unmodulated copy of the carrier pulse. When the two chirped optical pulses, relatively delayed with respect to each other, are mixed, the optical signals interfering at each point in time are offset by a constant frequency, resulting in a chirp-free IF modulation along the optical pulse (see . 5.1). The phase and amplitude
of the modulated time-stretched RF signal are encoded in the IF modulation, similar to in heterodyne detection, and can be recovered by adapting standard analog and digital techniques from coherent lightwave communications.

After dispersion, the electric field of each pulse is given by

\[ E(t) = \frac{1}{2\pi} \int \tilde{E}_0(\omega) \exp \left[ i \left( \frac{1}{2} \beta_2 L \omega^2 - \omega t \right) \right] d\omega. \]

For large dispersion, that is \( \lim_{\beta_2 L \to \infty} \), we can exercise the stationary phase approximation (Eq (2.22)), and the electric field in Eq.(5.2) is given by

\[ \lim_{\beta_2 L \to \infty} E(t) = \frac{1}{2\pi} \sqrt{2\pi i} \beta_2 L \exp \left[ -i t^2 \beta_2 L \right] \tilde{E}_0 \left( \frac{t}{\beta_2 L} \right). \]

Typically it is only the amplitude of the electric field which has relevance, and the time-dependent phase is ignored, with the ODFT typically described as \( |E(t)| \propto |\tilde{E}_0 \left( \frac{t}{\beta_2 L} \right)| \) after large dispersion.

When two chirped optical pulses, which are relatively delayed with respect to each other, interfere at a photodetector, the resulting signal is given by

\[ I_{PD} \propto |E_{sig}(t) \exp \left[ -i \frac{t^2}{2\beta_2 L} \right] \pm E_{LO}(t + \tau) \exp \left[ -i \frac{(t + \tau)^2}{2\beta_2 L} \right]|^2 \]
\[ \propto |E_{sig}(t)|^2 + |E_{LO}(t + \tau)|^2 \]
\[ \pm Re \left\{ E_{sig}(t) E_{LO}^*(t + \tau) \exp \left[ i \left( \frac{\tau}{\beta_2 L} t + \frac{\tau^2}{2\beta_2 L} \right) \right] \right\}. \]

Assigning \( \omega_{IF} \equiv \tau / \beta_2 L \) we see that the cross term is given by

\[ Re \left\{ E_{sig}(t) E_{LO}^*(t + \tau) \exp \left[ i \left( \omega_{IF} t + \frac{\tau^2}{2\beta_2 L} \right) \right] \right\}. \]

The cross term is upshifted by a constant intermediate frequency \( \omega_{IF} \), analogous to heterodyne detection.

Noting that \( \tau \) is very small in comparison to \( \sqrt{\beta_2 L} \), and relative to the total pulse width after dispersion (\( \sim 10 \) ns), the time delay \( \tau \) (\(< 50 \) ps) is negligible. Additionally, the
resolution of the ODFT[61] is insufficient to resolve spectral components on that scale. With this in mind, we can ignore \( \tau \) in Eq. (5.5) and the cross term is proportional to

\[
\text{Re} \left\{ E_{\text{sig}}(t) E^*_{\text{LO}}(t) \exp \left[ i \omega_{\text{IF}} t \right] \right\}.
\] (5.6)

The cDFT technique can be made clearer by noting the similarity with Fourier transform spectral interferometry [90]. Indeed, cDFT is a single-shot spectral interferometer mapped to the time-domain via the ODFT. In conventional spectral interferometry, two optical pulses, relatively delayed, are mixed and the optical spectrum is measured. In the simplest case, one pulse is a well-characterized LO pulse, with the goal being to ascertain the spectral amplitude and phase of the electric field of the second pulse. The optical spectral intensity measured is proportional to

\[
I(\omega) \propto \left| \tilde{E}_{\text{sig}}(\omega) \right|^2 + \left| \tilde{E}_{\text{LO}}(\omega) \right|^2 \pm \text{Re}\{ \tilde{E}_{\text{sig}}(\omega) \tilde{E}^*_{\text{LO}}(\omega) \exp(i\omega_{\text{IF}} \tau) \} \] (5.7)

where \( \tau \) is the relative time delay and \( \omega \) the optical frequency. The similarities between Eq.(5.1) and Eq(5.7) can be seen, the crucial difference being that Eq.(5.1) is a time-domain signal and Eq.(5.7) is a frequency domain signal. The cross term of Eq. (5.7) is proportional to the signal and LO electric fields, and upshifted by an IF. If the LO spectrum is known, the phase and amplitude of the signal electric field can be determined.
Figure 5.1: Mixing of relatively delayed chirped optical pulses results in a beat frequency in the time-domain. In (a) we illustrate the linear chirp of each pulse by a straight line on a frequency vs. time plot. The signal and LO pulses are delayed with respect to each other, resulting in interference of spectral components offset by a constant intermediate frequency, $\omega_{IF}$. (b) The interference results in a sinusoidal modulation along the optical pulse. If the signal pulse is modulated with an RF signal, the amplitude and phase information is encoded in the IF modulation, analogous to a coherent heterodyne signal.

In cDFT, the mixed signal is not detected by an optical spectrum analyzer, but is instead dispersed and captured with a single pixel PD. The large dispersion performs an ODFT, mapping the optical spectrum into the time domain via $\omega \rightarrow t/\beta_2 L$, where $\beta_2$ is the dispersion parameter and $L$ is the length of the fiber [61]. The complex exponential multiplying the cross term of Eq. (5.7) is transformed to

$$\exp(i\omega_\tau) \rightarrow \exp\left[i \left(\frac{t}{\beta_2 L}\right) \tau\right] \equiv \exp(i\omega_{IF} t) \quad (5.8)$$

with $\omega_{IF} = \tau/\beta_2 L$, the IF frequency of the now time domain signal. The optical spectra of the signal and LO pulses are also transformed into time-domain traces. Advantageously, the IF can be adjusted, even for a fixed dispersion, simply by controlling the relative time-delay $\tau$. An example of a time-stretch pulse exhibiting an IF of 4 GHz, corresponding to a $\tau$ of 35 ps, is shown in Fig. 5.2a, and the IFs for various time delays are plotted in Fig. 5.2b. A linear fit is well matched to the data, with a slope indicating a dispersion of 1090
ps/nm, in good agreement with the dispersion used.

Figure 5.2: Interference of two broadband, chirped optical pulses results in an intermediate beat frequency along the pulse. (a) In this example, a time delay of 36 ps between the two pulses results in an intermediate frequency of 4 GHz. (b) We characterized the intermediate frequency for a range of relative delays. The measured dispersion of 1090 ps/nm, calculated from the slope, is in agreement with the dispersive fibers used.

In the cTSADC system, the LO pulse is an unmodulated copy of the signal pulse, and it is the RF time-stretched signal that is being characterized, not the inherent phase and amplitude of the carrier pulse electric field. The signal and LO spectral profiles from Eq. (5.7), after ODFT can be written as

$$\tilde{E}_{LO}(\omega) \rightarrow E_{env}(t), \tilde{E}_{sig}(\omega) \rightarrow E_{env}(t)E_{RF}(t)$$

(5.9)

where $E_{RF}(t)$ is the time-stretched RF signal, and $E_{env}(t)$ is the optical spectrum of the original broadband pulse mapped to the time-domain. Here again, as in Eq. (5.6) we are ignoring $\tau$. After balanced detection, the signal is proportional to the cross term of Eq. (5.7), with the substitutions of Eq.(5.8) and Eq.(5.9),

$$I_{BD} \propto |E_{env}(t)|^2 Re \{E_{RF}(t) \exp(i\omega_{IF}t)\}$$

(5.10)

The task, finally, is to characterize the envelope trace and to employ coherent lightwave
communication processing techniques to recover the full phase and amplitude information of the linear time-stretched RF signal.

### 5.4 Experimental Setup

We implemented an optical fiber based cTSADC prototype system (Fig. 5.3). An Erbium doped fiber mode locked laser (MLL) generates a 37MHz optical pulse train, which is band-pass filtered around 1570 nm to 10 nm 3 dB bandwidth. We pre-chirp the pulse train using a dispersive fiber of 45 ps/nm dispersive parameter, stretching the pulses to 450 ps width. An erbium doped fiber amplifier (EDFA) amplifies the pre-chirped pulse train to 20 dBm average power before a $1 \times 2$ splitter separates the pulses into signal and LO. The signal pulses are sent to a Mach-Zehnder modulator (MZM), which modulates the RF signal on top. The LO is sent through a variable optical attenuator (VOA), which matches the insertion loss of the MZM ($\sim 7$ dB). It is important to match the powers of the signal and LO pulses at the receiver to maximize modulation depth of the interference fringes and to ensure the IF amplitude spans the full scale of the back end ADC. The two pulse trains are counter-propagated through a second dispersive fiber of 1045 ps/nm dispersion imparting a total stretch factor of 24. Optical circulators (OC) at each end of the dispersive fiber direct the pulses into and out of the dispersive fiber accordingly. A delay line in one of the arms adds the relative time delay $\tau$. In this demonstration we used a delay of 47 ps for an IF of 5.3 GHz. The signal and LO pulses are mixed in a $2 \times 2$ coupler, the two outputs being complementary. The polarizations of the two optical beams are aligned using a fiber coupled polarization controller in one of the arms (not shown in Fig. 5.3). In lieu of a balanced detector (BD), we delay the complementary output pulses, staggering them in time, before combining and sending to a single pixel PD. The complementary pulses are realigned and subtracted digitally. If subtraction of complementary outputs were carried out before digitization, matching of signal and LO optical power would not be necessary and mixing gain could be achieved. Average power reaching the PD is approximately -6 dBm. A trans-impedance amplifier integrated on the PD amplifies the photocurrent, which
is then digitized by a 50 GSps, 16 GHz ADC. All patch chords are single mode fiber of total length less than 10m and negligible dispersion (17 ps/nm-km).

Figure 5.3: Schematic of the optical portion of the cTSADC system. After photo-detection the time-stretched analog signal is digitized and processed digitally. In this demonstration, balanced detection was performed using a single PD, with the complementary pulses delayed in time to avoid overlap. Subtraction was performed digitally. D1: first dispersive fiber, D2: second dispersive fiber, OBPF: optical band-pass filter, VDL: variable delay line

5.5 Digital Signal Processing

DSP is implemented in MATLAB[91] to subtract the complementary outputs, down-convert the IF signal, divide out the spectral envelope, and recover the full amplitude and phase information of the time-stretched RF signal. Balanced detection is performed digitally by capturing both complementary outputs from the 2×2 interferometer in a single PD. The complementary outputs are aligned and subtracted, removing the common mode DC portion of the optical pulses (see Fig.5.4). The subtracted signal is band-pass filtered around the IF to remove out of band noise, in particular 1/f noise at lower frequencies. We perform a discrete Hilbert transform on each pulse, extract the instantaneous frequency of the IF signal and average over 1000 pulses[92]. We then down convert the upshifted signal to baseband. Because the RF time-stretched signal is AC coupled and uncorrelated with the laser pulses, averaging of the 1000 pulses leaves only the background envelope. We
divide out the background from each pulse to recover the full complex electric field of the modulated RF signal. With the knowledge of the linear complex electric field, steps can be taken in the digital domain to remove distortions from non-linear amplitude modulation, parasitic dispersive effects, and optical non-linearities.

Figure 5.4: We capture both outputs of the $2 \times 2$ interferometer and perform subtraction digitally. (a) The complementary outputs (blue and red) are aligned. (b) After subtraction the common mode signal is rejected, and the complementary portions are added, resulting in higher SNR.

5.6 Dispersion Compensation

As an illustration of the power of cTSADC, we digitally equalize the parasitic dispersion penalty. Dispersion acts by imparting a phase quadratic with optical frequency, i.e. $\exp(i\beta_2 L \omega^2/2)$ [67]. In an optical communication link using double sideband modulation and direct detection, this dispersion induced phase leads to an intensity transfer function proportional to $\cos(i\beta_2 L \omega^2_{RF}/2)$, limiting the bandwidth of the system [42] Conceptually one can understand this intensity attenuation as arising from destructive interference of the two sidebands modulated about the carrier, which accrue different dispersion induced phase shifts because of their different optical frequencies.

In TSADC, dispersion is exploited to our advantage, to map the optical spectrum into time and stretch the RF modulated signal. However, the parasitic dispersive effect still
manifests itself, though with an attenuated dispersion induced phase,

$$\exp \left( i \frac{\beta_2 L_2 \omega^2}{2M} \right)$$  \hspace{1cm} (5.11)

where M is the stretch factor, and $L_2$ the length of the second dispersive fiber [36]. Two methods exist which allow TSADC to overcome this bandwidth limiting dispersion penalty: one employs single side-band modulation to avoid the interference at the detector [36, 43] and the second, termed phase diversity, uses maximum ratio combining of two outputs from a MZM, which have inherently complementary transfer functions [44]. However, there is as yet no general technique to mitigate the dispersion penalty for an arbitrarily modulated input. Additionally, with all-optical TSADC, for which the dispersion penalty is the only bandwidth limitation, the above techniques are not always applicable and a more general technique is required.
Figure 5.5: With direct detection, parasitic dispersion results in transfer function nulls, limiting the bandwidth. In coherent detection we can recover the full complex field, allowing for equalization of the dispersion penalty and a flat transfer function. The roll off at higher frequencies is due to limitations of the intensity modulator. Plotted along with the raw data is a sinusoidal model function fit to the un-equalized direct detection transfer function. The dispersion-induced phase was calculated from Eq. 5.11 and the additional chirp parameter was estimated from non-linear regression.
Figure 5.6: Conceptually, the dispersion induced phase acts to rotate the electric field in the complex plane. Each frequency component experiences a different rotation, dependent on the square of the frequency. The total power of the RF signal remains constant, but the balance of power between real-part (blue) and imaginary-part (red) shifts depending on the frequency. Equalization inverts the frequency dependent phase shift, returning all power back to the real-axis (green). Without coherent detection, the full complex field information is lost, and to linear approximation the recovered RF signal matches the attenuated power of the real-part.
With the full complex optical field captured using cTSADC, we are able to digitally equalize the dispersion induced phase in Eq. (5.11). For each captured pulse we take a 576 point discrete Fourier transform and multiply by the inverse of the exponential in Eq. (5.11). A set of 576 samples (sample rate is 50 GSps) spans 11.5 ns, the approximate pulse width after stretching. We characterized the transfer functions for both conventional direct detection and broadband coherent detection back-ends by capturing and time-stretching single-tone RF signals ranging from 15 GHz to 43 GHz. We performed dispersion compensation on the coherent detection data, and plotted the intensities for each frequency (Fig. 5.5). From Eq.(5.11) we calculate the dispersion induced phase to be 25.6 ps². The z-cut MZM imparted an additional chirp-induced phase to the sinusoidal transfer function, shifting the first dispersion null to a lower frequency and further limiting the RF bandwidth. A non-linear regression estimated the chirp parameter to be 0.61, and this effect was accounted for in the dispersion compensation [93]. Dispersion compensation mitigates the parasitic dispersive effects, boosting the bandwidth of TSADC.

The dispersion induced phase shift acts to rotate the RF signal in the complex plane. Because the dispersion induced phase is frequency dependent, each frequency component of the signal rotates a different amount. Coherent detection recovers the full complex field profile of the RF signal and dispersion compensation inverts the rotation of each frequency component back to the real-axis. With all frequency components aligned, we can recover the original RF signal without distortion. In Fig. 5.6 we illustrate the rotation in the complex plane of each frequency component by plotting the real and imaginary parts of a time-stretched sinusoidal signal at a range of frequencies. With increasing frequency, the amplitude of the real-part decreases as the amplitude of the imaginary part increases, until a null is reached at approximately 32 GHz ($\phi_{DIP} = \pi/2$). The magnitude of the RF signal (real part squared plus imaginary part squared) remains constant. At higher frequencies, the balance of power shifts back to the real-part of the RF signal. The phase relation of the real and imaginary parts shifts 180° after the null at 32 GHz, indicating that $\phi_{DIP} > \pi/2$. To linear approximation, the PD recovers only the real-part of the RF signal, so that the amplitude of the real-part in Fig. 5.6 follows approximately the direct detection transfer
function of Fig. 5.5. In compensating dispersion, we are inverting the phase shift between the real and imaginary parts. In Fig. 5.6 we plot in green the equalized real-portion of the RF signal at each frequency component. Inverting the dispersion induced phase shifts transfers all power of the RF signal to the real-axis, aligning the frequency components and eliminating distortion.

To further demonstrate the dispersion compensation capabilities, we captured a 40 Gbps pseudo-random binary sequence (PRBS) signal and generated eye-diagrams for both direct detection and coherent detection back-ends. The signal out of the PRBS generator is 1 V peak-peak. The 40 Gbps MZM used has a $V\pi \approx 4V$, which required amplification to achieve a reasonable modulation depth. We used a 65 GHz RF amplifier, with 22dBm saturation power, and 9 dB attenuation to boost the PRBS signal to 2.8V. With direct detection, dispersion penalty distorts the eye-diagram due to high-frequency attenuation (Fig. 5.7a). When applying dispersion compensation with the cTSADC system the distortion is mitigated (Fig. 5.7b). As an indication of the increased bandwidth due to dispersion compensation, we recorded improvement in rise/fall times, measured at 10% and 90% levels, from 18.5/19.1 ps to 16.1/15.8 ps.

Figure 5.7: 40 Gbps PRBS data was time-stretched and detected using optical direct detection (a) and broadband coherent detection (b). A dispersion penalty transfer function, characterized in Fig. 5.5, imparts a frequency limitation when using direct detection, which can be equalized digitally using coherent detection. Rise/fall times, measured at 10% and 90% levels, improved from 18.5/19.1 ps to 16.1/15.8 ps upon equalization.
5.7 Conclusion

Photonic TSADC is a powerful technology that boosts the bandwidth and resolution of ADC technology, enabling many advanced applications, such as for military systems, biomedical diagnostics, and telecommunications. In this paper, we demonstrated for the first time a TSADC system with a coherent receiver back-end, which promises to offer to TSADC many of the benefits that coherent detection has brought to modern lightwave communications. In particular, we developed a fully functioning prototype cTSADC system with a stretch factor of 24 and analog bandwidth of > 30 GHz, which captures the full amplitude and phase information of a time-stretched RF signal. Taking advantage of the full field information, we successfully performed digital dispersion compensation, equalizing the bandwidth reducing parasitic dispersive effect. Further studies will develop and characterize improvements in SNR from upshifting the signal away from low frequency noise, avoiding the non-linear distortion from square-law detection, and through implementing additional distortion corrections such as equalization of non-linear modulation. When combined with analog balanced detection, mixing gain can also be exploited to boost the signal power and improve sensitivity without additional optical or electrical amplifiers. Looking further ahead, application of this coherent detection technique in all-optical TSADC will improve the bandwidth, as well as allow it to capture advanced phase and amplitude optical modulation formats. With all of the afforded benefits, we foresee broadband coherent detection to become the standard receiver system for TSADC.
CHAPTER 6

Photonic Time-Stretch Applications

In this chapter I discuss applications of TiSER. A dual-channel TiSER prototype is used to capture 100 Gbps differential quadrature phase shift keyed optical data [47]. TiSER is used for rapid bit-error rate estimation in an optical packet switching network test bed at Columbia University. Finally, I present simulations and discuss the potential for TiSER to be used for instantaneous frequency measurements.

6.1 Performance Monitoring 100 Gbps DQPSK Signal

Optical performance monitoring (OPM) [94, 95, 96] is an important function in self-managed and reconfigurable optical switch networks because it provides invaluable information about mean-time-to-repair and mean-time-to-failure. OPM functionality requires rapid measurement and evaluation of the high-data rate signal quality in a very short time scale. Moreover, the need for efficient use of bandwidth has fueled the use of advanced data modulation formats, such as differential quadrature phase-shift keying (DQPSK), multi-level quadrature amplitude modulation (QAM) [10, 11, 12, 13]. In contrast to the conventional binary signaling where a 1-bit quantizer (limiting amplifier) is sufficient to digitize the data, detection and monitoring of such data formats require analog-to-digital converters (ADC) which are difficult to realize because of the ultra high real-time bandwidth that is required.

The photonic time-stretch analog-to-digital converter (TSADC) [34, 35, 36, 97] is one of the potential solutions for such applications. By extending the bandwidth of electronic converters, it is capable of digitization of continuous ultra-high bandwidth electronic signals
[39] with high resolution [38]. With the use of single sideband modulation [36] or phase diversity [36], the TSADC has no fundamental bandwidth limitation, although in practice the maximum bandwidth is limited by that of the electro-optic modulator. Called time-stretch enhanced recording (TiSER) oscilloscope [40], the single channel version of TSADC has a simple architecture and offers real-time burst sampling (RBS) over repetitive intervals that can span hundreds of sequential bits (for 100 Gbps data). In addition to the RBS capability, it provides much higher sampling throughput than sampling oscilloscopes hence reducing the time for bit error rate characterization [40].

The TiSER oscilloscope has proven its capability of capturing amplitude-modulated signal. However, capture of phase- and amplitude-modulated signals requires simultaneous detection and digitization of in-phase (I) and quadrature-phase (Q) components of the signal in order to enable reconstruction of the original signal in the digital domain. In this letter, we demonstrate the two-RF-channel version of TiSER with differential detection front-end for capturing optical DQPSK signals. We also show signal monitoring of 100-Gb/s RZ-DQPSK data degraded by different channel impairments. This system holds promising capabilities of rapid performance evaluation in high-capacity optical networks employing phase- and amplitude-modulation formats.
Figure 6.1: Conceptual diagram of two-RF-channel time-stretch enhanced recording (TiSER) oscilloscope with differential detection front-end for 100-Gb/s RZ-DQPSK signal monitoring. This scheme provides minimal mismatch between the captured I/Q-data.

The proposed system uses an optical differential detection front-end to demodulate the DQPSK signal into two electrical signals (i.e., denoted by Ch.I and Ch.Q) by means of a pair of one-bit delay-line interferometers and two balanced receivers. Consequently, it performs the RBS on two electrical channels simultaneously. The two-RF-channel TiSER oscilloscope uses only one wavelength-channel to capture both I- and Q- channels. As illustrated in Fig. 6.1, a train of pre-chirped broadband pulses is equally split into two paths (i.e., two channels) and guided through two high-speed intensity modulators. In order to phase-lock the I- and Q- channels, the signal paths from delay-line interferometers to the intensity modulators are tuned so that the corresponding bits of I- and Q- signals are captured at the same time. The modulated pulse trains are delayed with respect to each other and sent through the second dispersive medium for time-stretching. This configuration provides minimal mismatch between the captured I- and Q- signals.

To demonstrate the performance of the two-RF-channel TiSER oscilloscope, we implemented a 100-Gb/s RZ-DQPSK signal transmitter (Fig. 6.2). This transmitter consists of a continuous-wave laser (1552.524 nm), a > 40 GHz nested Mach-Zehnder modulator
driven by two 50 Gb/s pseudo-random binary sequences, and finally a 50% RZ pulse carver to create RZ pulses. Two polarization controllers in front of the modulators are adjusted to maximize the signals output power and extinction ratio. The signal is then boosted by an Er-doped fiber amplifier (EDFA) and sent through tunable chromatic dispersion (CD) and differential-group-delay (DGD) emulators so as to add different distortions onto the signal. Finally, the 100-Gb/s RZ-DQPSK signal is amplified and filtered by means of an EDFA and a 1.2-nm bandpass filter (BPF). Different types of optical impairments such as chromatic dispersion, differential group delay, and optical loss are applied to the optical data through the impairment emulator units (Fig. 2).

![100-Gb/s RZ-DQPSK Transmitter](image)

**Figure 6.2:** Detailed schematic of the 100-Gb/s RZ-DQPSK signal transmitter and optical impairment emulation units. CW: Continuous wave, DGD: Differential group delay, CD: Chromatic dispersion, DL: Delay line, PC: Polarization controller, EDFA: Erbium-doped fiber amplifier, CLK: Clock, BPF: Bandpass filter.

To capture the 100-Gb/s RZ-DQPSK data using the proposed system, we constructed an experimental apparatus as shown in Fig. 6.3. The optical signal to be captured is equally split into two paths and sent to two pairs of 50-GHz delay-line interferometers and 40-GHz balanced receivers (u2t Photonics XPRV2021) for generating I- and Q-data streams. Also, a mode-locked laser generates a pulse train with $\sim 20$ nm bandwidth centered at 1571 nm.
and a pulse repetition rate of $\sim 37$ MHz. The pulses are then pre-chirped using a spool of dispersion compensating fiber (dispersion value of -657 ps/nm). The pulse train is split into two paths and sent to two separate 50 GHz Mach-Zehnder intensity modulators, where the broadband pre-chirped pulses are modulated with I- and Q-data streams. Polarization controllers are used to align the polarizations to the principal axes of the modulators. The modulated pulse trains are delayed with respect to each other, amplified, and sent to the second dispersion compensating fiber (Fig. 3). The dispersion values of the dispersive fibers are chosen such that a stretch factor of $\sim 34$ is achieved. After photodetection, the resultant RF signal is a stretch replica of the original signals with significantly reduced analog bandwidth. A commercial digitizer (Tektronix DPO71604) with 16 GHz analog bandwidth and 50 GSPs sampling rate is used to digitize the time-stretched signals. Note that digital low-pass filtering with cut-off frequency of 2 GHz is also applied to emulate a monolithic commercial ADC.
Figure 6.3: Detailed schematic of the two-RF-channel time-stretch enhanced recording (TiSER) oscilloscope with differential detection front-end. Solid (black) and dashed (red) lines represent optical fibers and electrical cables, respectively. DLI: Delay line interferometer, BRx: Balanced receiver, MZM: Mach-Zehnder modulator, EDFA: Erbium-doped fiber amplifier, MLL: Mode-locked laser, DL: Delay line, BPF: Bandpass filter, PD: Photodetector, ADC: Analog-to-digital converter, PC: Polarization controller, DCF: Dispersion compensating fiber.

The systems time aperture, i.e. the duration of real-time captured segments is found to be $\tau_A = D1 \cdot \Delta \lambda = 400\text{ps}$, where $D1$ (-20 ps/nm) is the dispersion value of the first dispersive fiber and $\Delta \lambda$ (20 nm) is optical bandwidth. As a result, all captured segments consist of 680 sample points that repeat every $\sim 27\text{ ns}$ (repetition rate of the mode-locked laser is $\sim 37\text{ MHz}$). Using these segments, the eye-diagrams of 100 Gb/s data are generated in equivalent time as shown in Fig. 4. Also, since the timings of the pre-chirped pulses and I/Q-data are aligned, the corresponding bits of I- and Q- signals are found to generate the constellation diagrams of the original data (Fig. 6.4). More importantly, the eye and
constellation diagrams shown here are generated from a 400 sec time interval of data, which is three to four orders of magnitude shorter than conventional methods for capturing these diagrams [40]. This means that the performance of the optical channel can be monitored in a very shorter time scale. Moreover, these real-time segments of the DQPSK signal captured by the system provide useful information about the channel and hence, facilitate equalization algorithm development for the optical network.
Figure 6.4: Eye and constellation diagrams for 100-Gb/s RZ-DQPSK data captured by the two-RF-channel TiSER oscilloscope. I/Q diagrams (a)-(c) without any channel impairments, (d)-(f) with 10-dB optical loss, (g)-(i) with differential group delay of 5 ps, (j)-(k) with chromatic dispersion of -20 ps/nm.
In conclusion, we have proposed and demonstrated the two-RF-channel time-stretch enhanced recording oscilloscope with differential detection front-end for 100-Gb/s RZ-DQPSK signal monitoring in high-capacity optical networks. Captured eye and constellation diagrams of 100-Gb/s RZ-DQPSK data undergone different types of channel impairments are shown. This system provides a useful tool for rapid performance monitoring of high rate advanced data modulation formats.

6.2 Real-time Bit-error Rate Estimation

The average rate at which bits in digital data stream are incorrectly interpreted after passing through a communication channel is termed the bit error rate (BER). A certain number of errors can be tolerated through the addition of redundancy into the data sequence and forward error correction (FEC). However, at large enough BER, the redundancy and FEC techniques are insufficient to recover the signal and the data channel can become completely corrupted. It is very important to test the BER of a channel or transmitter before deploying in the field, as well as to monitor the performance once in the field.

There are generally two methods of testing the BER. The BER can be directly measured by sending a known sequence through a channel, detecting it, and counting the number of mismatches between the transmitted and detected sequences. Although this is a true and accurate method for measuring BER, it can take quite a long to gather enough bits before an error is found, especially at low BERs. Accounting for the random Poissonian distribution of errors, to get a reasonable confidence level (CL) (say 95%) for a specific BER ($10^{-12}$), would require 5 minutes of error free detection at 3 Gb/s. When dozens or more links and transmitters need to be tested, this 5 minutes minimum per test can add up and limit productivity. Additionally, the requirement of knowing the data sequence being transmitted makes this direct BER measurement technique unsuitable for the field.

Another method for estimating the BER of a channel involves generating an eye-diagram, fitting approximate Gaussian distributions to the noise broadened zero and one levels, and integrating the overlap region of the two Gaussian distributions. This integral
gives an approximation for the number of errors that would occur, even if no errors were actually detected. Though less precise than a direct measurement, this probabilistic approach requires far fewer data points to give an estimate of the BER. And since it does not require knowledge of the actual data sequence, this probabilistic method can be used in the field for rapid, continuous monitoring of performance.

TiSER is capable of generating eye-diagrams of extremely high-data rate signals, with high-fidelity, and at high-throughputs, making it an excellent candidate for BER measurement and performance monitoring. To demonstrate the capabilities, we integrated the TiSER oscilloscope into a packet switching network test-bed built and operated by the Lightwave Research Laboratory at Columbia University.

6.2.1 Probabilistic BER Estimation

When a digital data stream reaches a receiver, the receiver periodically samples the signal near the center of the bit window (or unit interval (UI)). Based on whether the sampled amplitude is above or below a threshold level near the 50% mark, \( V_D \), the receiver reads the bit as a zero (low) or one (high). The BER is the probability of bit being read incorrectly by the receiver; that is, the probability for a sample in the one level to drop below \( V_D \), \( P_{Err,1} \), plus the probably for a sample in the zero level to rise above \( V_D \), \( P_{Err,0} \): \( BER = P_{Err,1} + P_{Err,0} \). Of course, we are assuming that there are an equal number of ones and zeros in the sequence, which is a fair assumption for most real-world signals.

We can estimate \( P_{Err,1} \) and \( P_{Err,0} \) from the eye diagram of a data sequence, by assuming the amplitude noise on the one and zero levels follow Gaussian probability distributions, \( N(V, [V_1, \sigma_1]) \) and \( N(V, [V_0, \sigma_0]) \), and integrating the portions of the distributions which cross incorrectly below or above the decision threshold, \( V_D \) [98]. That is:

\[
P_{Err,1} = \int_{-\infty}^{V_D} N(V, [V_1, \sigma_1])dV = \frac{1}{2}erfc\left(\frac{V_1 - V_D}{\sigma_1 \sqrt{2}}\right), \tag{6.1}
\]

\[
P_{Err,0} = \int_{V_D}^{\infty} N(V, [V_0, \sigma_0])dV = \frac{1}{2}erfc\left(\frac{V_D - V_0}{\sigma_0 \sqrt{2}}\right), \tag{6.2}
\]

where \( erfc(x) \) is the complementary error function. Although the BER will depend on
the decision level $V_D$, the optimum decision level, resulting in the minimum BER can be derived: $V_D = \frac{\sigma_0 V_1 + \sigma_1 V_0}{\sigma_0 + \sigma_1}$. In this case, the BER is given by:

$$BER = \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} \right)$$  \hspace{1cm} (6.3)

$$Q = \frac{V_1 - V_0}{\sigma_1 + \sigma_0}$$  \hspace{1cm} (6.4)

where the Q-factor is introduced for convenience as it is related to the electrical SNR and uniquely specifies the BER.

I wrote a program in MATLAB, which fits Gaussian profiles to the one and zero levels of an eye diagram and calculates the Q-factor and BER via Eq. (6.3). The UI is first split into 300 slices, and the Q-factor is calculated for each slice. The location of the maximum Q-factor is chosen as the center of the sampling window. For RZ-OOK signals, the standard sampling window for estimating the Q-factor is 20% of the UI, or 60 slices. From this centered 20% sampling window, more precise gaussian distributions are fit, and the final Q-factor and BER are estimated.

An example of the algorithm in practice is illustrated in Figure (6.5). A 40 Gb/s RZ-OOK $2^{15} - 1$ PRBS data sequence was time-stretched by a factor of 24 by a TiSER system, and digitized. From the captured and recovered data, an eye-diagram was generated. The best fit Gaussian distributions for the one and zero levels are plotted next to the eye for illustration. The calculated Q-factor and BER were 4.1 and $10^{-4.8}$ respectively. The dispersive fibers used in this TiSER system were 41 ps/nm and 1024 ps/nm, resulting in a dispersion penalty which distorted the original signal and increased the BER.
Figure 6.5: Eye-diagram of a 40 Gb/s RZ-OOK 2$^{15} − 1$ PRBS signal time-stretched by 24.

### 6.2.2 Integration in Optical Packet Switching Test-bed

The Lightwave Research Laboratory at Columbia University (headed by Dr. Keren Bergman), is performing active research on the future of optical networks. In particular, their goal is to improve the energy efficiency and bandwidths of optical networks to meet the growing demands of internet traffic. Towards this end they have designed a cross-layer communications framework, which will enable greater intelligence and network functionality on the optical layer through the development of a cross-layer optical switching node.

A critical component of this next generation optical network will be the ability to continuously, and rapidly monitor the performance of the optical packets as they are routed through the nodes. TiSER has been targeted as a potential candidate for such OPM applications. TiSER requires considerably less power than conventional oscilloscopes or BER testers (BERTs), because it uses slower, lower performance ADCs at the back-end. It can therefore be reasonably scaled to monitor many nodes across the network simultaneously. Additionally, TiSER boasts a larger throughput than conventional equivalent time oscilloscopes (>2 GB/s vs hundreds of kB/s). TiSER is therefore capable of generating eye-diagrams and estimating BER on individual optical packets of only 10’s of microseconds. This is an important capability, since consecutive optical packets may have been routed
through different nodes in the network, and only TiSER would be able to decipher a single, faulty packet interleaved between faithful packets. Finally, with its real-time capabilities, high-resolution, and low jitter, TiSER captures eye-diagrams with supreme fidelity.

In an experiment performed at Columbia University, we integrated TiSER into the packet-switching network test-bed [48]. The goal was to prove that TiSER could accurately recover eye-diagrams and determine the quality of 40 Gbps optical data packets being routed in the network. The signal consisted of 32 µs wavelength striped optical packets (8 × 40 Gb/s), RZ-OOK 2^{15} − 1 PRBS). An individual wavelength channel (λ = 1538.98 nm) was tapped before the network, detected by a PD, and time-stretched by TiSER. An eye-diagram was generated and BER curve plotted for various optical powers at the PD (Fig. 6.6). The wavelength striped packets were next routed through the optical switching fabric. At the output, the same wavelength channel was tapped, detected, sent through a limiting amplifier, and captured by TiSER. Again, eye-diagrams and BER curves were generated (Fig. 6.6).
Figure 6.6: TiSER was inserted into the packet-switching network test-bed at Columbia University as an optical performance monitor. TiSER successfully generated eye-diagrams and measured BER from 32µs packets of data.

As illustrated, TiSER successfully characterizes the quality of the data before and after routing. Using a commercially available BERT, the BER was found to be error free, verifying TiSER’s results. However, compared to a measurement on the BERT which took several minutes, TiSER was able to determine the same information with 32µs worth of data.

6.3 Instantaneous High-Resolution Wide-band Spectral Sweep

In addition to analyzing wide-band signals in the time domain, TiSER can also be used for characterizing signals in the spectral domain. Because TiSER captures a window of realtime data - unlike an equivalent time oscilloscope - we can take the fast Fourier transform
(FFT) of each captured window to analyze the spectral domain. Additionally, by slowing down signals before digitization, TiSER allows for instantaneous spectral sweeps across an enormous bandwidth, while using an ADC that otherwise would have only been able to capture a small slice of the full spectrum. Other architectures to perform such wide-band, instantaneous spectral sweeps rely on complicated, bulky, energy consuming RF analog electronics.

One time-stretched pulse from TiSER can be considered as making a full spectral sweep. The time for the sweep is the pulse period of the MLL. The spectral resolution after FFT is limited nominally to the inverse of the time-aperture. However, we can use digital signal processing techniques to improve the frequency resolution, if the signal is sparse in the frequency domain.

When performing an FFT on a finite window of data, the frequency resolution is limited. Using a simple rectangular window, if a frequency component of the input signal lies directly on one of the bins of the FFT (that is, the periodicity of the signal is an integer fraction of the window length), the FFT will give an accurate description of the spectrum 6.7(a). However, if the frequency component does not lie on one of the FFT bins, the energy in that signal tone spreads across multiple bins. The resolution of our spectral measurement is reduced 6.7(b). A window function, such as a Hann window, reduces the spectral leakage across so many FFT bins 6.7(c).
(a) When a signal frequency’s periodicity is an integer fraction of the window length, the FFT produces an accurate spectral profile.

(b) When a signal frequency’s periodicity is not an integer fraction of the window length, spectral energy leakage occurs.

(c) Using a Hann window reduces spectral leakage.

A powerful technique, developed by Dr. Asad Madni [99, 100, 101, 102], uses quadratic interpolation in the spectral domain to improve the spectral resolution. If we are interested in finding the frequency of an input data signal, we can look for the peak in the FFT. However, if the frequency does not lie directly on a frequency bin, we will have an error, which could be as bad as one half the frequency bin separation (or $\Delta f = 1/(2T)$), where $T$ is the window duration. If we locate the peak, we can fit a quadratic through the peak and the next adjacent bins 6.7. The peak of the quadratic interpolated function will lie nearer to the true frequency of the original signal. This technique is used in the AN/PSM-40 antenna test set and the Transmission analyzer ®.
Figure 6.7: Using quadratic interpolation and a windowing function, we can improve the spectral resolution of our frequency measurement.

A simulation was performed for TiSER. Assuming actual experimental values from our TiSER prototype: $D_1 = 20$ ps/nm, $D_2 = 941$ ps/nm, and 20 nm of optical bandwidth, we achieve a frequency resolution of $\pm 125$ MHz, over 40 GHz of instantaneous bandwidth with a 37 MHz sweep rate. The Hann window with interpolation improves our spectral resolution ten-fold.
Figure 6.8: TiSER simulation. Over a 40 GHz frequency range, the frequency error was calculated using the peak from the rectangular window and with quadratic interpolation using a Hann window. Simulations indicate ± 125 MHz resolution with a sweep time of 37 MHz.
CHAPTER 7

Time-stretch Accelerated Real-time Digital Signal Processing

In this chapter I discuss our work in developing a real-time backend for TiSER. TiSER captures ultrahigh-bandwidth data at high-throughput, and in conjunction with digital signal processing, recovers the original time-stretched signal. All previous demonstrations of TiSER have implemented digital signal processing in software on a PC. The data transfer to the hard disk and the software processing requires a considerable amount of time. Additionally, since the data must be stored before analysis, the total data handling capacity is limited to the amount of random-access memory directly available to the ADC (typically no more than a few giga-bytes). We have developed a custom digitizer board with an 8-bit 3 GS/s ADC and a FPGA (field programmable gate array), which is capable of real-time processing of time-stretch data as it streams out of the ADC. We successfully developed a hardware description in Verilog to perform all necessary digital processing of the time-stretched data. The full integrated TiSER system reaches an instantaneous real-time processing throughput of 1.5 tera-bits per second (Tbps). As an application for this demonstration, we focused on capturing digital data and generating eye-diagrams for the purposes of real-time performance monitoring. The newly developed real-time electronic back-end described here transforms TiSER from a laboratory demonstration to a valuable real-world tool.
7.1 Introduction

The photonic time-stretcher (TiSER) [34, 35, 36, 37] enables ultra-high throughput and precision capture of wide-band analog signals by slowing them down before digitization. The streaming digital data then must be processed to recover the original analog signal. In all previous demonstrations of TiSER, the data capture and digital processing steps were performed on separate platforms. The digitized data streamed from the analog-to-digital converter (ADC) to a random access memory (RAM) bank, which was typically limited to 2 GB or less, and saved to a local hard disk. The stored data then had to be physically transferred to a work-station (PC) for final processing in software. Such systems, though acceptable for testing the photonic time-stretch front-end, are severely lacking in data handling capacity and latency, and thus inappropriate for most real-world applications. Typical write speeds to hard disks are currently limited to 200 MB/s. At this rate, it takes a minimum of 10 seconds to transfer 2 GB of captured data. The subsequent transfer time to the separate work station can take even longer (USB 2.0 speeds top out at 35 MB/s one way). Finally, the processing speed in software, even with optimized algorithms, is slower than the original data throughput because of the fundamentally serial nature of CPU computing. With such systems, the time between data capture and completed processing can take up to several minutes for only 2 GB of data at a time, presenting a major drop in throughput as compared to the original data stream.

Many real-world applications call for larger data handling capacity and lower latency than the previous implementations of TiSER could provide, as described above. For instance, performance monitoring of digital data in communication networks requires continuous, rapid eye-diagram formation, analysis, and bit-error-rate (BER) estimation, so that corrective measures can be taken with minimal loss of data [103, 94, 96]. In electronic surveillance and counter measures for the military, rapid, wide-band spectral domain sweeps are required in order to respond quickly to attacks [14, 15]. And for high-content screening and rare event detection, such as in cellular biology, it is typically not possible to save the huge amounts of data being analyzed. Instead, events of interest must be detected
in real-time and down selected from obvious background data. The photonic time-stretch pre-processor is fundamentally capable of addressing all these applications, but is currently limited by the electronic back-end bottleneck.

We have developed a TiSER system with an electronic back-end, which combines the digitization and post-processing onto a single physical platform. The digitized data streams directly to a digital processing hardware device, located on the same board, which keeps up with the high-speed data input through massive parallel computing. With such a system, the read/write transfer bottlenecks and software processing latencies are eliminated. The captured time-stretched data can be digitally processed and compressed in real-time, sent directly to a large local RAM bank, or streamed to a monitor or PC for final analysis.

In this prototype system, we implemented the DSP on a field programmable gate array (FPGA). FPGA’s are integrated circuits with millions of reconfigurable logic blocks and numerous high speed programmable I/O terminals [104]. Operating at high-clock rates (hundreds of MHz) and enabling massively parallel computing, FPGAs are the perfect candidates for high-throughput data processing and rapid prototyping. However, porting DSP algorithms originally designed in software, to the real-time, parallel realm of hardware computing is a notoriously challenging task [105]. A large portion of this work involved designing an optimized FPGA hardware to perform the necessary processing of the time-stretched data. This included synchronizing the FPGA to the time-stretch pulse train, characterizing the spectral envelope, and dividing the envelope from each incoming pulse to recover the original signal. Certain functions, such as modulo operation and division - trivial for software - are resource intensive in the FPGA. Much work went into ensuring a high operating clock speed, and efficiently utilizing the finite logic and memory resources.

We focused on capturing digital data at 12.5 and 40 giga-bits per second (Gb/s). The recovered data, along with synchronization information is streamed to a PC where eye-diagrams can be generated and analyzed in real-time. Important performance metrics can be determined from eye-diagrams, such as bit error rate (BER) [98], rise-fall times, eye-opening, and jitter. Estimating these parameters quickly is important for active performance monitoring in high-speed networks [103, 94, 96].
7.2 System Overview

The prototype system developed and described here included a photonic time-stretch front-end and a custom designed digitizer board with an ADC, FPGA, RAM bank, and high-speed interfaces to a PC (Fig. 7.1). A pseudo-random bit sequence (PRBS) generator was used as the signal under test.

![High level block diagram of real-time TiSER prototype and test setup.](image)

Figure 7.1: High level block diagram of real-time TiSER prototype and test setup. The signal generator consisted of a pseudo-random bit sequence (PRBS) generator. The board was directly clocked by the signal clock, running at 20 GHz, divided by 16. The time-stretch mode-locked laser (MLL) trigger required pulse shaping to meet the requirements as an input to the FPGA.

7.2.1 Photonic Time-stretch Front-end

The photonic time-stretch front-end (Fig. 7.2) consisted of a MLL operating at ~ 36.7MHz with 30 mW output power, and <1 ps pulse width. The optical pulses were pre-stretched by a dispersive fiber (D1) of 10 or 20 ps/nm (depending on the signal bandwidth). A polarization controller was used to align the polarization before the Mach-Zehnder modulator (MZM). The MZM was biased at the quadrature point and driven by the signal generator,
modulating the RF signal onto the pre-dispersed optical pulse train. A second dispersive fiber (D2) of 984 ps/nm dispersed the modulated pulses. The stretch factor is determined by $M=1+D2/D1$, in this case equal to $\sim 50$ or $100$. An optical band pass filter (OBPF) carved out an 18 nm portion of the optical spectrum centered at 1570 nm. The optical signal, with $\sim 500\mu W$ power, was then captured by a photo-detector with 0.85 A/W responsivity and transimpedance gain of 500$\Omega$. A low noise amplifier (LNA), of gain 26 dB and 3.2 dB noise figure, amplified the time-stretched RF signal in order to fill the full scale voltage of the ADC ($\sim 1V$). A bias tee was used to shift the signal into the range of the ADC (-500mV to +500 mV).

![Figure 7.2: Schematic of the photonic time-stretch frontend. MLL: Mode Lock Laser,D1: first dispersive fiber, PC: polarization controller, MZM: Mach-Zehnder modulator, D2: second dispersive fiber, OBPF: optical band-pass filter, PD: photo-detector, RF LNA: RF low noise amplifier](image)

7.2.2 Digitizer/Processing Board

The custom designed digitizer board (Fig. 7.3) used an 8-bit ADC (National Semiconductors ADC083000), which consisted of two sample interleaved ADCs, for a total sampling rate of double the input clock rate (maximum 3 giga-samples per second (GS/s)). The digitized outputs of the ADC are demultiplexed to four 8-bit ports, each of which outputs four
bytes of digitized sample points at double the data rate (DDR) of a 312.5 MHz differential output clock. The differential output clock from the ADC is the input clock to the Xilinx Virtex 6 XC6VLX240T FPGA, which is further divided by two to generate 156.25 MHz, the main computation clock of the FPGA. Hence, the FPGA device captures 16 ADC sample points per clock cycle. The FPGA output from the digitizer board can be interfaced to the computer using a USB 2.0, USB 3.0, Gigabit Ethernet, or SATA interfaces. The digitizer board has 2 GB of DDR-III RAM for storing data from the FPGA. A DDR controller IP core has to be instantiated into the FPGA design to use the DDR-III RAM. The digitizer board is also equipped with an on-board clock generator using a PLL that generates a 1.5 GHz clock to be used for 3 GS/s operation of the ADC. However, in this prototype system, the ADC was directly clocked by the 20 GHz signal clock, which we divided by 16 to reach the operating range of the ADC (1.25 GHz).

![Figure 7.3: Block Diagram of the Custom Designed 3 GS/s Digitizer Board](image)

The analog MLL trigger pulses are fed to one of the general purpose I/O terminals of the FPGA, and sampled at four times the clock rate (one fourth the ADC sampling rate). Pulse shaping was necessary to properly trigger the FPGA. Part of the output power from
the MLL is detected by a photo-detector (PD), which generated a synchronized electrical impulse response train. The resulting pulses were too short for the FPGA to detect. A 117 MHz analog RF filter, inverting amplifier, low-noise amplifier (LNA), and bias tee reshaped the impulse response train so as to properly trigger the FPGA (Fig. 7.4).

Figure 7.4: Analog RF electronics reshaped the synchronized impulse response train from the MLL to meet the requirements for an input to the FPGA. (A) Raw impulse response output from the PD in the MLL. The pulse width (< 1 ns) is too short to trigger the FPGA. (B) A 117 MHz filter broadened the pulses, while significantly attenuating the overall power. (C) An inverting amplifier inverted the pulses, effectively broadening the top portion of the pulse. (D) Finally a 500 MHz, 25 dB gain low noise amplifier (LNA) and bias of 1.1V brought the pulses to the necessary range to trigger the FPGA.
7.3 FPGA Logic Design

The logic design implemented on the FPGA can be segmented into four modules, running in parallel and pipelining data to each other (Fig. (7.5)). The first module continuously determines the MLL repetition rate for synchronizing the FPGA to the time-stretch pulses. The second module uses the precisely determined repetition rate to perform a modulo operation in the time domain, separating each time-stretch pulse into its own frame. Each frame is then sent to a third module, which averages a 1024 set of consecutive frames to recover the time-stretch spectral envelope. In the fourth module, the time-stretch pulses are divided by the previously determined spectral envelope, recovering the original signal.

![Diagram](image.png)

Figure 7.5: Flow chart of DSP in FPGA
Table 7.1: List of variables used in logic design descriptions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{trig}}$</td>
<td>The fixed number of MLL trigger pulses counted in the synchronization module.</td>
</tr>
<tr>
<td>$X_{\text{sync}}$</td>
<td>Synchronization Counter: Counts the number of clock cycles corresponding to $C_{\text{trig}}$ MLL trigger pulses.</td>
</tr>
<tr>
<td>$X_{\text{trig}}$</td>
<td>Trigger Counter: Keeps track of the number of MLL trigger pulses. When $X_{\text{trig}}$ reaches $C_{\text{trig}}$, the synchronization module stores $X_{\text{sync}}$ and resets.</td>
</tr>
<tr>
<td>$N_{\text{sample}}$</td>
<td>The number of samples since the first trigger in the framing module. Resets when 1024 frames are reached.</td>
</tr>
<tr>
<td>$T_{\text{MLL}}$</td>
<td>The MLL period, in sample points.</td>
</tr>
<tr>
<td>$N_{\text{clk}}$</td>
<td>Keeps track of the clock cycles in the framing module. Used for modulo operation.</td>
</tr>
<tr>
<td>$N_{\text{frame}}$</td>
<td>Frame Counter: Increments each time a frame is formed in the framing module.</td>
</tr>
</tbody>
</table>

7.3.1 Synchronization

The synchronization module continuously calculates the MLL pulse period by counting a large number of input trigger pulses, $C_{\text{trig}}$ and dividing it from the corresponding number of FPGA clock cycles, $X_{\text{sync}}$, termed the synchronization count (see Table 7.1 for a list of variables used for detailing the logic design). The synchronization count, for a given trigger count, specifies the average MLL pulse period, from which the logic can perform all necessary synchronization steps in the subsequent modules.

The synchronization module state diagram is illustrated in Figure 7.6. A state machine monitors the incoming MLL trigger pulses, and at the 1.1 V level rising edge, triggers the counter $X_{\text{trig}}$ to increment. Simultaneously, a second state machine increments the syn-
chronization counter, \( X_{\text{sync}} \) every clock cycle. When the trigger counter reaches a specified number, \( C_{\text{trig}} \), the synchronization count is stored and both counters are reset. With a MLL repetition rate of \( \sim 36.7 \text{ MHz} \) and FPGA clock rate of 156.25 MHz, the MLL pulse period is given by \( X_{\text{sync}} / C_{\text{trig}} \approx 4.25 \) clock cycles. For ease of logic implementation, \( C_{\text{trig}} \) was chosen to be a power of two, i.e. \( \log_2 C_{\text{trig}} \) is an integer. In this case, division is simply a shift of the decimal point, eliminating the need for a divider core.

![State machine diagram for the synchronization module.](image)

Intuitively, a larger trigger count allows for a more accurate determination of the MLL pulse period. Quantitatively, we can attribute the majority of the inaccuracy in synchronization to the integer granularity of the synchronization counter, \( X_{\text{sync}} \). The MLL pulse period, in ADC sample points, is given by \( T_{\text{MLL}} = (X_{\text{sync}} / C_{\text{trig}}) \times 16 \approx 69 \). A factor of 16 accounts for the 16 ADC sample points per clock cycle. With a maximum error in \( X_{\text{sync}} \) of one clock cycle, the uncertainty in \( T_{\text{MLL}} \) is given by \( 16 / C_{\text{trig}} \). We can improve the accuracy by averaging over a larger number of MLL triggers. However, the larger the averaging time, the slower the response is to drifting of the MLL repetition rate. The synchronization response time is given by \( C_{\text{trig}} / 36.7 \text{ MHz} = C_{\text{trig}} \times 27 \text{ ns} \). To account for temperature fluctuations, we targeted a response time of no greater than 100 ms, or \( \log_2 C_{\text{trig}} < 22 \).
The next module takes the continuous data from the ADC and separates the time-stretch pulses into frames of 48 samples each. We determined that frames of 48 ADC samples, or 3 clock cycles worth of data, was sufficient to capture the useful portion of each optical pulse (depending on the dispersive fibers and optical bandwidths used). Based on the MLL trigger, the logic can determine the approximate time to begin storing data into frames. However, the MLL trigger is sampled at only one-fourth the ADC sampling rate, so using the MLL trigger exclusively to determine the starting point for each frame would lead to an unacceptable jitter of 4 sample points. Instead, once the module is triggered and determines the approximate frame starting point, subsequent starting points are calculated using the synchronization count from the previous module. By performing \( N_{\text{sample}} \mod T_{\text{MLL}} \), with \( N_{\text{sample}} \) the number of samples since the first trigger, the logic knows precisely at what time to begin the next frame (to within one sample point resolution).

Modulo is a logic and memory resource intensive operation. We developed an optimized hardware for this purpose, which used significantly fewer resources than a conventional modulo core. The algorithm performs modulo operation through

\[
N_{\text{sample}} \mod T_{\text{MLL}} = N_{\text{sample}} - T_{\text{MLL}} \times \text{floor} \left\{ \frac{N_{\text{sample}}}{T_{\text{MLL}}} \right\}.
\]

Instead of using division, the logic equivalently determines \( \text{floor} \left\{ \frac{N_{\text{sample}}}{T_{\text{MLL}}} \right\} \) by storing a counter, \( N_{\text{frame}} \), which increments each time a frame is formed. A second counter, \( N_{\text{clk}} \), increments upon each clock cycle such that \( N_{\text{sample}} = 16 \times N_{\text{clk}} \). The operation performed in hardware is as follows:

\[
N_{\text{sample}} \mod T_{\text{MLL}} = N_{\text{sample}} - T_{\text{MLL}} \times \text{floor} \left\{ N_{\text{sample}} / T_{\text{MLL}} \right\} \\
= 16 \times N_{\text{clk}} - \frac{X_{\text{sync}}}{C_{\text{trig}}} \times 16 \times N_{\text{frame}} \\
= 2^4 \times N_{\text{clk}} - \frac{X_{\text{sync}}}{2^{\log_2 C_{\text{trig}} - 4}} \times N_{\text{frame}} \\
= \left( 2^{\log_2 C_{\text{trig}} \times N_{\text{clk}} - X_{\text{sync}} \times N_{\text{frame}}} \right) / 2^{\log_2 C_{\text{trig}} - 4}.
\]  

(7.1)

The final expression in Eq. (7.1) is optimized to use minimal logic resources, since it includes only one non-trivial multiplication and one subtraction. To further minimize resources, the multiplication \( X_{\text{sync}} \times N_{\text{frame}} \) is performed in practice by incrementing a counter by \( X_{\text{sync}} \times N_{\text{frame}} \).
each frame. When the result of Eq. (7.1) is less than 16, the hardware is triggered to begin a frame, and the numerical result indicates precisely at which sample in the clock cycle to begin. The state machine diagram of the framing module is illustrated in Figure 7.7.

![State machine diagram for the framing module.](image)

Figure 7.7: State machine diagram for the framing module.

We can visualize and quantify the accuracy in synchronizing the frames to the MLL pulses by overlaying consecutive frames (see Fig. 7.8). The implemented modulo computer truncates the result, effectively rounding to the lowest integer. This integer rounding limits the resolution with which the time-stretch pulse can be synchronized, resulting in a minimum of one-sample-point jitter. Additional jitter is caused by error in calculating $N_{clk}$. As the modulo operation is performed, the deviation from the true starting point accumulates, causing a monotonic walk off of the frame starting. Resetting the frame starting point after a set amount of windows reduces the walk off jitter. We chose to perform modulo operation on sets of 1024 frames before resetting the starting position. The average walk-off jitter is therefore given by $1/2^\log_2C_{trig}^{14}$. The hardware description
was parameterized for variable $C_{\text{trig}}$. We chose to use $\log_2 C_{\text{trig}} = 21$ as this choice minimized the jitter while maintaining a sub 100 ms response time. The corresponding jitter due to walk off is approximately .008 sample points.

Figure 7.8: 330 overlayed frames of unmodulated time-stretched pulses. Illustrates the successful synchronization of the FPGA to the MLL

### 7.3.3 Averaging

The next module recovers the spectral envelope, upon which the original analog signal is modulated. After time-stretching, each pulse being fed to the FPGA is of the form

$$\text{Input}(t) = \text{Env}(t)[1 + \text{Sig}(t)] \quad (7.2)$$

where $\text{Env}(t)$ is the spectral envelope of the MLL pulse after dispersion, and $\text{Sig}(t)$ is the slowed down signal of interest. We first must characterize the spectral envelope and then divide each modulated pulse by this envelope. The signal being detected is generally AC coupled and asynchronous with the time-stretch clock. In such cases, averaging over many pulses, $N_p$, eliminates the modulated data, i.e. $\sum_{i=1}^{N_p} \text{Sig}_i(t) = 0$, leaving only the spectral
envelope. To ensure we calculated the envelope accurately, we needed to average over a sufficient number of pulses. We chose \( N_p = 1024 \), with a power of two again to obviate division and minimizing logic resources.

In Figure (7.9) we plot the RMS deviation from the true envelope (average of > 3000 frames), after averaging over different numbers of frames. The deviation decreases with increasing number of frames, but begins to flatten out around 1000, justifying our choice of 1024. The plot in Figure (7.9) may vary for different signals, and a larger number of averages may be required.

![Figure 7.9: RMS deviation from the true envelope was calculated after averaging over varying numbers of pulses. The general trend is a more accurate recover of envelope for large number of averages, with diminishing returns beginning around 1000.](image)

### 7.3.4 Division

The final module performs single precision floating point (SPFP) division, which is the most computationally intensive of all the operations performed on the FGPA. The fixed point data is first converted to SPFP in IEEE 754 format which uses 32 bits, with a 24-bit mantissa and an 8-bit exponent. The floating point IP core provided by Xilinx was
used to divide each frame by the spectral envelope determined from the averaging block. The maximum clock cycle latency of the divider core is equal to the mantissa bit width plus four; in this case 28 clock cycles.

The current prototype logic design used a divider core which dropped three out of every four pulses. The total throughput was decreased by a factor of four. A higher throughput divider can be implemented in the future, though at the cost of increased use logic resources. Alternatively, further tests may indicate that conversion to SPFP is not required, and a fixed point divider may be sufficient. A fixed point divider core would require much fewer resources and avoid a drop in throughput.

7.4 Results

The FPGA outputs each 48 sample point frame of recovered data and corresponding synchronization count using eight 18 bit wide FIFOs, outputting 2 bytes worth of data each. The data is then transferred to the PC over USB 2.0. A MATLAB code uses the synchronization count to generate eye-diagrams of the recovered data, which are presented in Figures 7.10(a) and 7.10(b). Because we clocked the ADC/FPGA with PRBS clock, we knew exactly how many samples made up a single unit interval (UI) of the PRBS signal. Each eye-diagram consisted of approximately 2500 sample points. We are currently limited in the number of sample points that can be transferred to the PC at a time because we used the USB 2.0 interface.

The jitter present in the eye-diagrams can be attributed primarily to the one-sample point jitter of the framing module. For 12.5 Gb/s data, divided by 50, the one-sample point jitter corresponds to one-eighth of a UI. For 40 Gb/s data, divided 100, the one-sample point jitter corresponds to approximately one-sixth of a UI. Future logic can implement interpolation to reduce the one-sample point jitter upon framing, potentially improving the quality of the recovered eye-diagrams.
7.4.1 Device Utilization Summary

Because of extensive optimization, the entire logic implemented on the FPGA utilized only a small portion of the available resources (see Table 7.2). The remaining logic resources are reserved for further processing and analysis of the recovered time-stretched data.

<table>
<thead>
<tr>
<th>Slice Logic Utilization</th>
<th>Used</th>
<th>Available</th>
<th>% Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Registers</td>
<td>20,750</td>
<td>301,440</td>
<td>6%</td>
</tr>
<tr>
<td>Number of Slice LUTs</td>
<td>25,478</td>
<td>150,720</td>
<td>16%</td>
</tr>
<tr>
<td>Number of RAMB18E1/FIFO18E1s</td>
<td>8</td>
<td>832</td>
<td>1%</td>
</tr>
</tbody>
</table>

7.5 Future Work

Future work must circumvent some of the remaining restrictions in throughput. In particular, we need to improve the divider core so as to match the incoming data throughput from the ADC. If we find that fixed point division results in sufficiently accurate data recovery, then the SPFP converter and divider can be bypassed, significantly reducing logic
resources and allowing for increased throughput. A faster interface needs to be utilized to improve transfer speeds to the PC. Gigabit ethernet would be the optimal interface, but a controller core must be implemented on the FPGA before it can be used. We are also looking to include a PCI-e interface on future digitizer board designs, to further boost transfer speeds to the PC.

Additionally, further signal processing can be implemented directly on the FPGA, instead of on the PC. For instance, it may be possible to generate eye-diagrams and perform signal integrity analysis in hardware, without using RAM or software. Looking further ahead, more advanced signal processing techniques, such as interpolation, will aid in reducing synchronization jitter and improving the resolution of recovered data.

7.6 Conclusion

We have demonstrated here, for the first time, a truly real-time TiSER prototype, which uses a high-performance, custom designed digitizer board to perform both digitization and processing on the same physical platform. Bypassing the slow, intermediate transfer step eliminates the previous throughput bottlenecks, allowing for continuous capture and analysis of time-stretched data. The work presented here sets us on the path to transforming TiSER from a laboratory demonstration to a valuable real-world tool.
CHAPTER 8

Sub-millisecond Fluorescence Microscopy using
Beat-frequency Multiplexed Excitation

Fluorescence imaging is the most widely used method for unveiling the molecular composition of biological specimens. However, the weak optical emission of fluorescent probes and the tradeoff between imaging speed and sensitivity[49] is problematic for acquiring blur-free images of fast phenomena, such as sub-millisecond biochemical dynamics in live cells and tissues[50], and cells flowing at high speed[51]. In this chapter I report a solution that achieves real-time pixel readout rates one order of magnitude faster than a modern electron multiplier charge coupled device (EMCCD) the gold standard in high-speed fluorescence imaging technology[2]. Deemed fluorescence imaging using radiofrequency-tagged emission (FIRE), this approach maps the image into the radiofrequency spectrum using the beating of digitally synthesized optical fields [106]. We demonstrate diffraction-limited confocal fluorescence imaging of stationary cells at a frame rate of 4.4 kHz, and fluorescence microscopy in flow at a velocity of 1 m/s, corresponding to a throughput of approximately 50,000 cells per second.

8.1 Introduction

The spatial resolution of modern fluorescence microscopy has been improved to a point such that sub-diffraction limited resolution is routinely possible[52]. However, the demand for continuous, sub-millisecond time resolution using fluorescence microscopy remains largely unsatisfied. Such a real-time fluorescence microscope would enable resolution of dynamic biochemical phenomena such as calcium and metabolic waves in live cells [17, 18], action
potential sequences in large groups of neurons [19, 20, 21], or calcium release correlations and signaling in cardiac tissue [22]. High-speed microscopy is also invaluable for imaging biological cells in flow. Flow imaging can quickly perform high-throughput morphology [51], translocation [55], and cell signaling [56] analysis on large populations of cells. However, as fluorescence imaging frame rates increase towards the kHz range, the small number of photoelectrons generated during each exposure drops below the noise floor of conventional image sensors, such as the charge coupled device (CCD).

The desire to perform high-speed, low-photon number imaging has been the primary driving force behind the development of the EMCCD camera. EMCCDs use on-chip electronic gain to circumvent the high-speed imaging signal-to-noise ratio (SNR) problem. However, while EMCCDs can exhibit 1000-fold gain, the serial pixel readout strategy limits the full frame \((512 \times 512\) pixels) rate to less than 100 Hz. A photomultiplier tube (PMT) can provide \(1000\times\) higher gain, \(10\times\) lower dark noise, and \(50\times\) higher bandwidth than EMCCDs, but they are not typically manufactured in large array format. This limits the utility of PMTs in fluorescence microscopy to point-scanning applications, in which the speed of serial beam scanning limits the overall frame rate [57].

Due to their parallel readout architecture, scientific complementary metal-oxide-semiconductor (sCMOS) cameras exhibit low readout noise and pixel readout rates up to \(50\times\) higher than EMCCDs, including line scan readout rates of \(\sim\) 100 kHz. However, the internal gain of EMCCDs ultimately makes them more attractive than sCMOS for the lowest light fluorescence imaging applications [2]. While both technologies are widely used in high-speed fluorescence microscopy, neither possesses a sufficient line readout rate to perform blur-free imaging of cells at the meter per second flow velocities typical of flow cytometry.

Here, we present FIRE microscopy, a high-speed radiofrequency (RF) communications approach to fluorescence microscopy, which combines the benefits of PMT sensitivity and speed with frequency-domain signal multiplexing, RF spectrum digital synthesis, and digital lock-in amplification to enable fluorescence imaging at kHz frame rates. FIRE uses RF multiplexing techniques from the field of communication to address the speed limitations of fluorescence imaging, much in the same spirit as stretch-time encoded amplified microscopy.
(STEAM)\cite{107} employs time- and wavelength-division multiplexing to enable high speed brightfield imaging.

The central, defining feature of FIRE is its ability to excite fluorescence in each individual point of the sample at a distinct radiofrequency. Digitally synthesized radiofrequency tagging of pixels fluorescence emission occurs at the beat frequency between two interfering frequency-shifted laser beams. Similar to frequency-domain multiplexing in wireless communication systems, each pixel in a row of a FIRE image is assigned its own RF frequency. In a two-dimensional FIRE image, pixels are analogous to points on a time-frequency Gabor lattice. A single-element photodetector simultaneously detects fluorescence from multiple pixels, and an image is reconstructed from the frequency components of the detector output, which are resolved using parallel lock-in amplification in the digital domain. A diagram of the experimental implementation of the FIRE microscope is shown in Figure 8.1. A detailed description is included in the Methods section.
FIRE performs beat frequency excitation multiplexing by employing acousto-optic devices in a Mach-Zehnder interferometer (MZI) configuration. As shown in Fig. 8.1, the light in one arm of the MZI is frequency shifted by a 100-MHz bandwidth acousto-optic deflector, driven by a comb of RF frequencies, phase-engineered [108] to minimize its peak-to-average power ratio. The AOD produces multiple deflected optical beams possessing a range of both output angles and frequency shifts [109]. Light in the second arm of the interferometer passes through an acousto-optic frequency shifter, driven by a single RF
tone, which provides a local oscillator (LO) beam. A cylindrical lens is used to match the LO beams angular divergence to that of the RF comb beams. At the MZI output, the two beams are combined and focused to a horizontal line on the sample, mapping frequency shift to space. Since fluorescent molecules in the sample function as square-law detectors of the total optical field, fluorescence is excited at the various beats defined by the difference frequencies of the two arms of the interferometer. Fluorescence emission from the sample is detected by a PMT in a confocal configuration, using a slit aperture to reject out-of-plane fluorescence emission. A resonant scan mirror performs high-speed scanning in the transverse direction for two-dimensional imaging. Given the finite frequency response of fluorophores, the LO beam frequency shift is chosen to heterodyne the beat frequency excitation spectrum to baseband, in order to maximize the useable modulation bandwidth. This is necessary because AODs typically operate over an upshifted, sub-octave passband to avoid harmonic interference \[109\]. Direct digital synthesis (DDS) of the RF comb used to drive the AOD defines each pixels excitation by a specific radiofrequency and phase, resulting in phase coherence between the RF comb and the detected signal \[110\]. This phase coherence enables image de-multiplexing using a parallel array of phase-sensitive digital lock-in amplifiers, implemented in Matlab. FIREs parallel readout results in a maximum pixel rate equal to the bandwidth of the AOD.
Figure 8.2: Gabor lattice diagram of FIREs frequency-domain multiplexing approach. Points in the horizontal direction are excited in parallel at distinct radiofrequencies. Scanning this line scan excitation in the vertical direction using a galvanometer generates a two-dimensional image.

Figure 8.3 shows the typical output of the FIRE microscope. The detected time-domain signal (Fig. 8.3A) is a Fourier superposition of the RF-tagged emission from a row of pixels. The time-resolved frequency spectrum, calculated using a short time Fourier transform, (Fig. 8.3B) reveals the different frequency components associated with the positions of the sample within the row. The vertical locations of the sample are recovered from the reference output of the 2.2-kHz resonant scan mirror, and the final image is formed (Fig. 8.3C).
Figure 8.3: Illustration of the radiofrequency tagging of fluorescent emission in FIRE. (A) Time domain data output from the PMT. (B) Short-time Fourier transforms of the signal in (A), indicating the bead horizontal positions. (C) 256 × 256 pixel image of three immobilized fluorescent beads recorded using 256 excitation frequencies. The sample was imaged at a 4.4-kHz frame rate. The vertical axis in the image is oversampled to yield 256 pixels. Scale bar = 30 µm.

To demonstrate FIRE microscopy on biological samples, we imaged adherent cells stained with various fluorophores at a frame rate of 4.4 kHz. NIH 3T3 mouse embryonic fibroblasts, C6 astrocyte rat glial fibroblasts, and S. cerevisiae yeast were stained with a fluorescent cytosol stain (Calcein AM) or nucleic acid stain (Syto16). Figure 8.4 shows image crops of cells, taken with both the FIRE microscope and a conventional widefield fluorescence microscope based on a 1280 × 1024 pixel CMOS camera. The frame rate difference of nearly 3 orders of magnitude is mitigated by the gain of the PMT detector combined with digital lock-in amplifier image de-modulation. To further demonstrate the ability of two-dimensional FIRE to record fluorescent dynamic phenomena, we imaged fluorescent beads flowing at a velocity of 2.3 mm/s inside a microfluidic channel.

Flow cytometry is another application of high-speed fluorescence measurement. As compared to single-point flow cytometry, imaging flow cytometry provides a myriad of information that can be particularly useful for high-throughput rare cell detection [53]. The high flow velocities associated with flow cytometry demand fast imaging shutter speeds and high sensitivity photodetection to generate high SNR, blur-free images. Commercial
8.4: Comparison of FIRE microscopy with widefield fluorescence imaging. 488 nm laser excitation was used for FIRE imaging (8.5 μW per pixel, measured before the objective), and mercury lamp excitation was used for wide-field imaging. All FIRE images use an RF comb frequency spacing of 400 kHz, and are composed of 200 × 92 pixels. Slight vignetting is observed in the FIRE images due to the mismatch of the Gaussian profile of the LO beam with the flat-top RF comb beam. This mismatch and the resulting vignetting can be eliminated using digital pre-equalization of the RF comb in the direct digital synthesis (DDS) generator. The particular objective lens used is denoted in each FIRE image. (A-C) C6 astrocytes stained with Syto16. Scale bars = 10 μm. (D) S. cerevisiae yeast stained with Calcein AM. Scale bars = 5 μm. (E,F) NIH 3T3 cells stained with Calcein AM. Scale bars = 20 μm.
imaging flow cytometers available from Amnis Corporation use time delay and integration 
CCD technology in order circumvent this issue, but the serial pixel readout strategy of 
this technology currently limits the device to a throughput of approximately 5,000 cells 
per second [111]. To overcome the Poisson statistics inherent to detecting rare circulating 
tumor cells in milliliter samples of blood higher throughput is needed [112, 113].

To demonstrate high-speed imaging flow cytometry using FIRE, we used a single sta-
tionary line scan of 125 pixels spaced by 800 kHz (pixel readout rate of 100 MHz, line 
scan rate of 800 kHz), and imaged Syto16-stained MCF-7 human breast carcinoma cells 
flowing in a microfluidic channel at a velocity of 1 m/s. Assuming a cell diameter of 20 µm, 
this velocity corresponds to a throughput of 50,000 cells per second. For comparison, we 
also imaged Syto16-stained MCF-7 cells in flow at the same velocity using a frame transfer 
EMCCD in single exposure mode (512 × 512 pixels). As shown in Figure 8.5, while the high 
sensitivity and gain of the EMCCD yields a reasonable SNR image, the cameras minimum 
exposure time of 10 µs and its frame transfer nature creates significant blur at these flow 
velocities. In contrast, the FIRE line scan shutter speed of 1.25 µs yields blur-free images 
with comparable SNR.
Figure 8.5: High-speed imaging flow cytometry. All images are of MCF-7 breast carcinoma cells, stained with Syto16, taken using a 60x, 0.70-NA objective lens. (A) Representative FIRE images of cells flowing at a velocity of 1 m/s, taken using a pixel frequency spacing of 800 kHz, and 54 $\mu$W of 488-nm laser power per pixel, measured before the objective. (B) Single 10-µs exposure frame transfer EMCCD images of individual cells flowing at a velocity of 1 m/s. The electron multiplier gain was adjusted to produce maximal image SNR, and the EMCCD vertical shift time was set to 564 ns. Blur is observed in the image due to the long exposure time and the frame transfer nature of the EMCCD. (C) Representative widefield fluorescence images of stationary MCF-7 cells. All scale bars are 10 $\mu$m.

Other approaches to frequency-domain fluorescence imaging have been reported previously [114, 115, 116, 117]. However, the kHz-bandwidth, mechanical modulation schemes used in these works do not provide sufficient pixel readout rates required for sub-millisecond
imaging. This implementation of FIRE features pixel readout rates in the 100 MHz range, but this rate can be directly extended to more than 1 GHz through the use of wider bandwidth AODs [109]. FIREs maximum modulation frequency, and thus maximum pixel readout rate, is intrinsically limited by the samples fluorescence lifetime. If the excitation frequency is less than $1/\tau_l$, where $\tau_l$ is the fluorescence lifetime of the sample, the emitted fluorescence will oscillate at the excitation frequency with appreciable modulation [49]. Further, beat-frequency modulation is critical to the speed of FIRE; the beating of two coherent, frequency-shifted optical waves produces a single RF tone, without any harmonics that can introduce pixel crosstalk and reduce the useable bandwidth.

The flexibility afforded by digitally synthesizing the amplitude and phase of the RF spectrum provides complete, real-time control over the number of pixels, pixel frequency spacing, pixel non-uniformity, and field of view. Since PMTs inherently possess smaller dynamic range than CCD or CMOS technologies, maximizing this quantity per pixel is critical to the performance of FIRE. Specifically, phase-engineering the excitation frequency comb enables the dynamic range of each pixel to scale as $D/\sqrt{M}$, where D is the dynamic range of the PMT, and M is the pixel-multiplexing factor [118]. This is in contrast to the case where all excitation frequencies initial phases are locked, which yields images with a dynamic range of $D/M$. While FIRE fundamentally presents a tradeoff in dynamic range for speed, it improves in sensitivity when compared to single point scanning fluorescence microscopy, as multiplexing the sample excitation by a factor of M yields an M-fold increase in the dwell time of each pixel. However due to the parallel nature of detection, FIRE shares shot noise across all pixels in a row. This causes the shot-noise limited uncertainty at each pixel to scale with the square root of the total number of photons collected from all pixels in a line scan. The extent to which this effect degrades the SNR at each pixel depends inversely on the sparsity of the sample.

Beat frequency multiplexing is also applicable to other types of laser scanning microscopy, including two-photon excited fluorescence microscopy. Perhaps most notably, because emission from each pixel is tagged with a distinct radiofrequency, FIRE is inherently immune to pixel crosstalk arising from fluorescence emission scattering in the sample.
the effect that typically limits the imaging depth in multifocal multiphoton microscopy [119]. In combination with fast fluorophores [120], FIRE microscopy may ultimately become the technique of choice for observation of nano- to microsecond-timescale phenomena using fluorescence microscopy.

8.2 Photodetection and digitization of fluorescence signals

Fluorescence emission is detected by a bialkali PMT (R3896, Hamamatsu) after passing through a dichroic mirror and a bandpass filter. The current signal from the PMT is amplified by a 400-MHz bandwidth current amplifier with 5 kV/A transimpedance gain. This voltage signal is digitized using a 250 MS/s, 8-bit resolution oscilloscope. For 2-D scanned images, the reference output from the resonant scan mirror is used for triggering, and is also digitized and saved for image reconstruction. For the flow cytometry experiments, the digitizer is triggered off of the image signal itself. The digitized data is then transferred to a PC for signal processing.

8.3 Digital Signal Processing

Direct digital synthesis of the LO and RF comb beams is accomplished using the two outputs of a 5 GS/s arbitrary waveform generator, which are amplified to drive the AOD and AOFS. After photodetection and digitization, two digital de-multiplexing algorithms can be used to recover the fluorescence image from the frequency-multiplexed data. The first employs the short time Fourier transform (STFT) and is similar to the demodulation technique used in orthogonal frequency division multiplexing (OFDM) communication systems. The second technique uses an array of digital lock-in amplifiers to heterodyne and de-multiplex each comb-line separately. In this work we have exclusively employed the lock-in demodulation technique.

The STFT method works by segmenting the data sequence into frames, and performing a discrete Fourier transform (DFT) on each frame to recover the frequency-multiplexed
signal. Each frame corresponds to a 1D line-scan. Following standard procedures of OFDM demodulation, in order to avoid pixel-pixel cross talk from power spreading across frequency bins, the time duration of each frame is set as an integer multiple of the inverse of the frequency comb spacing. In this case, the frequency channels are said to be orthogonal, and the DFT bins lie precisely on the frequency comb lines. The maximum line rate in this scenario is equal to the frequency comb spacing. In the work presented here, this corresponds to 300 kHz, 400 kHz, and 800 kHz line rates (Figures 2, 3, and 4 respectively).

The lock-in amplifier demodulation technique is implemented by digitally mixing the data signal with copies of each frequency comb line. Mixing of the comb lines and the signal downshifts the corresponding comb line to baseband. A low pass filter (LPF) extinguishes all other comb lines, leaving only the modulated fluorescent signal from the comb line of interest. To obviate phase locking the reference to the signal, both in-phase (I) and quadrature phase (Q) mixing terms are calculated. The magnitude of the sum of I- and Q-channels are equal to the amplitude of the signal. The bandwidth of the LPF is less than half the comb spacing to prevent pixel crosstalk in frequency space. With the reduced analog bandwidth after filtering, each pixels signal can be boxcar-averaged and under-sampled to at least the Nyquist rate, equal to the frequency comb spacing. The under-sampled data rate corresponds to the line rate of the system.

Although both the DFT and lock-in technique can be used to de-multiplex the fluorescence image, the lock-in technique has certain advantages: (a) there is no orthogonality requirement, leaving more flexibility in comb line configuration, (b) the nominal line rate is determined by the under-sampling factor, allowing for line-rates above the minimum Nyquist rate, and (c) the reference and signal can be phase locked, either by a priori estimation of the signal phase or via deduction from the ratio of I and Q channels. Phase locked operation rejects out of phase noise, resulting in a 3-dB improvement in SNR.
8.4 Two-dimensional image scanning

In this implementation of FIRE, images are acquired on an inverted microscope, in a descanned configuration, using a 2.2 kHz resonant scan mirror. To avoid nonlinear space-to-time mapping from the resonant scanner in the vertical direction, an aperture is placed in the intermediate image plane of the imaging system to limit the sample excitation to the approximately linear portion of the scan field. A sine correction algorithm is further applied to the image in Matlab to compensate for any residual distortion in the image arising from the sinusoidal deflection pattern of the mirror. Processing of the raw computed images is performed in Matlab. Brightness and contrast adjustments, thresholding, and 2-dimensional low-pass filtering are performed on all images. The raw FIRE image from Figure 8.4(a) from the text is shown below in Figure 8.6, along with the images generated during the intermediate image processing steps.
Figure 8.6: Intermediate image processing steps of FIRE images. After obtaining the raw image (A) from the FIRE system, the image is spatially filtered (B). A sine correction algorithm is applied (C), along with a median filter, to correct for artifacts introduced by the sine correction. Finally, the image is rescaled in intensity (D) to adjust the image saturation and remove any background.
8.5 Imaging Flow Cytometry

MCF-7 breast carcinoma cells were stained with Syto16, prior to fixation with formaldehyde. The cells were then suspended in phosphate-buffered saline, and flowed through a linear, rectangular cross-section $110\mu m \times 60\mu m$ microfluidic channel made from polydimethylsiloxane, using a syringe pump, at a fixed volumetric rate. The fluid flow velocity is calculated using the equation

$$V = \frac{Q}{A}$$

where $Q$ is the volumetric flow rate, and $A$ is the cross-sectional area of the channel. Vertical scaling calibration of the images is performed after imaging $10\mu m$ spherical beads flowing at the same volumetric flow rate.

8.6 FIRE design criteria - spatial resolution, number of pixels, and field of view

The FIRE microscope is a diffraction-limited technique. Like other laser scanning microscopy techniques, the minimum transverse spatial resolution is the diffraction limited spot size determined by the numerical aperture of the objective and the laser excitation wavelength.

The pixel rate of the system is equal to the product of the nominal line rate and the number of pixels per line. With the nominal line rate limited to the comb spacing, the maximum pixel rate of FIRE is equal to the bandwidth of the AOD,

$$B_{AOD} = p_x \times r_{line}$$

where $p_x$ is the number of pixels in a line, and $r_{line}$ is the line rate. We have chosen the x-axis as the AOD deflection direction.

The number of resolvable points per line is determined by the time-bandwidth product of the AOD. To satisfy the Nyquist spatial sampling criterion, the number of pixels per
line should be at least twice this value,

\[ p_x = 2 \times \text{TBP}_{AOD}. \]

The field of view in the x-direction is the number of resolvable points times the diffraction limited spot-size,

\[ \text{FOV}_x = d \times \text{TBP}_{AOD} = \frac{d \times p_x}{2}. \]

Nyquist oversampling in the y-direction must also be satisfied. In the case of 2-D imaging with a scan mirror, the frame-rate, field of view, and number of pixels in the y-direction should satisfy the following relations

\[ p_y \times r_{frame} = r_{line} \]

\[ \text{FOV}_y = \frac{d \times p_y}{2}. \]

The range of the scan mirror should be chosen to match the FOV\textsubscript{y} above.

The above criteria for oversampling in the y-direction are not unique to FIRE, and should be satisfied for any imaging system. However, satisfying the Nyquist criterion in the y-direction is particularly important for FIRE. Under-sampling in the y-direction can lead to a rate of change of fluorescence that is greater than half the line-rate. In the frequency domain, the generated sidebands will extend beyond half the comb-spacing, resulting in inter-pixel cross talk and blurring in the x-direction. With oversampling of each diffraction limited spot of a sample, this blurring effect can be avoided.

### 8.7 Shot noise-limited SNR analysis

Fluorescence imaging generates darkfield images of samples by estimating the number of emitted photons from each excited pixel of a sample. In conventional fluorescence imaging, the number of photons is estimated through integration of the optical signal. In FIRE, the
light emitted from each pixel is tagged at a particular radiofrequency, and we differenti-
ate the strength of the signal coming from each pixel either by performing a short time
Fourier transform, or demodulating the signal from each pixel using parallel digital lock-in
amplification. As a result, FIRE reads out multiple pixels in parallel, increasing imaging
speed and increasing the integration time for a given frame rate. However, mapping pixels
into the frequency domain causes a unique shot noise cross talk, by which the uncertainty
in determining the number of photons from a single pixel increases with the total number
of photons collected in the line scan. We quantify this effect below. A full noise analysis
would take into account PMT quantum efficiency, noise figure, and quantization of the
analog-to-digital converter. The analysis below is simplified to only include photon shot
noise, which is the dominant noise source in FIRE.

We can consider the total number of photons detected from a line of M pixels in a short
time \( dt \) to be an infinitesimal Poissonian random variable \( dN(t) \), with mean and variance
given by

\[
\langle N(t) \rangle = \text{var} \{dN(t)\} = \sum_{m=1}^{M} \bar{N} (1 + \sin \omega_m t) \frac{dt}{T}
\]

Each \( \omega_m \) is the modulation frequency of the light emitted from pixel m. Together all the
frequencies constitute an orthogonal set over the period T, i.e.

\[
\int_0^T \sin(\omega_k t) \sin(\omega_m t) \frac{dt}{T} = \frac{1}{2} \delta_{k,m}.
\]

The period T is the time for one line scan. \( \bar{N}_m \) is the mean number of photons detected
from the pixel m over one line scan, with

\[
\sum_{m=1}^{M} \bar{N}_m = \bar{N}_{tot}.
\]

In FIRE, to measure the signal detected from each pixel, we estimate the average power
at each comb line of the detected optical signal:

\[
\langle X_k \rangle = \int_0^T \sin (\omega_k t) \langle dN(t) \rangle
\]

where the random variable \( X_k \) is the measured signal strength of pixel k, a summation of
infinitesimal Poisson random variables. We assume all \( dN(t) \) to be independent, equivalent
to the white noise approximation.
To analyze the SNR of the measurement, we calculate the mean and the variance of $X_k$:

$$\langle X_k \rangle = \int_0^T \sin(\omega_k t) \langle dN(t) \rangle$$

$$= \int_0^T \sin(\omega_k t) \sum_{m=1}^M \bar{N}_m (1 + \sin \omega_m t) \frac{dt}{T}$$

$$= \sum_{m=1}^M \frac{\bar{N}_m}{2} \delta_{k,m} = \frac{\bar{N}_k}{2}$$

$$\text{var}\{X_k\} = \int_0^T \text{var}\{\sin(\omega_k t) dN(t)\}$$

$$= \int_0^T \sin^2(\omega_k t) \sum_{m=1}^M \bar{N}_m (1 + \sin \omega_m t) \frac{dt}{T}$$

$$= \sum_{m=1}^M \frac{\bar{N}_m}{2} = \frac{\bar{N}_{\text{tot}}}{2}$$

The shot noise measured from a particular pixel depends on how many photons are measured at all the other pixels in the line. This is a form of cross talk. A set of bright pixels in a line scan will lead to more uncertainty in the measurement of all the other pixels, no matter their brightness. The SNR of FIRE improves for bright pixels in a sparsely fluorescent sample, and degrades for dim pixels in a bright sample.

The shot noise limited SNR at the kth pixel is given by (See Figure 8.7):

$$\text{SNR} = \frac{\langle X_k \rangle}{\sqrt{\text{var}\{X_k\}}} = \frac{1}{\sqrt{2}} \frac{\bar{N}_k}{\sqrt{\bar{N}_{\text{tot}}}}.$$ (8.1)
Figure 8.7: The SNR at a particular pixel is dependent on the number of photons incident at that pixel as well as the total number of photons incident at all the other pixels in a line. In this figure, we plot the required number of photons detected at some pixel $k$ to achieve a shot noise limited SNR of 10, vs. the ratio of the number of photons incident on pixel $k$ to the total number of photons incident on a line (c.f. Equation 8.1). As illustrated, the required number of photons detected at pixel $k$ for an SNR of 10 decreases as the signal at pixel $k$ increasingly dominates the total signal detected. For sparse samples, the sensitivity of FIRE improves. The insets illustrate examples of a linescane with the corresponding $N_k/N_{tot}$ ratio.

Although the cross talk reduces the sensitivity of FIRE for samples of high average brightness, it is important to note that the mean number of photons from pixel $k$ accumulated over the period $T$ is larger by a factor of $M$ than it would be for a single point laser scanner. This is because all pixels in a line are collected in parallel, increasing the
integration time by a factor $M$ for the same line scan time. In a single point laser scanning system, the mean number of photons detected in one line scan of period $T$ would be reduced to $\bar{N}_k/M$. The shot noise limited SNR in that case would be:

$$\frac{\langle X_k \rangle}{\sqrt{\text{var} \{ X_k \}}} = \frac{\bar{N}_k/M}{\sqrt{\bar{N}_k/M}} = \frac{\bar{N}_k}{\sqrt{M \bar{N}_k}}.$$  

Comparing the two SNR expressions, we see that for pixels with $\bar{N}_k > 2\bar{N}_{tot}/M$, FIRE will result in a SNR superior to single point laser scanning. This situation is generally satisfied for sparsely fluorescent samples.

In conclusion, although the frequency domain approach of FIRE results in shot noise cross talk, the increased integration time overcomes this reduction in sensitivity for sparse fluorescence samples by increasing the total number of photons collected as compared to single point laser scanners operating at the same line rate.

### 8.8 Optical sectioning capability

To measure the axial resolution of FIRE, we scanned a 500 nm fluorescent bead through the microscope focus using 1 $\mu m$ steps. This configuration used a 100×, 1.4-NA objective and a 100 $\mu m$ height slit placed before the detector. The FWHM of the resulting curve is 5.9 $\mu m$, as shown in Figure 8.8. This axial resolution could be further improved through the use of a smaller slit, as the 100 $\mu m$ slit is larger than the Airy disk at this magnification.
Figure 8.8: Measured axial resolution of FIRE. A Gaussian fit to the data shows a 5.9 µm FWHM. The measurement is based on exciting a 500 nm fluorescent bead with 488-nm excitation, and scanning the sample through the focus at 1 µm intervals, using 488-nm excitation. A 100×, 1.4-NA oil immersion objective was used in combination with a 200-mm focal length tube lens and a 100-µm tall slit aperture placed before the PMT.

8.9 Cell culture, Cell staining, and Microfluidic channel fabrication

NIH3T3 and MCF-7 cells and C6 astrocytes were propagated in Dulbecco’s Modified Eagle Medium with 10% fetal bovine serum and 1% penicillin streptomycin at 37°C and 5% CO₂. Liquid cultures of Saccharomyces cerevisiae were grown in tryptic soy broth at 240 rpm and 37°C.
Prior to staining, cultured mammalian cells were released from culture flasks, seeded on glass slides, and allowed to spread for 24 hours. Mammalian cells were stained with either 4 $\mu$M Syto16 green fluorescent nucleic acid stain in phosphate buffered saline (PBS) for 30 minutes, 1 $\mu$M Calcein Red-Orange AM in culture media for 45 minutes, or 1 M Calcein AM in culture media for 45 minutes. Cells were washed twice with PBS then fixed for 10 minutes with 4% paraformaldehyde in PBS. Following fixation, cells were washed twice with PBS and prepared for either stationary or flow-through microfluidic imaging. For stationary imaging, number 1.5 cover glasses were placed on slides and sealed. In an effort to preserve the shape of adhered mammalian cells for flow-through microfluidic experiments a cell scraper was used to remove spread, stained, and fixed cells from glass slides. The cells were diluted in PBS.

S. cerevisiae were stained in suspension using the same concentration of Calcein AM for 45 minutes, washed twice with PBS, fixed with 4% paraformaldehyde in PBS, and washed twice with PBS. For stationary imaging the cells were seeded on glass slides and sealed under number 1.5 coverslips.

Microfluidic channels were fabricated using standard photolithographic and replica molding methods. Briefly, a mold was fabricated out of KMPR 1025 (MicroChem Corp., Newton, MA) on a silicon wafer using photolithography. Silicone elastomer (Sylgard 184, Dow Corning, Corp., Midland, MI) was cast and cured on the mold according to technical specifications. The cured elastomer was peeled off the mold. Vias for tubing interfaces were bored in the elastomer replica. A glass slide and the molded side of the elastomer replica were activated with air plasma, brought into contact, and baked at 65°C for 3 hours to bond the materials and form the microchannels. Tubing was inserted into the vias. For flow imaging, cell suspensions were introduced into the channel at a fixed volumetric rate using a syringe pump.
CHAPTER 9

Conclusion

In this thesis I have developed several new ultra-wide bandwidth techniques to enable the real-time capture and digital signal processing of fast signals and rare events. In particular, I used broadband dispersive optics to slow down fast signals to speeds accessible to high-bit depth digitizers and signal processors. I also applied telecommunication multiplexing techniques to boost the speeds of confocal fluorescence microscopy.

I have developed techniques to improve the spectral efficiency, bandwidth, and resolution of photonic time-stretch using polarization multiplexing, all-optical modulation, and coherent dispersive Fourier transformation. To reduce the latency and improve the data handling capacity, I have designed and implemented a real-time digital signal processing electronic backend, achieving 1.5 Tb/s instantaneous processing throughput. Additionally, I presented results from experiments highlighting TiSER’s impact in real-world applications.

For resolving the fastest biological phenomena, I have introduced a new fluorescence imaging modality, which leverages techniques from wireless communication to reach record pixel and frame rates. Termed Fluorescence Imaging using Radio-frequency tagged Emission (FIRE), this new imaging modality is capable of resolving never before seen dynamics in living cells - such as action potentials in neurons and metabolic waves in astrocytes - as well as performing high-content image assays of cells and particles in high-speed flow. In combination with fast fluorophores, FIRE microscopy may ultimately become the technique of choice for observation of nano- to microsecond-timescale phenomena using fluorescence microscopy.
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