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We develop an efficient method for accurately calculating the electric field of tightly focused laser beams in the presence of specific configurations of microscopic scatterers. This Huygens–Fresnel wave-based electric field superposition (HF-WEFS) method computes the amplitude and phase of the scattered electric field in excellent agreement with finite difference time-domain (FDTD) solutions of Maxwell’s equations. Our HF-WEFS implementation is 2–4 orders of magnitude faster than the FDTD method and enables systematic investigations of the effects of scatterer size and configuration on the focal field. We demonstrate the power of the new HF-WEFS approach by mapping several metrics of focal field distortion as a function of scatterer position. This analysis shows that the maximum focal field distortion occurs for single scatterers placed below the focal plane with an offset from the optical axis. The HF-WEFS method represents an important first step toward the development of a computational model of laser-scanning microscopy of thick cellular/tissue specimens. © 2014 Optical Society of America
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1. INTRODUCTION

Advances in laser-scanning microscopy have enabled 3D visualization of molecular composition and structure of thick cellular and tissue samples with submicrometer resolution [1–3]. Despite these successes, several factors limit the image resolution and maximum imaging depth obtained using these techniques [4]. The most prominent amongst these factors is optical scattering, which alters the amplitude and phase of the focused wavefront and results in attenuation, distortion, and depolarization of the focused beam. The spatially heterogeneous nature of scattering in biological tissues is linked directly to their architecture and morphology on spatial scales comparable to the optical wavelength [5,6]. The influence of tissue architecture on the intensity and angular redistribution of scattered light not only compromises imaging depth and resolution, but also limits the ability to obtain quantitative information from the resulting images.

To mitigate the deleterious effects of optical scattering, iterative feedback methods have been developed to correct for resulting wavefront aberrations [7–10]. While such methods are promising, sample heterogeneity demands that wavefront correction be performed at each location within the sample. Such an approach is impractical as it can increase the image acquisition time by orders of magnitude [7,11]. Moreover, these experimental approaches do not advance our fundamental understanding of the relationships between the architecture and composition of biological samples and the resulting focal field distortion. Models that predict focal field distortion for specific configurations of cellular/tissue components would provide important mechanistic insight toward the development of strategies to mitigate the negative impacts of light scattering on laser-scanning microscopy.

Unfortunately, existing approaches to model the propagation of tightly focused beams in turbid samples have significant limitations. The finite-difference time-domain (FDTD) method is considered the gold-standard numerical method for solving Maxwell’s equations and has been applied to model the focal field distortions produced by cellular components [12]. However, the associated computational cost is enormous as the complete electromagnetic field distributions must be calculated on a voxelized grid that fills the entire computational domain. While the simulation time can be shortened through the use of high-performance computing platforms, the computational costs renders FDTD, as well as other methods such as the discrete dipole approximation method [13] and the discrete particle method [14], impractical for extensive parametric studies.

Conventional Monte Carlo simulations that launch photons from an objective lens and propagate them toward a focal volume have been utilized to model converging laser beams in optical, confocal, and multiphoton microscopy [15–17]. While these models provide qualitative agreement with experimental observations, the locations of photon interactions within the medium are random and fail to provide a mechanistic link between tissue architecture and the resulting wavefront distortions. Hayakawa et al. [18,19] advanced the use of Monte Carlo simulations to model focused beam propagation by analyzing the angular dispersion of photon propagation in a turbid medium using Xu’s electric field Monte Carlo model [20] in the context of the angular spectrum representation.
of diffraction theory [21]. These simulations provided important insights regarding the impact of tissue optical properties and numerical aperture (NA) on the spatial dispersion, attenuation, and depolarization of the focused beam. However, because these approaches do not consider specific scatterer configurations and do not rigorously model diffraction and interference effects, the resulting computations provide a washed out speckle pattern which represents only a mean behavior of the focal field.

While several analytical methods have been derived to calculate the scattered field resulting from plane wave propagation incident on spherical and nonspherical scatterers [22–25], similar derivations for tightly focused beams have so far been limited to a single scatterer placed at a specific location [26–30]. Modeling focal fields in scattering media is challenging because the incident wave propagation possesses strong field gradients and requires full consideration of the three-dimensional field properties. In this work, we introduce a computationally efficient Huygens–Fresnel wave-based electric field superposition (HF-WEFS) method to compute the wavefront distortion produced by the propagation of highly focused laser beams through fixed configurations of multiple scatterers. By contrast, this technique is not limited by the number of scatterers or their locations, and can thus be applied more generally to study scattering of focused beams in turbid media.

We first introduce the HF-WEFS method by detailing the HF decomposition of a focused beam followed by HF plane wave propagation and superposition techniques used in the calculation. We then apply HF-WEFS to model several scatterer configurations and examine the focal field distortions produced by different scatterer sizes and locations. We compare these results to FDTD simulations and comment on the relative strengths of the two approaches. Finally, we perform a parametric study to examine the impact of scatterer size and location on the amplitude and phase distributions of a tightly focused laser beam.

2. METHODS AND THEORY

A. Overview

We consider the case of a monochromatic $x$-polarized plane wave incident upon an aplanatic lens. We model the lens as aberration-free behaving in accordance with Abbe’s sine condition. This allows the lens to be represented geometrically as a spherical reference surface of radius $f$, where $f$ is the focal length [21]. The angular extent of the reference surface depends on the NA and $f$. The incident plane wave is refracted by the spherical reference surface and propagates toward the focus as a converging spherical wave. To preserve the properties of electromagnetic wave propagation, we apply the HF principle at the spherical reference surface. According to the HF principle, every point on the spherical reference surface is regarded as a source of HF spherical waves. Each HF spherical wave can be represented by a summation of HF plane wavelets propagating outward from each point [31,32]. In other words, the ensemble of HF plane wavelets propagating in different directions fully represents the HF spherical wave. All HF plane wavelets have the same initial amplitude and phase and their phase advances as they propagate [33].

We consider only the forward propagation of the HF plane wavelets in the forward hemisphere of the HF spherical wave [34] [Fig. 1(a)]. We determine the locations of origin of each HF spherical wave or radiating point by generating a set of uniformly distributed points on the reference surface while maintaining rotational symmetry [35]. Rather than launching all possible HF plane wavelets from each radiation point source, we use a particle-and-detector-based wavelet tracing technique to improve computational efficiency.

For simulations in a nonscattering medium, each HF plane wavelet directed toward a node in the detector plane is allowed to propagate directly and contribute to the detected electric field, as shown in Fig. 1(a). We calculate the total unscattered electric field through a linear superposition of all partial fields that are generated by HF plane wavelets and arrive at the given detector location. When scatterers are present, we consider each scatterer sequentially and account for all the possible HF plane wavelets that may interact with it, as shown in Fig. 1(b). Each scattering interaction produces a 3D scattered field that can be represented by an ensemble of scattered wavelets. We select the scattered wavelet(s) that would reach a detector node of interest and calculate the electric field contribution(s). This process is continued to determine the partial scattered field generated by each HF plane wavelet. Superposition of all the partial fields at the detector node location provides the total scattered electric field. If more than one scatterer is present, multiple scattering is accounted for by considering the scattered field from the first scatterer as an incident field on a second scatterer and vice versa. It is important to note that for the configurations studied here, the scattered field generated by the first scatterer undergoes considerable geometric attenuation before it becomes incident on the second scatterer. Such an attenuated incident field results in an even weaker scattered field such that the influence of this secondary scattered field on other scatterers is negligibly small. As a result, the contributions of third and higher orders of scattering to the final electric field are negligible, and the results shown here only account for primary and secondary scattering effects.

![Fig. 1. HF plane wavelets in (a) nonscattering and (b) scattering media. The spherical surface produces a series of forward-propagating HF spherical waves shown as dashed semicircles. In nonscattering media, each HF plane wavelet provides a partial electric field at point D. In media containing scatterers, a HF plane wavelet incident upon a particle produces a complete 3D scattered field. The contribution from each scattered field provides a partial scattered electric field at D. Dashed lines show the boundaries of the scattered field (blue and green). Superposition of two scattered fields gives the total scattered field. Only two HF plane wavelets are shown in (b) for clarity.](image-url)
B. Theory

A geometrical representation of an aplanatic lens system is provided in Fig. 2(a) [21]. The intensity law of geometrical optics requires that the energy incident on the aplanatic lens is equal to the exiting energy. Thus, in a nonmagnetic medium, the magnitude of the refracted electric field, \( |E(\theta, \phi)| \), can be determined from the magnitude of the incident electric field, \( |E_{\text{inc}}(\theta, \phi)| \), using the following relationship [21]:

\[
|E(\theta, \phi)| = |E_{\text{inc}}(\theta, \phi)| \sqrt{n_{\text{inc}}/(\cos \theta)^{\frac{1}{2}}}, \tag{1}
\]

where \( n_{\text{inc}} \) and \( n \) are the refractive indices of the medium before and after the lens, respectively, \( \theta \) is the angle between a refracted wavelet and the optical axis, and \( \phi \) is the azimuthal angle. The origin of the global Cartesian coordinates lies at the nominal focal point. \( E(\theta, \phi) \) can be expressed in terms of the corresponding parallel (\( E_{\parallel} \)) and perpendicular (\( E_{\perp} \)) components as

\[
E(\theta, \phi) = E_{\parallel} n_{\parallel} + E_{\perp} n_{\perp}, \tag{2}
\]

where \( n_{\parallel} \) and \( n_{\perp} \) are unit vectors in the spherical coordinate system [Fig. 2(a)].

We use unit vectors of a local orthonormal coordinate system \((\mathbf{m}, \mathbf{n}, \mathbf{u})\) to track the parallel and perpendicular electric field components in plane wave propagation. \( \mathbf{m} \) and \( \mathbf{n} \) are unit vectors oriented with the parallel and perpendicular polarization components, respectively, and \( \mathbf{u} \) is the unit vector in the direction of wave propagation. Each unit vector in the local coordinate system is defined relative to the global Cartesian coordinate system as \( \mathbf{m} = m_{x}\mathbf{i} + m_{y}\mathbf{j} + m_{z}\mathbf{k} \), \( \mathbf{n} = n_{x}\mathbf{i} + n_{y}\mathbf{j} + n_{z}\mathbf{k} \), and \( \mathbf{u} = u_{x}\mathbf{i} + u_{y}\mathbf{j} + u_{z}\mathbf{k} \). This approach provides ready access to \( x, y, \) and \( z \) electric field components from the parallel and perpendicular components using

\[
E(\mathbf{r}) = \begin{pmatrix} E_x \\ E_y \\ E_z \end{pmatrix} = \begin{pmatrix} m_x & n_x & u_x \\ m_y & n_y & u_y \\ m_z & n_z & u_z \end{pmatrix} \begin{pmatrix} E_{\parallel} \\ E_{\perp} \end{pmatrix}, \tag{3}
\]

where \( E(\mathbf{r}) \) is the electric field at position \( \mathbf{r} = (x, y, z) \). We align the initial local coordinates \((\mathbf{m}_0, \mathbf{n}_0, \mathbf{u}_0)\) with the unit vectors of the global Cartesian coordinates and apply the following axis transformation to obtain the local coordinate system of a HF plane wavelet \((\mathbf{m}_1, \mathbf{n}_1, \mathbf{u}_1)\) radiating from the spherical reference surface [Fig. 2(b)]:

\[
\begin{pmatrix} \mathbf{m}_1 \\ \mathbf{n}_1 \\ \mathbf{u}_1 \end{pmatrix} = \begin{pmatrix} \cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\ \sin \phi & \cos \phi & 0 \\ \sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta \end{pmatrix} \begin{pmatrix} \mathbf{m}_0 \\ \mathbf{n}_0 \\ \mathbf{u}_0 \end{pmatrix}, \tag{4}
\]

where \( \phi \) and \( \theta \) are azimuthal and polar angles of the HF plane wavelet with respect to the global coordinate system. The parallel and perpendicular electric field components of the \( x \)-polarized beam incident on the lens with \( E_{\text{inc}}(\theta, \phi) \) beam profile are equal to \( E_{\parallel} = E_{\text{inc}}(\theta, \phi)(1 + i\theta) \) and \( E_{\perp} = E_{\text{inc}}(\theta, \phi)(0 + i\theta) \), respectively. Combining the attenuation factor in Eq. (1) with the above representation of the incident beam, the electric field components of the HF plane wavelet \((E_{\parallel,1}, E_{\perp,1})\) at the spherical reference surface are given by

\[
\begin{pmatrix} E_{\parallel,1} \\ E_{\perp,1} \end{pmatrix} = \begin{pmatrix} E_{\parallel,1,1} \\ E_{\perp,1,1} \end{pmatrix} \exp(-\frac{ikd}{n}) \tag{5}
\]

The unscattered electric field components at a distance \( d \) from the emitting point are given by

\[
\begin{pmatrix} E_{\parallel,1,1}^{\text{incat}} \\ E_{\perp,1,1}^{\text{incat}} \end{pmatrix} = \begin{pmatrix} E_{\parallel,1,1} \\ E_{\perp,1,1} \end{pmatrix} \exp(-\frac{ikd}{n}). \tag{6}
\]

where \( k = 2\pi/\lambda \) and \( \lambda \) is the wavelength in the medium. In situations where the HF plane wavelet interacts with a scatterer, the local coordinate system is updated by applying an axis transformation using the angles \( \phi_s \) and \( \theta_s \), similar to Eq. (4) following the scattering event. The angles \( \phi_s \) and \( \theta_s \) represent the azimuthal and scattering angles of a scattered wavelet relative to the incident HF plane wavelet, respectively. While the outgoing scattered wave radiates in all directions, we consider...
only those directions that are directed toward the centers of the other scatterers in the medium and model the relevant scattered wavelets as plane wave incident upon the scatterers.

In this study, we choose to examine spherical scattering particles, for which a full-amplitude scattering matrix for variable particle diameters can be readily obtained from Lorenz–Mie theory [36,37]. We consider a full series expansion of the Lorenz–Mie theory [36] and truncate the series at a sufficiently large value proposed by Bohren and Huffman [37] to achieve an arbitrarily small error. The Lorenz–Mie theory provides the complete scattered field in both near and far fields. In this description, the diagonal amplitude scattering matrices \( S_1(r_s, \theta_s) \) and \( S_2(r_s, \theta_s) \) depend on the scattering angle and the distance. We can express the parallel and perpendicular polarization components of the scattered wave for a specific \( \theta_s \) and distance from the scatterer, \( r_s \) as

\[
\begin{align*}
\left( \begin{array}{c}
E_{\parallel,\text{Scat}}^\text{Scat}

E_{\perp,\text{Scat}}^\text{Scat}
\end{array} \right) &= \frac{1}{kr_s} \left( \begin{array}{cc}
S_2(r_s, \theta_s) & 0 \\
0 & S_1(r_s, \theta_s)
\end{array} \right) \\
&\times \left( \begin{array}{c}
\cos \phi_s \\
-\sin \phi_s
\end{array} \right) \left( \begin{array}{c}
\sin \phi_s \\
\cos \phi_s
\end{array} \right) \left( \begin{array}{c}
E_{\parallel,i}^\text{Inc} \\
E_{\perp,i}^\text{Inc}
\end{array} \right),
\end{align*}
\]

where \( E_{\parallel,i}^\text{Inc} \) and \( E_{\perp,i}^\text{Inc} \) are the parallel and perpendicular incident electric field components of the \( i \)th order of scattering, respectively. The maximum value of \( i \) depends on the number of scattering orders considered. It is important to note that the consideration of higher scattering orders increases the computational time. Equation (7) provides the spatial and angular distributions of the scattered field resulting from a plane wave incident upon spherical scatterers. When one scatterer is at distance \( r_s \) from another, we apply the Lorenz–Mie theory to obtain \( S_1(r_s, \theta_s) \) and \( S_2(r_s, \theta_s) \) and calculate the scattered wavelet at distance \( r_s \). This scattered wavelet acts as a plane wave incident upon the other scatterer.

The results of Eqs. (6) and (7) are converted into \( x \), \( y \), and \( z \) components using Eq. (3) before superposition. These fields are normalized by the number of HF plane wavelets that are launched from the reference spherical surface to obtain complete unscattered \( E_{\text{Unscat}}^\text{Unscat}(r) \) or scattered \( E_{\text{Scat}}^\text{Scat}(r) \) electric fields. We calculate the total electric field \( E_{\text{Tot}}(r) \) at any given detector node location \( r \) through summation of the scattered and unscattered fields [22,37]

\[
E_{\text{Tot}}(r) = E_{\text{Scat}}(r) + E_{\text{Unscat}}(r).
\]

C. Simulation Setup
We examine focal field distortions by placing single or multiple spherical scatterers at specific locations proximal to the focal volume. We first examine four cases (A, B, C, D) with different scatterer locations, as shown in Figs. 3(a)–3(d). In case A, the center of the scattering particle is placed 6 \( \mu \)m below the focal plane on the optical axis. Case B considers a particle at the same depth but offset by 2.4 \( \mu \)m left of the optical axis. Case C considers a scattering particle placed 15 \( \mu \)m below the focal plane and offset by 2.4 \( \mu \)m right of the optical axis. Case D considers two particles placed at the positions considered in cases B and C. For case D, which contains two scatterers, we limit our computations to second-order scattering because the contributions of third- and higher-order scattering are negligible. Cases A–D provide a simple diversity of configurations for the validation of the HF-WEFS method. Finally, in Fig. 3(e) we depict the configuration of parametric studies that consider how particle placement on the \( x-z \) plane affects the amplitude and phase of the focal field. These studies consider an array of locations in a rectangular region below the focal plane with a regular grid spacing of 500 nm. In each of these cases we consider particle diameters of 1, 2.5, and 5 \( \mu \)m with a refractive index of 1.377.

In these cases, the lens is embedded in a medium with a refractive index equal to 4/3. This provides \( \sqrt{(n/n_w)} \) equal to unity in Eq. (1). We consider a uniform incident beam profile with unit amplitude. The focal length and NA of the lens are 500 \( \mu \)m and 0.667 (in the medium), respectively. \( \lambda \) = 600 nm is used in the simulations (800 nm light propagating in a medium with a refractive index of 4/3). To determine the emission locations of the HF wavelets from the reference surface, we modify Koay’s code [38] slightly to obtain an axisymmetric, and nearly uniform, distribution of 20,120 points on the reference surface. To evaluate the electric fields following a scattering interaction, we generate and load a lookup table containing the amplitude scattering matrices \( S_1(r_s, \theta_s) \) and \( S_2(r_s, \theta_s) \) for a fixed set of scattering angles and distances into computer memory prior to running the simulation. These table values are interpolated to determine the \( S_1 \) and \( S_2 \) values corresponding to the \( r_s \) and \( \theta_s \) values actually encountered during the simulation. We use planar detectors with detector node locations spaced at increments of \( \lambda/30 \) (20 nm) in the HF-WEFS simulation. The HF-WEFS simulation code was

![Fig. 3. Schematic of the simulation setup (not to scale). Single scatterers are placed (a) 6 \( \mu \)m below the focal plane for case A, (b) 6 \( \mu \)m below the focal plane and offset by 2.4 \( \mu \)m left of the optical axis for case B, and (c) 15 \( \mu \)m below the focal plane and offset by 2.4 \( \mu \)m right of the optical axis for case C. (d) Case D is a combination of cases B and C. An \( x-y \) plane detector is placed at \( z = 0 \). (e) A single scatterer is placed at different locations in the \( x-z \) plane grid (\( y = 0 \)) and its effect on the focal field and the focal volume are considered. The scatterer is placed at the least distance \( r \) (radius of the scatterer) below the focal plane and the grid spacing is set to 500 nm. NA and focal length of the lens are 0.667 and 500 \( \mu \)m, respectively.](image346x171_518x399)
written in C and simulated on a Windows 7 laptop with an Intel Core i5 M520 2.4 GHz processor and 8 GB RAM memory. No parallel processing is employed.

For comparison, we also simulate electromagnetic wave propagation in cases A–D using a 3D FDTD code. The FDTD implementation uses perfectly matched layer absorbing boundary conditions [30] and a voxel grid spacing of \( \lambda/30 \) to maintain numerical stability and accuracy. The incident field is computed using the analytical solution of Richards and Wolf [32]. For the FDTD simulations, a parallelized C code was executed on a high-performance computer system at the Texas Advanced Computing Center at the University of Texas at Austin for a volume of \( 16 \mu m \times 16 \mu m \times 40 \mu m \). The FDTD results are compared directly with the HF-WEFS results without any normalization or scaling.

3. RESULTS

A. Non-scattering Medium

In Fig. 4, we provide results of HF-WEFS simulations of focused beam propagation in a non-scattering medium. We compare our HF-WEFS computations for the \( x \), \( y \), and \( z \) components of the electric field at the focal plane with the analytical solution provided by Richards and Wolf [32]. Each method provides the electric fields at the detector nodes without averaging or interpolation. We calculate the errors through direct subtraction of the analytical solution from the HF-WEFS results. The errors of \( E_x \) in the analyzed region are at least three orders of magnitude less than the maximum amplitude of \( E_{\text{unscat}} \). The results from the HF-WEFS method show excellent agreement with the analytical solution.

B. Scattering Medium: Comparison with FDTD

In Fig. 5, we visualize the focal field resulting from focused beam propagation in the presence of 2.5 \( \mu m \) diameter scatterers placed in configurations A–D as predicted by both the HF-WEFS method and FDTD simulations. We plot \( x \), \( y \), and \( z \) components of the scattered electric field at the focal plane as predicted by these two techniques. Moreover, the differences in the results are calculated by direct subtraction of the FDTD data from the HF-WEFS computations. The amplitude components of the scattered electric field computed by the HF-WEFS method show good agreement with the FDTD results and all minor features of the field components are preserved. We observe that \( E_x \) is the dominant component for \( x \)-polarized incident irradiation. The maximum differences of \( E_x \) for cases A–D are 1.96%, 3.44%, 4.78%, and 4.75% of the maximum amplitude of \( E_{\text{scat}} \), respectively. While we observe some limited differences in the predicted \( E_x \) and \( E_z \) amplitudes as well as the phase of the \( E_y \) and \( E_z \) components, the absolute amplitude of these differences remains less than 5% of the maximum amplitude of \( E_{\text{scat}} \). While FDTD computations required 331 processor hours to simulate each single scatterer case (A–C), the HF-WEFS method required only...
0.42 processor hours (25 min) for a detector with similar grid spacing.

These results demonstrate that the focal field distortion is influenced greatly by the scatterer size and location. To further examine this behavior, we plot the $x$–$z$ distribution of the dominant component of the scattered electric field $E_{x}^{\text{scat}}(r)$ for particle diameters of 1, 2.5, and 5 μm for the four cases A–D at $y = 0$ (Fig. 6). As expected, we observe that larger particles produce higher scattering amplitudes and a highly forward-directed scattered field. The interference of two scattered fields is seen clearly in case D. For scatterers located on the optical axis, the HF plane wavelets that are launched close to the center of the reference surface exhibit a similar propagation phase and their vector summation produces a relatively high scattered amplitude along the $z$ axis. As a result, the amplitudes of the scattered field along the $z$ axis are larger relative to other directions (case A of Fig. 6). For scatterers located off the optical axis, the dominant direction of the incident field on the scatterer depends on the vectorial addition of all HF plane wavelets at the scatterer location (cases B–D in Fig. 6).

C. Metrics for Amplitude and Phase Distortion

The significantly reduced computational costs of the HF-WEFS method as compared to FDTD enables detailed study of the scattering-affected focal volume. To examine the effect of scatterer size and location on the degree of amplitude and phase distortion produced at the focal plane, we place a 4 μm circular detector at the focal plane which is subdivided using a square grid with nodes placed with a 20 nm spacing. The $x$ component of the total electric field $E_{x}^{\text{Tot}}(r)$ is computed at the node locations. In this configuration, we place a single scatterer at different nodes of a grid in the $x$–$z$ plane, as shown in Fig. 3(e). For each scatterer position, we calculate the 2D amplitude correlation coefficient of the total field with respect to the total field in the nonscattering case. The 2D correlation coefficient is an extension of the Pearson correlation coefficient and assumes values between +1 and −1, where +1 represents perfect correlation and 0 represents no correlation at all [40]. The value of the correlation coefficient for each position of the particle is then plotted as a function of particle position (Fig. 7).

The results for the 1 μm diameter scatterer reveal minimal focal field distortions that are most prominent for scatterer locations proximal to both the optical axis and the focal plane. The scattered field becomes stronger for larger scatterers, which decreases the 2D correlation function. For a 5 μm diameter scatterer, the largest focal field distortions occur for scatterer positions roughly 5 μm below the focal plane and 1.6 μm offset from the optical axis ($L_1$). When the scatterer is at location $L_2$, the scattered field is oblique and highly forward directed (similar to case B in Fig. 6). The constructive interference between the incident and scattered fields produces an asymmetric amplitude profile at the focal plane resulting in very low correlation values. Adjacent to Fig. 7(c), we show that the electric field distribution in the focal field produced by particle position $L_2$ is more similar to the unscattered case as compared to particle position $L_1$. The results reveal not only the prominent effect of particle position on the focal field amplitude but also that the largest field distortions occur for particle positions offset from the optical axis.

In a similar manner, we also consider the 2D correlation coefficients of the detected phase. Figure 8 shows phase correlation maps for 1, 2.5, and 5 μm diameter scatterers. Similar to the amplitude correlations, the phase correlations also decrease for larger scatterers. It is instructive to compare the correlation value for a given scatterer position with the phase distribution detected in the focal plane. These focal plane distributions of the detected phase are shown adjacent to Fig. 8(c) for the 5 μm diameter scatterer. When the 5 μm diameter scatterer is at particle position $L_1$, the phases of the scattered and incident fields at the focal plane are not in phase due to the incoming phase shift of the scattered field relative to the incident field. As the scattered field amplitude is much larger than the incident amplitude at the focal plane, the phase distribution of the total field is dominated by the phase contribution of the scattered field which results in very low phase correlation values. As the scatterer is moved away from the focal point, the strength of the scattered field decreases and its effect on the detected phase depends on both the amplitude of the scattered field and the relative phases of the incident and scattered fields at the focal plane. If the alignment of these phases at the focal plane are constructive, regardless
of the scattered field amplitude, we will observe a high correlation coefficient as in particle position $L_2$. However, if these phases align destructively and the scattered field amplitude is non-negligible as compared to the incident field amplitude (e.g., in particle position $L_4$) we will observe a low correlation coefficient. Figure 8 clearly demonstrates the importance of scatterer location on the phase distribution detected in the focal plane.

**D. Displacement and Attenuation of Focal Volume**

To provide further insight regarding the focal field distortions introduced by a single scatterer, we provide a 3D visualization of the focal field. The 3D visualization is obtained by determining the incident and scattered fields separately and combining all the electric field components to calculate the total electric field $E_{\text{Tot}}(r)$ at each node. Figure 9 shows the total electric field distribution in $x$–$y$ slices for the nonscattering case and for case B. We observe that the focal volume that is centered around the optical axis in Fig. 9(a) is shifted by 0.2 μm axially and 0.16 μm laterally in Fig. 9(b).

Next, we examine the attenuation and displacement of the focal volume caused by scattering due to their negative impacts on axial and lateral resolution and image registration in biological microscopy. We use the HF-WFES method to calculate the maximum electric field amplitude and the lateral and axial displacements of the focal volume relative to the nonscattering case. This is accomplished by simulating the electric field distribution of a focused beam in the presence of a single scatterer placed at various locations in the $x$–$z$ plane and calculating the maximum amplitude and its location in a 3D detector placed around the focus. In Fig. 10 we show the results for the percentage change in the maximum electric field amplitude in the focal volume relative to the nonscattering case as a function of scatterer location and size. When a scatterer is moved along the optical axis toward the lens, the maximum amplitude in the focal volume displays a bipolar behavior with increases in focal volume amplitude for axial scatterer positions to the focal plane and focal volume amplitude reductions at more distal axial positions [Fig. 10(d)]. The increased amplitude at proximal focal volume positions results from constructive interference of the strong scattered field and nominal incident field, and this effect decreases as the scatterer is moved away from the focal plane.

In Fig. 11 we map the lateral [Figs. 11(a)–11(c)] and axial [Figs. 11(d)–11(f)] displacements of the focal field produced by the placement of a single 1 μm [Figs. 11(a) and 11(d)], 2.5 μm [Figs. 11(b) and 11(e)], and 5 μm [Figs. 11(c) and 11(f)] diameter scatterer in the vicinity of the focal volume. We find that placement of the scatterer along the optical axis results in...
no lateral displacement of the focal volume. However, for scatterers placed at off-axis locations, strong oblique scattered fields constructively interfere with the incident field that shift the focal volume laterally. The maximum lateral displacement varies with the size and the physical location of the scatterer. When considering axial displacements, introduction of a scatterer in the focal field tends to shift the focal volume toward the lens and shortens the focal length. This trend in axial displacement is clearly shown in the plots presented in Figs. 11(d)–11(f). However, in situations where the scatterer is very close to the focal plane or located in a position that radiates a strong scattered field toward the focus, the focal volume is shifted away from the lens, which gives rise to an extended focal length.

4. DISCUSSION

We have developed a new approach to efficiently model and calculate the amplitude and phase of focused beams in a medium with scatterers placed at specified locations. Application of the Huygens–Fresnel principle at the surface of the spherical reference surface (used to model an aplanatic lens) and propagation of the HF plane wavelets in a nonscattering medium fully preserves the wave diffraction properties of light and provides a diffraction-limited spot at the focal plane. The very small differences (< 0.1%) between the HF-WEFS and the analytical solution shown in Fig. 4 may result from an uneven distribution or finite number of radiating points on the spherical surface. Increasing the quantity and uniformity of the radiation point sources can further minimize these errors at the expense of computational time.

Differences seen between HF-WEFS and FDTD, as shown in Fig. 5, largely depend on the limitations of the FDTD method. In the FDTD computation, both space and time are divided into discrete segments [11] and such an implementation to compute continuously varying electric field amplitudes and phase incurs error. Enlarged x–z plane plots in Fig. 6 clearly demonstrate the discrete nature of the electric field distribution computed by FDTD. It is important to note that in some parts of the FDTD code, single precision floating point arithmetic is used in order to alleviate the high memory requirements while compromising accuracy. Moreover, each spherical scatterer is represented by a composite of cubic voxels which gives rise to a “stair-cased” approximation of the spherical surface. Nonetheless, fine discretization of the FDTD grid at the expense of large memory, storage, and computational cost will minimize differences.

Figures 7–11 show the effects of spherical scatterer size and location on the position and amplitude of the focal volume. Our studies reveal that maximum focal field distortions are not necessarily observed for particles proximal to the focal plane. Instead, maximum focal displacements are observed for scattering objects placed away from the focal plane, while maximum overall change of the focal field amplitude is seen for particle positions offset from the optical axis. These insights may prove indispensable for the further
development of experimental methods to mitigate the effects of scattering for laser-scanning microscopy in thick turbid samples.

The computational cost associated HF-WEFS simulations depends on the number of scattering particles, detector nodes, and HF emission points. The results in Fig. 5 are obtained for an $x$–$y$ plane detector with 501 × 501 nodes spanning a 10 μm × 10 μm area. The HF-WEFS simulation time for the single scatterer cases in Fig. 5 is 25 processor minutes which can be reduced by increasing the detector node spacing. While such a change reduces the overall spatial sampling of the focal field, it does not compromise the accuracy of the electric field computed at the detected nodes. For example, by reducing the number of nodes in the detector by 25 times ($\lambda$/6 grid spacing), electric field distributions for the single scatterer cases (Fig. 5) can be obtained in a single processor minute. By contrast, a similar increase in the voxel size in FDTD decreases the simulation time at the expense of reduced accuracy and stability. Without any algorithm optimization or parallel implementation, the HF-WEFS method running on a laptop computer provides a 2–4 orders of magnitude reduction in computational cost as compared to the FDTD method. The significant decrease in computational time relative to FDTD enables extensive parametric studies to gain insight into the effect of scattering size and configuration on focal field distortion. One can improve this advantage further by leveraging multi-core processing capabilities of current processors and faster code optimizing algorithms. The reduced computational time required by the HF-WEFS technique can enable its use to examine wave propagation in turbid slabs, such as those studied using a wave propagation model developed by Bhargava et al. [42]. This would be accomplished by representing each slab with an appropriate number density of scattering particles.

Future studies will focus on the refinement of the HF-WEFS method to compute and analyze focal field distortions produced by specific cellular and tissue components, including organelles, nuclei, and fibrillar structures. This can be realized through simulation of focal field distortions resulting from focused beam propagation through volumes containing multiple particles of complex morphology. The extension of the HF-WEFS method to simulate specific cellular and tissue components can be accomplished using prior knowledge of the amplitude scattering matrix for each scatterer type. For cases where cell or tissue geometries can be approximated by basic geometrical shapes, such as spheres, spheroids, ellipsoids, or cylinders, the amplitude scattering matrix components can be calculated from available sources [43]. We note that the simulation of irregularly shaped scatterers would require larger memory to store amplitude scattering matrix components for each $(\phi, \theta)$ angle pair for each incident direction of the HF waves. The use of the HF-WEFS methodology to rigorously model and predict focal fields generated by the propagation of focused beams in scattering media represents the first step toward developing a computationally efficient virtual method to simulate optical microscopy in turbid samples; a capability that currently does not exist. With a prediction of the focal field distribution one can then calculate any number of relevant optical signals, including fluorescence, second-harmonic generation, and/or coherent anti-Stokes–Raman scattering. Emission and propagation of these generated signals from the focal volume can be similarly modeled to better
understand the relationships between the detected emission signal and the tissue characteristics in the focal plane. Hence, the HF-WEFS method brings a practical realization of virtual microscopy in thick turbid samples within reach. This capability has the potential to provide the insights needed to design approaches to improve the qualitative and quantitative information resident in optical microscopy signals obtained from thick biological samples.

5. CONCLUSION

We have introduced the Huygens–Fresnel wave-based electric field superposition (HF-WEFS) method to calculate focal field distortions in scattering media. Implementation of the Huygens–Fresnel principle with phase propagation preserves the wave properties of the tightly focused incident beam and provides accurate focal field predictions in the presence of single or multiple spherical scatterers. This method is several orders of magnitude faster than FDTD and does not require high-performance computer systems to run simulations. We applied the HF-WEFS method to examine the impact of scatterer size and location on the amplitude change and axial/lateral displacements of the focal volume. For single spherical scatterers, we observe maximum focal volume distortions for scatterers placed below the focal plane and, for larger particles, offset from the optical axis. The lower computational cost and scalability of the HF-WEFS method as compared to FDTD methods can enable focal field simulations in even more complicated scattering configurations. Moreover, this rigorous approach to simulate focal field distortions provides an important first step toward the development of a computational framework for modeling laser-scanning microscopy in thick cellular and tissue samples.
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