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Abstract:

Aqueous evaporation and condensation kinetics are poorly understood and uncertainties in their rates affect predictions of cloud behavior and therefore climate. We measured the cooling rate of 3M ammonium sulfate droplets undergoing free evaporation via Raman thermometry. Analysis of the measurements yields a value of 0.58 ± 0.05 for the evaporation coefficient, identical to that previously determined for pure water. These results imply that sub-saturated aqueous ammonium sulfate, which is the most abundant inorganic component of atmospheric aerosol, does not affect the vapor-liquid exchange mechanism for cloud droplets, despite reducing the saturation vapor pressure of water significantly.
**Introduction:**

The vapor-liquid exchange dynamics of water underlie vital processes in biology, engineering and atmospheric science. The evaporation and condensation rates of water are particularly important in the formation of cloud particles, and are among the largest unknowns in assessing the impact of indirect aerosol effects on the radiative balance in the atmosphere (1). Model studies suggest that evaporation rates slower than 10% of the maximum rate determined by gas kinetic theory for atmospherically relevant aqueous systems would indicate kinetic control over cloud growth processes, with implications for cloud and aerosol models (2, 3). Attempts to quantify the evaporation and condensation rates of water have yielded values spanning three orders of magnitude, although the most recent values converge to a single order of magnitude (4-10). This contributes to the wide variability in cloud model predictions for the anthropogenic effect on size and number of cloud condensation nuclei (CCN) and the corresponding radiative impact on the global system (1, 3, 11, 12).

Measuring evaporation and condensation rates of liquid water is difficult due to the complex heat and mass transfer processes occurring in such experiments. The temperature of the liquid surface must be accurately determined and, in most cases, both evaporation and condensation must be properly accounted for. In addition, it has been suggested that some of the earlier measurements of these rates, which typically involved static liquid surfaces, yielded artificially low rates due to the contamination of the liquid with surface impurities (6). Such impurities may well be present in atmospheric conditions; indeed, field measurements of aerosol growth rates appear to indicate such a
slowing effect (13, 14). In our previous work, we addressed the problem of accurately modeling the heat and mass transfer processes through our measurements of the free evaporation of pure H₂O and pure D₂O (4, 5, 10). We also studied relative evaporation rates of isotopomers in mixtures (10, 15). In these studies of pure solutions, condensation was negligible, allowing the evaporation process to be modeled accurately and then directly related to the cooling rate of the droplets. We found that evaporation for both pure H₂O and pure D₂O occurred at ∼60% of the maximum rate determined by gas kinetic theory, too fast to result in a kinetic limit to cloud droplet growth. In the present study, we take the first step towards accounting for the effects of impurities on the evaporation rate by performing similar experiments on ammonium sulfate solutions.

Ammonium sulfate was selected as a realistic model system for atmospheric inorganic aerosol due to its well-documented prevalence in the troposphere. Field studies using aerosol mass spectrometers (AMS) have revealed significant fractions of the ambient aerosol to comprise aqueous ammonium and sulfate at the surface in both urban and rural areas (16). Additionally, single-particle studies have shown that the majority of atmospheric aerosol particles are internally well-mixed and consist of approximately 50% ammonium sulfate and 50% carbonaceous components, with little altitude variation (17). Many thermodynamic studies of ammonium sulfate aerosol have shown a hysteresis in the deliquescence properties. Solid particles deliquesce at relative humidities greater than ∼80%, but can remain in the aqueous phase as the relative humidity drops as low as ∼35%, resulting in supersaturated solution up to approximately twice the saturation concentration before efflorescence occurs (18-20). This suggests that in the atmosphere much of the ammonium sulfate aerosol will be in the form of concentrated aqueous
solution. While there have been some measurements of the kinetics of evaporation and condensation from mixed systems including aqueous ammonium sulfate (21, 22), as well as studies of other systems, such as sodium chloride (23), few studies of the aqueous ammonium sulfate system exist (14, 24). A definitive laboratory study of evaporation kinetics from concentrated ammonium sulfate solution is needed to determine if the presence of such inorganic solutes significantly affects the gas-liquid exchange dynamics for atmospheric particles.

Most studies of evaporation or condensation report a quantity known as the evaporation coefficient (\( \gamma_e \)) or condensation coefficient (\( \gamma_c \)). The condensation coefficient is also referred to as the mass accommodation coefficient or simply the accommodation coefficient (\( \alpha_m \)). All of these quantities are equal and are defined via the Hertz-Knudsen equation, which is a formulation of the maximum theoretical condensation rate for a given substance derived from kinetic gas theory (6):

\[
J_c = \alpha_m \frac{p}{\sqrt{2\pi mkT}}.
\]

Here \( J_c \) is the condensation rate, \( p \) is the vapor pressure above the liquid surface, \( m \) is the molecular mass of the substance, \( k \) is the Boltzmann constant, and \( T \) is the temperature. The accommodation coefficient \( \alpha_m \) is a quantity ranging from zero to one; a unity value implies that condensation occurs at the maximum theoretical rate, with lower values implying some kinetic limit to the condensation rate.

At equilibrium, the evaporation and condensation rates are equal, so the evaporation rate can be expressed as:
Here $p_{\text{sat}}$ is the equilibrium vapor pressure, and the accommodation coefficient has been replaced by the evaporation coefficient $\gamma_e$. While Equation (1) can only be used to formulate the condensation rate when the vapor exhibits a Maxwell distribution of velocities (which will not apply in non-equilibrium situations with low vapor pressures), Equation (2) can be used to formulate the evaporation rate even in non-equilibrium systems because the activity of the liquid is unchanged.

Our previous measurements utilized liquid microjets to form droplet streams in vacuum with radii in the range of 6 – 7.5 μm. This allowed the study of evaporation in the absence of condensation, significantly simplifying the experimental system. This is shown by integrating the number of collisions experienced by a single evaporating molecule as it leaves the droplet and travels an infinite distance away:

$$N_{\text{coll}}(r_0, T) = \int_{r_0}^{\infty} \frac{dr}{\lambda(r, T)} = \sqrt{2\pi d_{\text{coll}}^2 n(r_0) r_0^2} \int_{r_0}^{\infty} \frac{dr}{r_0^2} = \frac{r_0}{\lambda(r_0, T)},$$

Here $r_0$ is the radius of the droplet, $\lambda(r, T) = [\sqrt{2\pi d_{\text{coll}}^2 n(r)}]^{-1}$ is the mean free path of the vapor, $d_{\text{coll}}$ is the collision diameter, and $n(r)$ is the number density of the vapor. For H$_2$O, the vapor pressure at 283 K, the temperature at which our measurements began, is ~9 torr, corresponding to a mean free path of ~10 μm (5). Thus, molecules evaporating from droplets with radii smaller than 10 μm should experience less than one collision on average, allowing condensation to be neglected. In other words, the Knudsen number $Kn = \lambda / r_0 > 1$. We used Raman thermometry to measure the temperature of the evaporating water droplets as a function of time and modeled this cooling curve with a
simple discrete model in which \( \gamma_e \) is the only adjustable parameter. The studies yielded a \( \gamma_e \) value of 0.62 ± 0.09 for pure H\(_2\)O (5) and 0.57 ± 0.06 for pure D\(_2\)O (4). We interpreted these results and our measurements of isotope effects during evaporation (10) using a modified transition-state theory (TST) formulation (15). This formulation suggested that the energetic and entropic isotope effects cancelled, resulting in similar evaporation kinetics for the two isotopic species (4).

In extending these studies to ammonium sulfate solutions, we report the value of \( \gamma_e \) as defined by Equation (2). Here, however, \( p_{sat} \) is the equilibrium vapor pressure of the solution, rather than that of pure water. Since this vapor pressure is ~13% lower than that of pure water, the maximum theoretical evaporation rate for the solution is lower than that of pure water. Ideally, the solution in this study should be as concentrated as possible in order to simulate atmospheric conditions. The saturation limit is 3.9M at 273 K (25). The measurements presented here use 3M solutions, as more concentrated solutions resulted in frequent clogging of our \( \_m \) sized orifices.

**Results:**

Raman spectra were measured for droplet radii between 8.9 and 11.55 \( \_m \). We calculate that evaporation from a droplet of 11.55 \( \_m \) radius or smaller will be collision-free (i.e. \( Kn > 1 \)) for temperatures of ~283.3 K or colder. All of the data taken in this study are below that temperature, but the liquid begins at laboratory temperature (293 K), so collisions resulting in a return flux to the liquid could play a role at very early interaction times, before the first data are taken. At 293 K \( Kn = 0.54 \) for an 11.55 \( \_m \) radius droplet and 0.70 for an 8.9 \( \_m \) radius droplet. We confirmed that these effects are unimportant by repeating our previous observations of H\(_2\)O evaporation, where we used
droplets of radii less than 8 \_m, on larger droplet sizes. Droplets with radii of 9.5 \_m, 11.05 \_m and 11.9 \_m were tested, yielding $\gamma_c$ values of 0.63, 0.61 and 0.55, respectively. These are in excellent agreement with our previously measured value of 0.62 \pm 0.09 for H\textsubscript{2}O (5). No systematic deviation from the model predictions were found at early interaction times for either H\textsubscript{2}O or ammonium sulfate solutions. We have previously observed such deviations to occur for pure H\textsubscript{2}O droplets of 20.3 \_m radius (5), suggesting that droplets must approach this size before condensation effects become important.

Eight measurements on seven different droplet sizes were collected for the 3M ammonium sulfate solution, resulting in an average $\gamma_c$ of 0.58 \pm 0.05. The variance shown is the 95\% confidence interval. The droplet residence times in vacuum were between 597 \_s and 1014 \_s. A representative experimental cooling curve for a droplet of 9.1 \_m radius is shown in Figure (1), with a model fit using a $\gamma_c$ value of 0.58. As in our previous studies, the best fit to the data is found when $\gamma_c$ does not vary with temperature. Model fits for all measurements were conducted with 20 spherical shells per droplet, sufficient to produce a numerically converged temperature field.

In general, there was more noise in the experimental cooling curves in this study compared to our work on pure liquid H\textsubscript{2}O or D\textsubscript{2}O. One possible explanation is the presence of icicles. The ammonium sulfate solution formed icicles in the liquid nitrogen trap much more readily than did either pure H\textsubscript{2}O or pure D\textsubscript{2}O, due to salt crystallization upon freezing. Icicles often grew into the interaction region of the laser during a measurement, despite the extended length of the liquid nitrogen trap (60 cm). The issue was most prominent for droplet streams that were not completely straight and may have
impinged the side of the trap, rather than the bottom. The trap was fitted with an icicle breaker to allow icicles to be removed during measurements, but it is possible that icicles may still have interfered slightly with the measurements (causing additional noise) by providing a surface for gas-phase collisions and possibly leading to some re-condensation of vapor onto the droplet stream.

The use of ammonium sulfate solution instead of pure H$_2$O introduces some other potential complications as well. The spectra used for the temperature calibration exhibit two features from the ammonium ion (Figure (2)). This means that the temperature measurements are sensitive to the concentration of the solution. To ensure that no dilution occurred before each measurement, the spectrum of the droplet stream in ambient air was taken to verify that laboratory temperature was reproduced; pure H$_2$O tests revealed that this should be true for distances less than 5 mm from the nozzle. During a typical vacuum measurement, however, the volume of the droplets is expected to decrease by up to 6% due to evaporation, implying a 6% increase in solute concentration. While this is a small change that is not expected to affect the evaporation kinetics, it alters the Raman spectrum. We calibrated the Raman spectrum as a function of temperature for both 3 and 3.18M solutions. Derived temperatures from the spectra of liquid jets were interpolated between the values from 3M solution and from 3.18M solution based on the expected concentration increase at each experimental time point.

**Discussion:**

The $\gamma_e$ value of 0.58 ± 0.05 found in this study suggests that the presence of ammonium sulfate does not significantly affect the evaporation mechanism of liquid
water, despite the ~13% reduction in vapor pressure. This at first seems surprising; the 3M solution used in this study contains a 9M total ion concentration, and if a hydration shell of ~4-6 water molecules is assumed then virtually every water molecule should be interacting with an ion. It is reasonable to assume that these interactions would alter the mechanism for evaporation and therefore the evaporation coefficient. Our results suggest, however, that there is remarkable similarity in the efficiencies of the evaporation and condensation processes for pure water and 3M ammonium sulfate solution. This may in part be explained by the fact that both solute ions are expected to be depleted in the surface region, limiting their effect on evaporating water molecules. Molecular dynamics (MD) simulations of ammonium sulfate solution in the interfacial region show the sulfate anion completely depleted from the interface to a depth of approximately 7 Å (26). This result is in agreement with interpretations of surface tension measurements of ammonium sulfate solution (27). The ammonium ion, however, is not completely depleted from the interfacial region in the MD simulations and exists at lower density within the upper 5 Å of the interface. Thus the ammonium ion may be expected to have some interactions with evaporating water molecules. Car-Parrinello molecular dynamics (CPMD) simulations of the solvated ammonium ion predict a first solvation shell containing four tightly bound water molecules in a tetrahedral cage, and a fifth more weakly bound and more mobile water molecule that occasionally exchanges with one of the other four (28). The radius of the solvation shell is found to be ~ 3 Å. If one estimates, from the MD results presented by Gopalakrishnan et al., that the ammonium ion concentration is ~ 15 – 20% of its bulk concentration at a depth of 3 Å from the surface, then only 7 – 11% of the water molecules in the interfacial layer are within the first solvation shell of an
ammonium ion in our 3M solution, implying that any solute effects on evaporation are unimportant.

The results of this study indicate that ammonium sulfate, even if present at highly supersaturated aqueous concentrations, is not likely to significantly affect evaporation and condensation kinetics in the atmosphere, other than by reducing the vapor pressure. Field observations, however, have shown large variation in particle growth rates, including many cases in which growth rates were significantly lower than measured values for ammonium sulfate aerosol in the laboratory (14, 34). It is likely that other atmospheric constituents, e.g. organics, can affect the liquid-vapor exchange rates of water in the atmosphere and subsequently affect cloud condensation behavior. There is currently much interest in the effects of organic aerosol on the hygroscopic behavior of atmospheric particles (13, 21, 22, 35, 36), although, to date, available kinetic information has been limited. A more recent study by Shantz et al. shows that anthropogenic aerosol in the field, consisting of ammonium sulfate and organic components, exhibits growth rates consistent with a lowering of $\gamma_e$ by over an order of magnitude relative to pure ammonium sulfate aerosol (34). The specific effects of different organic species in that study could not be determined, however. New and improved methods are needed to quantify the effect of organic surfactant films on evaporation and condensation rates in the atmosphere.

From a purely physical perspective, other inorganic solutes might be expected to alter evaporation rates more readily. Ions such as thiocyanate and perchlorate, which are expected to be strongly enhanced in concentration at the air-water interface might be expected to have large effects on $\gamma_e$ through direct interactions with evaporating water
molecules (37). Studies of perchlorate solutions are currently underway in our laboratory.

**Materials and Methods:**

**Sample Preparation:**

Samples were prepared volumetrically, using commercial anhydrous ammonium sulfate (Sigma Aldrich, ≥99%) and deionized and filtered H₂O (18.2 MΩ resistivity, Milli-Q, Millipore). Solutions were then filtered through a 2 μm particle retention filter and stored in a sealed container when not in use.

**Experimental Apparatus:**

The experimental apparatus has been described in detail previously (4, 5). Briefly, a syringe pump (Teledyne ISCO Model 260D) is used to pump the sample solution through a fused silica orifice mounted on a piezoelectric ceramic. In our earlier studies, the orifice radii used were 2.5-4 μm; however, clogging issues upon running salt solutions necessitated larger orifices for this study, in the range of 4-6.5 μm diameter. The orifices were prepared from 100 μm ID fused silica tubing using a CO₂ laser micropipette puller (Sutter Instrument Co. Model P2000). Orifice sizes were determined via Mie scattering of a HeNe laser intersecting the liquid stream, in the same manner described previously (10). The piezoelectric ceramic allows the silica orifice to act as a Vibrating Orifice Aerosol Generator (VOAG). By driving the piezoelectric ceramic with a 20V square wave at 300 – 800 kHz, a uniform droplet stream is generated with a spread
in radius of less than 0.1 m (38). Droplets in this study were between 8.9 and 11.55 m in radius; sizes were calculated from the liquid flow rate and oscillation frequency (4).

The VOAG apparatus is mounted on an XYZ manipulator stage which is in turn attached to a 7 cm cubical vacuum chamber via a bellows, allowing for positioning of the droplet stream within the chamber. The vacuum chamber is pumped by a 110 L/s turbomolecular pump. The droplet stream is intercepted by the 514.5 nm line of an argon ion laser operating at <250 mW. After the laser has passed through the droplet stream, the laser light is detected on a photodiode. Droplets passing through the laser focal volume lower the signal on the photodiode, allowing for real-time monitoring of the droplet stream produced by the VOAG and ensuring that a uniform droplet stream is being generated for any given driving frequency. After the droplet stream has passed through the laser focal volume, the liquid is captured in a liquid nitrogen trap. The trap used in this study was extended compared to that used in our previous studies and was equipped with an icicle breaker. Raman scatter from the droplets is collected and filtered at 90° and sent via fiber-optic cable to a monochromator (f/6.5) with a liquid nitrogen cooled CCD detector. The OH-stretching region of the Raman spectrum of (2500 – 3900 cm⁻¹) is used to determine the temperature of the droplets via Raman thermometry with a precision of ±2 K (4, 5). First, a calibration is taken by splitting the spectrum at an arbitrary frequency and plotting natural logarithm of the ratio of the area under the spectrum before and after the split point versus inverse temperature, giving a linear relationship. Calibration spectra were taken using solutions in a constant temperature cuvette (Figure (2)) (4). The spectra show two features near 2875 cm⁻¹ and 3075 cm⁻¹ due to the ammonium ion (39). The calibration curve allows the determination of the
temperature of the droplets in vacuum from their Raman spectra. To account for increasing concentration due to evaporation in vacuum, separate calibration curves were taken for 3M and 3.18M solution. Raman measurements were taken as a function of distance from the VOAG nozzle. Droplet stream velocity, calculated from the liquid flow rate and orifice size, is used to calculate the residence time in vacuum. The initial temperature of the droplets is the ambient temperature in the lab.

**Evaporative Cooling Model**

We determine \( \gamma_c \) by relating the temperature derived from the Raman spectra to evaporation rates, under the assumption that each evaporative event results in cooling of the solution (4, 5). We infer the effect on solution temperature by calculating the heat loss from a droplet due to evaporation. The droplet is divided into concentric spherical shells, with evaporation occurring in the outermost shell. Heat is then propagated outwards from the inner shells according to the thermal diffusion equation; this ensures an accurate droplet surface temperature. Mass loss due to evaporation from the outermost shell is accounted for; all shells are resized after each time step, then the process is iterated. Using Equation (2), the cooling rate of the droplets is defined as

\[
\frac{dT}{dt} = -\gamma_c A \frac{p_{\text{sat}}}{\sqrt{2\pi mkT}} \frac{\Delta H_{\text{vap}}}{C_p \rho V_s},
\]

where \( A \) is the surface area of the outermost shell \( (= 4\pi r_0^2) \), \( \Delta H_{\text{vap}} \) is the enthalpy of vaporization (44.4 kJ/mol), \( C_p \) is the specific heat capacity, \( \rho \) is the density, and \( V_s \) is the volume of the outermost shell \( (= \frac{4}{3} \pi r_0^3) \). For a 3M ammonium sulfate solution, a
value of 60.625 J/mol was used for $C_p$ (40). The value of $p_{sat}$ was determined by applying a water activity of 0.874 to the empirical temperature-dependent equation for vapor pressure of pure water reported by Murphy and Koop (41). The water activity was determined from the data of Tang and Munkelwitz (42) and was assumed to be invariant with temperature. The density of the solution was measured as 1.188 g/ml and was assumed to be constant with temperature. Such an assumption proved valid for our previous work on pure H$_2$O and D$_2$O (4, 5).

Equation (6) can be simplified to

$$\frac{dT}{dt} = -\gamma \frac{p_{sat}}{\sqrt{2\pi mkT}} \frac{\Delta H_{vap}}{C_p} \frac{3r_0^2}{(r_0^3 - r_1^3)\rho},$$

(7)

where $r_0$ and $r_1$ are the outer and inner radii of the outermost droplet, respectively. Here $\gamma$ is the only adjustable parameter. Heat transfer between adjacent shells in the droplet is modeled with the thermal diffusion equation

$$\frac{dQ}{dt} = -\kappa A \frac{dT}{dr},$$

(8)

where $dQ/dt$ is the heat transferred from the inner shell to the outer shell over the duration of a time step, $\kappa = 0.532$ is the thermal conductivity (43), $A$ is the surface area of the inner shell in question, and $dT/dr$ is the temperature difference between the two shells.

The volume-averaged temperature is then calculated at each time step; this is matched to experiment by tuning $\gamma$. While the Raman response from liquid microdroplets has been demonstrated to be nonuniform (44), the effect is minimized when collecting Raman signal at 90 degrees, and the response becomes more uniform for droplet radii larger than 5 _m (45). In addition, since our experiment does not trap a single droplet but rather
samples a droplet stream, there is further averaging of the Raman response over the droplet volume. As a test, we matched the experimental temperatures to the average temperature of only the outermost five spherical shells, rather than the volume averaged temperature of the entire droplet, resulting in a change of only a few percent in $\gamma_e$. In light of this, we have elected to use the volume averaged temperature model output to match experiment.

The cooling model is also used to account for the change in the Raman spectra upon increasing concentration due to evaporation in vacuum. The model predicts the change in droplet size at each time step, and therefore the expected concentration increase as a function of time. The expected concentration at each of the experimental time points is used to interpolate between the temperatures produced by the 3M and 3.18M calibrations. The model is tuned by changing $\gamma_e$ until the volume-averaged temperature predicted by the model matches the interpolated derived temperatures from the Raman measurements.
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Figure 1: Experimental data for droplets of 9.1 mm diameter, consisting of 19 temperature values. The triangle represents the measurement of the initial droplet temperature taken in ambient air. The squares are data from the droplet in vacuum. Error bars are ± 2 K, and provide an estimate of the precision of determining the temperature from the Raman spectra. The solid line is the model fit, corresponding to $\gamma_e = 0.58$. Deviation in the experimental data from the model fit at ~160 s and ~315 s may be due to the presence of icicles in the vacuum chamber when the corresponding spectra were collected.
Figure 2: Selected spectra of 3M ammonium sulfate solution (a) collected at 273 K, 298.1 K, and 325.9 K and used for temperature calibration. The features at ~2875 cm$^{-1}$ and ~3075 cm$^{-1}$ are due to the ammonium ion. The dotted black line represents the frequency $\omega^* = 3424$ cm$^{-1}$ at which the spectra were split; the natural log of the ratio of the area under the spectrum below this frequency to the area under the spectrum above this frequency shows a linear relationship when plotted versus 1/T, as shown in (b). The squares in (b) represent the full calibration curve for 3M ammonium sulfate, featuring 26 spectra collected at temperatures between 273 K and 325.9 K. The red line is the linear fit ($R^2 = 0.9988$). The circles represent the full calibration curve for 3.18M ammonium sulfate, featuring 27 spectra at temperatures between 274.35 K and 334.15 K. The blue line is the linear fit ($R^2 = 0.9981$). Experimental temperatures are determined by interpolating between these two curves based on the expected concentration at each time.
point. The choice of the frequency * is arbitrary; the frequency chosen is convenient for
alternating between calibration curves for ammonium sulfate solution and pure water.