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The rapidly evolving global information infrastructure requires ever faster data transfer within computer networks and stations. Integrated chip scale photonics can pave the way to accelerated signal manipulation and boost bandwidth capacity of optical interconnects in a compact and ergonomic arrangement. A key building block for integrated photonic circuits is an on-chip laser. In this dissertation we explore ways to reduce the physical footprint of semiconductor lasers and make them suitable for high density integration on silicon, a standard material platform for today’s integrated circuits. We demonstrated the first room temperature metalo-dielectric nanolaser, sub-wavelength in all three dimensions. Next, we demonstrated a nanolaser on silicon, showing the feasibility of its integration with this platform. We also designed and realized an ultracompact feedback laser with...
edge-emitting structure, amenable for in-plane coupling with a standard silicon waveguide. Finally, we discuss the challenges and propose solutions for improvement of the device performance and practicality.
Chapter 1

Introduction

Global data traffic is expected to exceed the zetabyte mark by 2017 due to the exponentially growing number of Internet applications for stationary and mobile devices, as well as the number of their users, according to the recent Cisco Visual Network Index (VNI) forecast. Several new trends are driving this rapid expansion, including high definition mobile-to-mobile video streaming, Internet of Things phenomena and rapid cloud computing [1]. Support of high information density requires powerful processing capabilities for fast data access. This is important not only in datacenters but also in computational research labs and supercomputers, where large amounts of data have to be processed quickly. Consequently, efficient information transfer between microprocessor cores, memory and peripherals is essential.

Significant advances in communication technologies are vital to keep up with this progression. State of the art 40 Gb/s and 100 Gb/s data transmission protocols are supported with both copper wire and fiber optics [2]. Theoretically, however, optical interconnects make a stronger contender for high speed networks due to their exceptional potential for higher bandwidth, lower latency, lower energy consumption, and scalability [3]. New fiber technologies (multi-core and hollow core fiber) have enabled up to 100 Tb/s aggregate transmission rate in a single fiber [4]. Further, several types of multiplexing technologies offer extra leeway in bandwidth capacity enhancement [5,6]. The achievement of Tb/s range bandwidth capacity is of particular significance for massively parallel computing,
many fundamental physics experiments and state of the art reduced-latency internet applications, such as video surveillance, telemedicine, smart car navigation, tracking and more [7]. Although these record numbers are shown in optical fiber, many of the bandwidth enhancement techniques, such as wavelength and mode division multiplexing, are also applicable to silicon photonics [8,9], where the limits are currently being explored. Recent examples include the first demonstration of the wavelength division multiplexing (WDM) compatible silicon photonic platform, with aggregate data rates up to 60 Gb/s [10] and 1x8 Mach-Zehnder WDM (de)multiplexers fabricated using a standard 90 nm CMOS process [11].

While optical interconnects already comprise the backbone of modern information processing systems, low cost electronics will continue to support many important functions such as data transport monitoring, switching, modulation, forward error correction, and fault control. However, efficient data conversion between the optical and electrical domains relies upon seamless integration of multiple components, such as lasers, modulators, detectors, amplifiers, multiplexers, demultiplexers and logic. Systems assembled with many discrete components need to be further aligned and interconnected with optical fibers and copper wires. For example, a single 40 channel WDM terminal node can contain more than 100 devices and components and nearly 300 fiber coupling connections [12]. Hence, various types of losses can accrue quickly, dramatically increasing power consumption and leading to high maintenance costs for these systems. The sheer number of wires and fibers, growing in response to ever-increasing volumes of data, will soon become architecturally and ergonomically unviable. The recent U.S. Government overview of best practices for energy-efficient data centers design suggested implementation of energy efficient cooling systems, higher efficiency equipment and consolidation of components [13]. Evidently, to overcome these deficiencies we need to develop new integration platforms for efficient, scalable and multifunctional integrated systems. One of the key elements required to enable such integrated systems is an ultra-compact, energy efficient and robust near infrared laser source.

A major driving force of optical interconnects research is device and circuit footprint reduction for scalable on-chip networks [14]. In this quest for the ultimate
miniaturization, a variety of subwavelength lasers have been demonstrated [15–18], including an epitaxially grown nanolaser on silicon [9], a III-V/Si photonic crystal nanolaser [18] and a wafer bonded nanolaser on silicon [19]. We have previously shown that room temperature lasing could be achieved using metal-dielectric and coaxial sub-wavelength cavities [20–22]. These metal-based resonators are also uniquely suitable for high density integration, since this design limits cross-coupling between adjacent devices [23].

In this dissertation we explore new design and fabrication approaches with the goal of enabling ever smaller hybrid III-V/Si lasers. In this chapter we give a brief overview of state of the art hybrid photonic devices and integration technologies.

1.1 Chip scale integrated photonics: state of the art

While on-chip PICs do not currently enable as much bandwidth capacity as optical fibers, they have many advantages. Firstly, they can be mass produced at a very low cost in a standard CMOS foundry, rather than assembled from multiple parts made with various expensive compound semiconductor technologies. Secondly, consolidation of as many components as possible on a single chip will improve overall efficiency of information processing networks and clean up the complexity in data centers. In particular, silicon makes a great material platform for on-chip PICs. Low optical loss, mature technology, great potential for miniaturization and an extensive library of silicon-based photonic and electronic devices make silicon photonic circuits a future technology for chip scale optical information processing.

Notable advances have been made in the industry within the past few years. In 2010 IBM announced a new CMOS integrated nanophotonics technology for dense integration of electrical and optical devices on a silicon chip. This technology enables monolithic integration of electrical and optical circuits on the same chip via the front-end of a standard 90 nm CMOS line. Over several years IBM Research has
developed a whole library of front-end integrated active and passive silicon devices, scaled down to the diffraction limit [23]. In 2013, Intel announced transceiver and connector modules based on silicon photonics technology, which will be able to carry 100 Gb and 1.6 Tb of data per second, respectively. The Intel connector can optically convert bits of information and send them through 64 optical fibers at once [24]. In 2013 Skorpios Technologies and Aurrion, reported the first III-V/SOI hybrid lasers, fabricated in a commercial CMOS foundry [25, 26]. These breakthrough technologies can significantly reduce the costs of running a data center.

An emerging trend of mid-infrared PICs (wavelength range of 2-10µm) takes integrated photonics beyond telecommunications and expands its applications to portable sensing, imaging and spectroscopy. Advancements in mid-IR photonics may greatly enhance analytical capabilities of life sciences, defense, pharmaceutical and food industries in a compact and inexpensive format. One of the difficulties this research is facing today is the strong light absorption in SiO$_2$ above 4 µm. The standard silicon-on-insulator (SOI) platform is sub-optimal in this wavelength range and needs to be replaced by a material transparent in the mid-IR. As such, silicon-on-sapphire or silicon-on-silicon nitride are potential candidates for CMOS compatible mid-IR PICs. The scope of this paper is limited to near-IR hybrid lasers, thereby we suggest a recent paper by Roelkens et al. [27] for further reading on mid-IR photonics.

1.2 Active optical components on silicon

An array of CMOS compatible hybrid components has been reported in the literature including electro-refractive and electro-absorptive silicon optical modulators [28, 29], high performing photodetectors in silicon [30, 31] germanium [32, 33] and even graphene [34]. Light generation and amplification has also been demonstrated in indirect bandgap materials such as silicon and germanium, but building high performance lasers with these materials is still facing considerable complications. For example, Raman lasers require an external optical pump to trigger
Raman scattering in silicon and induce Raman amplification [35]. An electrically pumped Raman laser is fundamentally attainable, but a highly complex engineering endeavor [36]. Silicon and germanium can also exhibit optical gain under tensile stress due to bandgap modification, as exemplified by recent demonstrations of electrically pumped strained germanium lasers [37,38]. However, the lasing threshold in these devices is still in the hundreds of kA/cm$^2$ range, compared to 1-3 kA/cm$^2$ in III-V semiconductor laser diodes [39,40].

Most III-V compound semiconductors are direct bandgap materials with gain values often in the range of several thousand cm$^{-1}$ [39]. Other advantages of III-V compounds include bandgap energies that can be tuned by varying the alloy composition, as well as high carrier mobilities [41]. Unsurprisingly, III-V semiconductors remain the materials of choice when high optical gain or fast electronic response is required. Frequently implemented heterogeneous integration solutions of III-V and silicon components are flip-chip bonding and chip-to-chip butt coupling. Both technologies are very advanced, reliable and allow submicron alignment precision. A great example of an efficient flip-chip bonded laser is the device demonstrated by researchers from Fujitsu [42]. The laser exhibited high wall plug efficiency (WPE) of 7.6%. High precision flip-chip bonding technology with exceptionally low alignment error ($\approx 0.1 \mu$m) was a crucial factor in misalignment loss reduction.

The highest reported WPE to date (9.5%) has been achieved in a hybrid laser by Kotura (Mellanox) [43]. The Kotura design utilizes an external cavity reflective semiconductor optical amplifier (SOA), butt-coupled to a silicon waveguide Bragg mirror on SOI chip. A spot size converter is also an important part of the design and is incorporated to minimize coupling losses. This approach has proven to work very well for realization of high efficiency and high power hybrid lasers. With this cavity design (reflective SOA and waveguide mirror) and device-to-waveguide coupling architecture, Oracle has reported a butt-coupled laser with waveguide coupled power of 20 mW, tuning range of 8 nm and 35 nm, depending on tuning mechanism, and WPE of 7.8% [44]. Flip-chip bonding and butt coupling are amongst the best technologies to achieve the record device performance when
the footprint is not a concern. However, another approach is required when the component features are deeply sub-micron. In this case, monolithic integration of as-grown III-V and Si materials, followed further by processing of III-V/Si composite material as a single monolithic structure, is naturally a better choice. The main advantage of monolithic integration is that alignment can be avoided altogether.

Two fundamentally different approaches to monolithic integration have emerged in pursuit of merging III-V’s and silicon: epitaxial growth and wafer bonding. Strong lattice mismatch between silicon and III-V compounds presents a great technological roadblock to the former [45–47]. Despite this, several as-grown III-V/Si lasers have been demonstrated including the recently reported first electrically pumped edge-emitting III-V nanowire laser on silicon [9,48,49]. The alternative approach, wafer bonding, has yielded the best results so far, both in terms of scalability and laser performance, which will be discussed in greater detail in the following section.

Among many types of lasers to be developed for the new generation integrated chip scale photonic circuits, DFB lasers have drawn particular interest in the research community. Because Bragg gratings allow a limited phase window for constructive interference, DFBs provide extremely stable, single mode, narrow linewidth operation. Such signals can propagate in optical fibers or waveguides with minimal dispersion and noise. In optical communications, this translates into preserving signal integrity over long propagation distances. The wavelength stability can further be reinforced with single or multiple quarter-wave shifted cavity designs [50]. Additionally, the emission frequency of semiconductor DFB lasers can be tuned via temperature modulation or electrical injection [39].

The first monolithically integrated III-V/Si microdisk laser was demonstrated by Rojo Romeo et al [51]. The authors used molecular wafer bonding to create the III-V/SiO$_2$/Si composite with $\approx$1.2$\mu$m SiO$_2$ mediating layer. At the same time, Fang et al. [52] reported the III-V/Si evanescent laser. In this case the optical mode propagates in the silicon waveguide with its evanescent tail interacting with the III-V slab. The authors used plasma assisted wafer bonding, a type of direct hydrophilic bonding. This was an important milestone on the way to
chip scale integrated photonic circuits, as the direct contact between III-V and Si enabled easy, low loss mode coupling between active and passive circuit elements, as well as CMOS compatibility for part of the fabrication process. This work was shortly followed by demonstrations of other types of evanescent devices and an entire evanescent photonic link with lasers, modulators and photodetectors [53–55]. Some of the hybrid devices are already on their way to commercialization. The latest works on wafer bonded hybrid lasers include a BCB bonded DFB [56], a tunable hybrid laser [57], an integrated four-wavelength laser array [58], a sidewall modulated DFB [59], a microlaser [60], a nanolaser [19] and a slotted feedback laser [61]. Recently Santis et al. [62] proposed hybrid cavities as a way to dramatically reduce linewidth in semiconductor lasers by limiting spontaneous emission noise. These works use varying monolithic integration approaches, which we will discuss in the following section.

1.3 Wafer bonding methods

All existing wafer bonding techniques can be roughly divided into two broad classes: direct and indirect. Direct methods rely on molecular forces between the two materials. The main advantage of direct methods is the immediate vertical proximity between the III-V and silicon layers, which allows the composite structure to be treated as a single wafer during fabrication and hybrid device design. Atomic flatness and pristine condition of both surfaces are imperative for direct methods to work [63]. Pressure [64] or thermal treatment [65,66] (or both) are usually applied to assist molecular-level interactions. Hydrophilic [63,67] and hydrophobic [64,68] bonding are examples of the direct bonding technique. In hydrophobic bonding, all native oxides must be stripped to leave both surfaces hydrogenated, and bonding is carried out in vacuum, under pressure at room or elevated temperatures [64,66,68]. Hydrophilic bonding relies on Van der Waals forces to facilitate attraction between the surface species. Either wet chemistry or plasma treatment can be used to make the surfaces hydrophilic. After Van der Waals bonding, the composite structure typically undergoes thermal processing to
encourage covalent bond formation.

Indirect methods use a third mediating material between the materials to be bonded. Metal-based [69–71] anodic [72] and adhesive bonding methods [73,74] are all indirect methods. The indirect approach helps to circumvent the problem of lattice mismatch, surface roughness and poor planarity.

Metal-based bonding techniques are perhaps the oldest and most established to date. The oldest, thermocompression bonding [69], relies on atom diffusion between different metals at elevated temperatures. Another popular indirect method, eutectic bonding, is similar to soldering and based on metal alloy formation [70,71,75]. Eutectic bonding uses lower temperatures than thermocompression, but may have poor bond stability. It is also incompatible with CMOS processing because of ion diffusion.

Anodic bonding is normally used for bonding semiconductors to borosilicate glasses. Strictly speaking, anodic bonding does not require an extra material layer, but one of the materials (typically, the glass cathode) must be doped with high mobility charge carriers [66,72]. This can have an adverse effect on electronic device performance and, thus, is not a good choice for CMOS integration.

Some of the popular wafer bonding adhesives include bensocyclobutene (BCB) by Dow corning, SU-8 polymers [73], and hydrogen silsesquioxane (HSQ) [74]. Typically, adhesive wafer bonding is carried out at lower temperatures than most other wafer bonding techniques, but the downside is low temperature stability of the bonding interface and poor surface quality.

In the rest of this review, we will focus on the direct bonding approach of III-V to silicon on insulator (SOI).

Chapter 1, in part, is a reprint of the material as it appears in “Extremely compact hybrid III-V/SOI lasers: design and fabrication approaches,” O. Bondarenko, C.-Y. Fang, F. Vallini, J. Smalley, and Y. Fainman, Optics Express, vol. 23, no. 6, pp. 2696–2712, 2015. The dissertation author was the primary co-investigator and coauthor of this paper.
Chapter 2

Experimental methods

In this work we fabricated and tested three optically pumped nanoscale semiconductor lasers: subwavelength laser with hybrid metalo-dielectric optical cavity (Chapter 3), wafer bonded nanolaser (Chapter 4) and wafer bonded edge emitting distributed feedback laser (Chapter 7). Despite their dissimilar design, their fabrication flows are analogous and share most steps, including plasma assisted wafer bonding, electron beam (ebeam) writing, reactive ion etching (RIE), plasma enhanced chemical vapor deposition (PECVD) and sputtering. For some of the nanofabrication steps we were able to use the standard tool manufacturer recipes, for instance, SiO$_2$ etching in Oxford P80 and Al$_2$O$_3$ atomic layer deposition (ALD) in Beneq TFS200). However, most steps required optimization. Specifically, we developed plasma assisted wafer bonding for several pairs of wafers (InGaAsP/InP bonding to bare Si, SiO$_2$-on-Si and SOI), ebeam patterning of hydrogen silsesquioxane (HSQ) resist, RIE of InGaAsP and PECVD of thin SiO$_2$ films. We also applied conceptually identical device characterization methodologies to our lasers. Nonetheless, we had to alter the optical injection scheme to measure both vertically and edge emitting laser, as well as add a fiber-coupled characterization arm for high resolution spectral measurements. We also built a setup for transmission measurements of waveguides with gain (see Chapter 8). In this chapter we describe the fabrication and characterization methods we have developed and applied to the nanoscale lasers discussed in this work.
2.1 Fabrication

2.1.1 Plasma assisted wafer bonding

We used a plasma-assisted wafer bonding method to transfer a thin epitaxial InGaAsP layer from its native InP substrate to Si (SiO$_2$/Si, SOI) wafers. This method has two advantages with respect to our device design. Namely, this technique allows to bond wafers directly, without a thick mediating material; it is also a fairly low temperature process ($\leq 300^\circ$C). The latter prevents epitaxial layer damage due to the difference in thermal expansion coefficients of InGaAsP and Si [63].

Our wafer bonding process flow includes several key steps: (1) III-V and Si wafer preparation and wet cleaning, (2) O$_2$ plasma activation of wafer surfaces, (3) III-V and Si wafer manual mating, (4) thermal anneal of the bonded wafer pair (may be under pressure), (5) wet etching of a native carrier substrate of the InGaAsP epitaxial layer (see Figure 2.1, a, for a schematic presentation). Specific bonding processes, developed for InGAsP-to-SiO$_2$/Si and InGaAsP-to-SOI, are described in detail in the Chapters 4 and 7. The goal of this chapter is to outline the problems we faced while developing the process and our solutions to these problems.

At first we attempted to closely follow the wafer bonding process protocol presented by Liang et al [76]. The authors demonstrated a high quality plasma assisted wafer bonding of a 100mm silicon-to-silicon wafer bonded pair and a 1 cm x 1 cm III-V/Si pair with post-bond anneal at 300°C with applied pressure of 1.5 MPa, using a commercial wafer bonder. Prior to the anneal, the samples underwent multiple wet cleaning steps, growth of a thin ($\approx 60$ nm) mediating SiO$_2$ layer and a post-plasma surface activation with NH$_4$OH. As described, the process did not work in our cleanroom conditions and we adapted the original procedure as follows:

- We substituted a commercial wafer bonder with a custom-made hydraulic press fixture. It was designed to apply pressure to a sample pair during the anneal on a hotplate. The fixture translated a 7 lb weight onto a sample with
Figure 2.1: Optical microscope images of wafer bonded samples: a) epitaxial layer of InGaAsP bonded to Si with a thin layer (40-60 nm) SiO₂ as a mediating layer; b) InGaAsP on thick (6 µm) thermally grown SiO₂-on-Si; c) InGaAsP on SOI wafer with VOC.

1×1 inch² area. This weight exerted a 50 kPa, pressure to the surface of the sample. Placing the sample on a cold hotplate is extremely important, i.e. we applied the weight first and only then ramped up the hotplate temperature. Placing the bonded sample on a pre-heated hotplate causes rapid desorption of the interfacial H₂O molecules, breaking the wafers in the pair apart. In this form, the wafer bonding process worked only on occasion. Eventually we replaced the hotplate-press anneal method with an overnight (∼14-20 hours) anneal in a forced draft furnace (Fisher) at 300°C and atmospheric pressure. This method yielded consistent success for the InGaAsP/SiO₂-on-Si and InGaAsP/SOI with vertical outgassing channels (VOC) [65].

- We amended the pre-bond wafer cleaning process, because the RCA-2 clean (1 part of 29% HCl, 1 part of 29% H₂O₂ and 6 parts H₂O), prescribed for
III-V in the source, reacted with InGaAsP surface. Surface roughness, caused by the reaction was an important factor in the regular bonding failure. To eliminate this problem, we replaced RCA-2 by RCA-1clean (1 part of 29% NH$_4$OH, 1 part of 29%H$_2$O$_2$ and 5 parts of H$_2$O), which did not affect the InGaAsP surface this way. Both RCA cleans were heated to 65-80°C before use. Later we simplified the cleaning process further by substituting RCA-1 with 29% NH$_4$OH to clean InGaAsP/InP wafers and RCA-2 with a mixture of 3 parts H$_2$SO$_4$ and 1 part H$_2$O to clean silicon-based wafers. We also omitted the external heating of these cleaning solutions in the final process. This cleaning step serves the purpose of removing organic contaminants from the wafer surfaces. However, it leaves a thin film of oxide on the surface of the silicon wafer, which needs to be subsequently dissolved in diluted (≈1-2%) HF. Finally, we omitted the wafer swabbing under a microscope, as we concluded that introduces more particles rather than it removes.

- We replaced NH$_4$OH vapor activation with DI water dip activation right after O$_2$ plasma surface activation and prior to thermal anneal to facilitate the Van der Waals bonding between the wafer pairs.

After much experimentation, we can summarize the factors critical to a successful wafer bonding process:

- Extremely careful wafer handling throughout the entire process is imperative to exclude, or at least limit, surface exposure to microscopic particles and other contaminants. The wafer surfaces should stay in as pristine condition as possible, as well as beakers, tweezers and other tools that come in contact with them. If the plasma activation step is carried out on shared equipment, a thorough chamber clean (wet and oxygen plasma) should precede the activation step.

- Appropriate wet chemistry choice is necessary to eliminate surface damage even on a microscopic level, since the surface roughness must be sub-nanometer for a successful bond [63].
Sealing the bonded III-V wafer edges with a washaway wafer mounting adhesive, such as Crystalbond, or a photoresist prior to the native III-V substrate removal (etching in HCl, in our case) helps to prevent epitaxial layer delamination during the wet etch and yield a larger bonded area.

We developed several different wafer bonding processes for dissimilar silicon-based wafers. Optical microscope photographs of wafer bonded layers after HCl etching of the native InP substrate are shown in Figure 2.1: (1) InGaAsP-on-Si (Fig. 2.1, b); (2) InGaAsP-SiO$_2$-on-Si (Fig. 2.1, c); (3) InGaAsP-on-SOI (Fig. 2.1, d). While we successfully bonded epitaxial InGaAsP to all three types of Si-based wafers (SiO$_2$-on-Si, SOI and bare Si), the success rate was largely disparate. For instance, bonding to a SiO$_2$-on-Si (we had a 6 µm thick thermal oxide layer) worked with good consistency and repeatability, while bonding to bare Si failed most of the time. For SOI, we found that etching vertical outgassing channels (VOCs) in the top silicon layer is extremely beneficial for the bonding process success rate. A good example of nearly full epitaxial InGaAsP layer transfer from a $\frac{1}{4}$ of a 2-inch InP wafer to a SOI wafer is presented in Figure 2.1, e. The likely reason behind the frequent wafer bonding failures is a lack of control over the microscopic particle contamination during the manual wafer handling during the surface preparation. Possibly, having the “softer” SiO$_2$ as one of the bonding surfaces or VOC network for SOI helps to elevate the surface flatness tolerance.

We optically tested the wafer bonded layers using a setup described further in this chapter (Section 2.2). The characterization results show a red shift and a 4× drop in photoluminescence (PL) intensity in bonded InGaAsP/SiO$_2$-on-Si samples compared to the unbonded InGaAsP/InP [77]. The measurement suggests that wafer bonding process introduces some damage to the InGaAsP epitaxial layer, and possibly, stress from the lattice mismatch and thermal expansion coefficient difference in InGaAsP and Si-based materials.

2.1.2 Ebeam writing

The electron-beam (ebeam) patterning process should always be optimized, since a properly exposed mask is less susceptible to erosion and provides the best ge-
ometrical conformity to the design. We used negative tone hydrogen silsesquioxane (HSQ) ebeam resist by the in fabrication of all devices described herein. This resist offers very high resolution with minimum defined feature size below $\approx 10$ nm [74]. The key advantages of HSQ include high thermal stability and compatibility with CMOS. Because HSQ monomers cross-link into a silicon based polymer with glass-like properties under extreme ultraviolet (EUV) radiation and ebeam exposure, it can work as a "spin-on" dielectric and stay as part of the device/circuit [78]. Another potential application for HSQ is a thermal oxidation masking [79] with high resolution and a moderate sensitivity.

We used two different formulations of HSQ: flowable oxide FOx-16 (16% of HSQ in methyl isobutylketone (MIBK)) and flowable oxide FOx-13 (1% of HSQ in MIBK) by Dow Corning. The wafers were spun-coated with an $\approx 250$ nm thick layer. If undiluted, FOx-13 should be spun at 3000 rpm to yield an HSQ layer close to the target thickness. To spin the FOx-16 formulation to the same thickness, we diluted it in MIBK 1:1 by volume and spun the resultant solution on the samples at 2000 rpm. Next step for both of these formulations is a softbake on a hotplate at $100 ^\circ$C for 5 min.

To estimate the target range of area exposure doses based on the set beam spot size $s$ and probe current $I$, we applied the following formula:

$$A = \frac{I \cdot t}{s^2}$$  \hfill (2.1)

We chose the values of $I = 100$ pA and $s=5 \text{ nm}$ because they provide a sufficient area exposure dose at reasonable writing time ($\approx 5-15$ minutes). A finer step and/or lower current may require longer dwell time, and as a result, a longer pattern exposure time. The downside of a long exposure time is the electron beam susceptibility to drift over time, which in turn leads to pattern distortion.

Ebeam lithography was performed on Raith50 ebeam writer with the following settings: energy - 30 keV, probe current - 100 pA, write field - 100 $\mu$m. We developed the exposed HSQ resist in 25% tetramethylammonium hydroxide (TMAH) for 30 seconds with agitation, followed by an isopropyl alcohol (IPA) or DI water rinse and nitrogen gun blow-dry as a final step.

Figure 2.2 depicts the results of an exposure dose test for HSQ masks
Figure 2.2: Various exposure doses and their effect on resist mask quality: (a-c) FOx-13 mask formed under low, high and optimal exposure conditions; (d-f) diluted FOx-16 mask formed under low, high and optimal exposure conditions.

(FOx-13 and FOx-16 formulations). The top row corresponds to the patterns for nanolasers. Their mask geometry is very simple (circular). This simplicity allows a fairly large tolerance in exposure dose without introducing distorted proportions. The optimal exposure dose window is between 500 and 800 μC/cm² for nanolaser ebeam patterns. However, for more complex structures with small features, such as the grating for a DFB laser in Fig 2.2 (d-f), the optimal exposure dose window narrows down to 600-700 μC/cm².

2.1.3 Reactive ion etch

We performed RIE processes on three different materials: InGaAsP/InP, SiO₂ and Si. Standard RIE recipes rendered good results for SiO₂ and Si materials: CHF₃/O₂ chemistry (Oxford P80 RIE tool) for SiO₂ and SF₆/O₂ in (Oxford P100 RIE tool) for Si. These processes will be described in Chapters 4 and 7. However, etching of InGaAsP/InP required careful development and optimization for sufficiently vertical and smooth device sidewalls. We explored three different etching chemistries finally obtaining the best results with the Trion RIE tool:
First, we tried a chlorine-based chemistry, BCl$_3$/Cl$_2$, since it typically employed for etching GaAs-based III-V compounds [80]. The etching rate is fast and produces fairly smooth sidewalls in materials such as GaAs, AlGaAs or GaP. This chemistry is uniquely suitable for Ga-containing materials, since the Ga by-products of this process are volatile. However, InCl$_3$, the by-product of indium, is a solid at room temperature. It tends to sediment on the etched surface and severely impede the further process rate, resulting in the sloped sidewalls (Figure 2.3, a).

Second, we tested CH$_4$/H$_2$ dry etch chemistry. In this case, the constituent InGaAsP elements form only volatile by-products: Ga(CH$_3$)$_3$, In(CH$_3$)$_3$, AsH$_3$ and PH$_3$. A major downside of this chemistry is hydrocarbon film formation on the etched surface and the reactor sidewalls. Chamber conditioning, i.e. an empty chamber run, prior to the process for at least 20 min is required.
Figure 2.5: SEM images of etched InGaAsP pillar in CH\(_4\)/H\(_2\)/Ar chemistry (a) with polymer on the sidewalls; (b) after cleaning in O\(_2\) plasma and BOE.

for this process to work. According to a study by Heyes et al [81], the ratio between CH\(_4\) and H\(_2\) gases in the mixture is particularly important for the etch rate repeatability and anisotropy. The authors found the CH\(_4\) content below 25% allows to keep the polymer growth rate relatively low, thus keeping the etching process undeterred. We fixed CH\(_4\)/H\(_2\) ratio at 4:40sccm, i.e. 10% to ensure reasonable control over the etching depth with etching rate of 60-80nm/min. The low density plasma is preferential when surface morphology is important and high etch rates are not necessary, and in our case even undesirable. Since our priorities include well controlled etching rate and smooth surface, we run the RIE process without adding the inductively coupled plasma (ICP) component [82]. An SEM image of an etched InGaAsP/InP pillar using CH\(_4\)/H\(_2\) gas mixture is shown in Figure 2.3, b. The difference in sidewall slope compared to the BCl\(_3\)/Cl\(_2\) (Figure 2.3, a) is easily observed.

Finally, we optimized the previously developed CH\(_4\)/H\(_2\) etching chemistry by adding Ar into the gas mixture and tuning its flow rate. The by-product compounds Ga(CH\(_3\)) and In(CH\(_3\)) of CH\(_4\)/H\(_2\) etch are known to be less volatile than AsH\(_3\) and PH\(_3\). This leads to the preferential loss of As and P elements in InGaAsP and InP semiconductors. Argon dilution helps to ionize and dissociate CH\(_4\) gas molecules, stabilize plasma discharge, activate the etched surface through Ar\(^+\) ion bombardment and sputter non-volatile etch products [83]. This translates into higher vertical etching rate (i.e., steeper
sidewalls) and smoother surface by limiting redeposition of polymer and prevention of micromasking. The result of this RIE process compared to the CH$_4$/H$_2$ without Ar is depicted in (Figure 2.4 a,b). Note that these images were taken after the HSQ mask was removed for a clearer presentation.

The final conditions of our optimized CH$_4$/H$_2$/Ar reactive ion etch are the following: Trion RIE reactor pressure was kept at 30 mTorr, RF power was 150 W, gas flows were set for CH$_4$/H$_2$/Ar are 4:40:20 sccm.

We developed a specific post-RIE cleaning process to remove the HSQ mask and polymer deposited during RIE. First, we carried out a 10-40 minutes microwave O$_2$ plasma clean in Tepla100 or a brief 10 minute RF plasma clean in Trion RIE tool with a reduced O$_2$ flow of 30 sccm. Second, we removed the HSQ resist mask in 6% buffered oxide etch (BOE) by agitating the samples in it for 30-60 seconds. We complete the process with a thorough deionized (DI) water rinse and N$_2$ gun blow-dry. SEM images of etched samples before and after the post-etching cleaning are presented in Figure 2.5 a, b.

2.1.4 PECVD of thin SiO$_2$ layers

Plasma enhanced chemical vapor deposition of silicon dioxide yields a high quality conformal layer of oxide. A typical PECVD can be qualitatively expressed by the chemical formula:

$$\text{SiH}_4 + N_2O \rightarrow \text{SiO}_2 + \text{NH}_3 + N_2$$

At first we used the basic Oxford Instruments SiO$_2$ deposition process for the Oxford Plasmalab PECVD tool:

- 5% SiH$_4$/95%N$_2$ flow: 170 sccm
- N$_2$O flow: 710 sccm
- Pressure - 1000 mT
- R. F. power - 20 W at 13.56 MHz
- Temperature - 350 °C
- Deposition rate 50-70 nm/min

The resultant SiO$_2$ layers are rough due to the trapped bubbles (2.6, a) of gas which fail to outgas during the deposition. Slowing the PECVD process down helps to accelerate gas desorption and deposit a smoother SiO$_2$ layer 2.6, b). We kept the N$_2$O:SiH$_4$ gas ratio the same, as well as the rest of the parameters, but reduced the gas flow rates to 177.5 sccm for N$_2$O and 42.5 sccm for SiH$_4$. We measured the deposition rate to be $\approx$15-20 nm per minute.

![Figure 2.6: Silicon dioxide shield optimization. Presented are the SEM images of a pillar with SiO$_2$ shield deposited with the (a) standard Oxford Plasmalab PECVD tool recipe; (b) optimized PECVD recipe.](image)

### 2.2 Optical characterization of small lasers

To optically characterize our samples, as discussed in Chapters 3, 4, and 7, as well as in Appendix A, we designed and built micro photoluminescence (micro-PL) setups in various configurations. Here we will describe the first micro-PL setup in a very condensed manner, since it is discussed in detail elsewhere [77]. The original version of the setup was designed to test optical behavior of metal-dielectric nanolasers, emitting perpendicularly and vertically with respect to the wafer plane, as well as a Fabri-Perot laser with distributed Bragg reflector (DBR) mirrors (Appendix A). In order to systematically measure an optical response of the in plane-emitting distributed feedback (DFB) laser (Chapter 7), we changed the setup layout and added additional high spectral resolution measurement capabilities. Finally, we designed and built another setup for transmission measurements.
in waveguides with gain (hybrid Si/III-V waveguides).

### 2.2.1 Micro-PL photoluminescence setup for vertical emitting lasers

The original micro-PL optical setup [77] was designed specifically for detection and analysis of very low optical signals, such as emitted by a nanolaser. The setup is schematically depicted in Figure 2.7. It operates in a reflection mode, i.e. the samples were optically pumped and probed from the same direction. For a visual reference, the sample can be imaged on an InGaAs CCD camera (Indigo Alpha) with resolution of $252 \times 316$ pixels and $30 \mu m$ pixel size, using $1,550 \text{nm}$ illumination source and two cascaded 4-f systems. We optically injected the samples with a $1,064 \text{nm}$ pulsed fiber laser (SPI G3 with maximum power of $12 \text{W}$). The laser was set to operate at $12 \text{ns}$ pulse width and $300 \text{kHz}$ repetition rate to achieve sufficiently high peak powers for population inversion to occur, while keeping the average power low enough to avoid adverse thermal effects.

![Figure 2.7: Micro-PL optical characterization setup. Reprinted from [77].](image)

The pump beam passes through a dichroic beam splitter and focuses down on the sample to a spot size of $8 \times 8 \mu m^2$ size with $20 \times$ microscope objective (Miyutoyo NIR $\times 20$). A telescope (lenses L7 and L8 in Figure 2.7) is built into the setup...
to fight chromatic aberration from the dissimilar pump and signal wavelengths (1,064 nm and ≈1,550 nm, respectively). The high-pass edge filter (Semrock RazorEdge) is incorporated between the sample and the detection system of the setup to remove the reflected pump. The detection part of the setup: monochromator (CVI Digikrom DK480) with 70 pm resolution limit, InGaAs fixed-grating spectrometer (Ocean Optics) 3 nm resolution limit and cooled InGaAs single pixel detector.

To improve the signal-to-noise ratio of the setup we used a digital lock-in amplifier (Stanford Research System SR830) in conjunction with a mechanical chopper (Stanford Research System SR540) set at 1 kHz as the source of modulation we lock to. This configuration enables us to detect and spectrally characterize sub picoWatt signals from the nanoscale lasers.

![Figure 2.8: Schematics of an optical characterization setup for edge emitting lasers.](image)

### 2.2.2 Micro PL optical setup for edge emitting device characterization

In order to characterize the optically pumped lasers emitting in the substrate plane, we changed the layout of the micro PL setup described above. The modified configuration allowed us to pump samples from the top (normal to the
substrate plane) with an elliptically shaped beam spot and collect the signal at the edge of the wafer (Figure 2.8). While the signal detection scheme remained the same, the pumping arrangement had to be modified to accommodate the device geometry. First, we implemented a combination of a cylindrical (f=500 mm, Thorlabs AR coated singlet lens) and a spherical (f=5 mm, Thorlabs AR coated achromatic doublet) to form elliptical beam waist to cover the DFB laser area (see setup description in Chapter 7). We supplemented the setup with an optical spectrum analyzer (OSA) ANDO 6317B with a resolution limit of 0.05 nm in near IR for narrow DFB laser linewidth measurements (Appendix F). Since the setup only accepted a single mode fiber input, we collected the signal with a tapered fiber and passed it through a U-bench with a 1,064 nm long pass filter. We found that pump beam/sample/tapered fiber alignment is best done according to the following procedure:

- For the rough alignment, we imaged the sample plane on a microscope and adjusted its position on a mechanical XYZ stage (Newport) with respect to a green alignment laser, collinear with the 1,064 nm pump beam.

- Next, we improve alignment precision by switching to the IR camera imaging
of the microscope field of view. We filter out the scattered 1,064 nm light with a long-pass filter and visually maximize the PL signal from the sample by adjusting the pump beam position.

- Next, we visually align the tapered single mode fiber, mounted on an XYZ-stage (mechanical and piezo), and a sample using a red alignment laser and an upright long working distance microscope.

- We set the signal of interest on the OSA close to the peak wavelength of the sample and adjust the 1,064 nm pump beam until the OSA detects a signal from the sample.

- Finally, we perform fine adjustments to the 1,064 nm beam position with respect to the sample and fiber position using Physics Instrumente piezostage and E-463 HVPZT Piezo Amplifier to maximize the signal detected by the OSA.

2.2.3 Micro PL optical setup for transmission measurements in III-V/Si waveguides

A transmission measurement setup with the capability of optical pumping of gain materials is illustrated in Figure 2.9. The light is coupled from a tunable laser into straight waveguides containing the Bragg grating structures, the output signal is collected from the other end of the waveguide, and sent to an Agilent Optical Spectrum Analyzer with a maximum resolution of 0.01 nm (or 0.1 pm, when used in heterodyne detection configuration). Scattered pump light is filtered out using a series of two 1,100 nm long-pass filters in a fiber U-bench between the collection lens-tipped fiber and the spectrometer. By tuning the wavelength of the input signal, we can probe the transmission response of the entire system. The coupling coefficient depends on material gain/loss; this we control by optically pumping the entire waveguide from above using 1,064 nm pulsed or CW laser illumination with SPI Yb GTWave fiber laser (redEnergy G4) with maximum average power of 20 W). We use an infrared CCD camera (FLIR) with a series of two 1,100 nm
long-pass filters to align the elliptical pump beam with the samples. The beam aspect ratio can be adjusted via two orthogonally oriented cylindrical lenses. Due to the high resolution limit of the optical analyzer, this setup is also well suited for high resolution spectral measurements.
Chapter 3

Room-temperature sub-wavelength metallo-dielectric lasers

3.1 Introduction

Achieving the most compact footprint for photonic components is an important factor in the design of integrated optical devices. Like most other photonic components, the minimum size for a laser is ultimately governed by $\lambda_0$, the free-space wavelength. For example, as the size of a conventional Fabry-Pérot semiconductor laser is scaled down in all three dimensions towards $\lambda_0$, three effects adversely influence the lasing process. First, the round trip path of the optical wave in the gain medium is shortened. Second, radiative losses from the end mirrors are increased. Third, the lateral field confinement in the resonator waveguide is reduced, resulting in less overlap of the optical mode with the gain medium. All these effects serve to increase the lasing threshold, and lasing cannot therefore be achieved below a certain size limit. By allowing the laser size to increase in one or two dimensions, it is possible to reduce the physical size of the laser in the remaining dimension(s) to values below this limit. For example, the disk thickness in whispering-gallery-mode (WGM) lasers [84] can be reduced to a fraction of the free-space wavelength [85], but to compensate for this thickness reduction the disk diameter should be increased accordingly. The ultimate challenge in this respect
is concurrent reduction of the resonator size in all three dimensions, while still satisfying the requirements for lasing action.

The size of an optical cavity can be defined using different metrics (for example, the physical dimensions of the cavity or the size of the optical mode). However, if the goal of size reduction is to increase the integration density (for example, in a laser array), the effective cavity size should account for both the overall physical dimensions of the resonator and the spread of the optical mode beyond the physical boundary of the resonator. By this token, most conventional dielectric laser cavities are not amenable to dense integration because they either have a large physical footprint or a large effective mode. For example, distributed Bragg resonators [86] and photonic-crystal cavities [87] (both of which can be designed to have very small mode volumes) have physical footprints that are many wavelengths in size, due to the several Bragg layers or lattice periods that are required for maintaining high finesse. On the other hand, it has been demonstrated that the diameter of thick ($\lambda_0/n$) micro-disk lasers can be reduced below their free-space emission wavelength [88]; however, the spatial spread of the resultant modes (which have low azimuthal numbers owing to the small disk diameters) into the surrounding space beyond the physical boundaries of the disks may lead to mode coupling and formation of “photonic molecules” in closely spaced disks [89]. To illustrate the case, the $M = 4$ WGM for a semiconductor disk with radius $r_c = 460\,\text{nm}$ and height $h_c = 480\,\text{nm}$ (Figure 3.1a) is shown in Figure 3.1b, clearly indicating the radiative nature of the mode and its spatial spread, which, as mentioned, can lead to mode coupling with nearby structures.

### 3.2 Design

One approach for alleviating these issues is to incorporate metals into the structure of dielectric cavities, because metals can suppress leaky optical modes and effectively isolate them from their neighboring environment. The modes in these metallo-dielectric cavities can be grouped into two main categories: (i) surface bound (that is, surface plasmon polariton (SPP)) resonant modes and (ii)
Figure 3.1: (a) A thick semiconductor disk ($r_c = 460 \text{ nm}$, $h_c = 480 \text{ nm}$, $n_{\text{semi}} = 3.4$) and its $M = 4$ whispering-gallery resonance (b) are shown. Note the spatial spread of the mode compared to the actual disk size. (c–e) The same disk encased in an optically thick ($d_m = 100 \text{ nm}$) gold shield (c) will have well-confined reflective (d) and plasmonic (e) modes, but with much higher mode losses. $|E|$ is shown in all cases, and the section plane is horizontal and through the middle of the cylinder.

conventional resonant modes, resulting purely from reflections within the metal cavity. Although they are highly confined, the disadvantage of plasmonic modes is their high loss, which is caused by the relatively large mode overlap of the optical field with the metal (compared to the reflective case). Owing to the high Joule loss at telecommunication and visible wavelengths, the lasing gain threshold for such cavities can be very large. On the other hand, the negative permittivity of metals not only allows them to support SPP modes, but also enables them to act as efficient mirrors. This leads to the second class of metallo-dielectric cavity modes, which can be viewed as lossy approximations of the modes in a perfectly conducting metal cavity. Because the mode volume overlap with the metal is usually smaller than in the plasmonic case, in this type of cavity it is possible to achieve higher Q factors and lower lasing gain thresholds, albeit at the expense of reduced mode confinement (compared to plasmonic modes). In general, both types
of mode can exist in a real metal cavity. Embedding the aforementioned gain disk in a gold shield (Figure 3.1c) effectively confines the resonant modes while increasing Joule losses. As discussed, the surface-bound plasmonic mode (Figure 3.1e) has both a higher M number and higher losses (\( M = 6, Q = 36 \)) compared to the non-plasmonic mode (Figure 3.1d, \( M = 3, Q = 183 \)).

It should be noted that even though the metal shield is the source of Joule loss, the large refractive index of the semiconductor core \( n_{\text{semi}} \approx 3.4 \) aggravates the problem and increases both the plasmonic and Fresnel reflection losses. For SPP propagation on a (planar) semiconductor–metal interface, the threshold gain for lossless propagation is proportional to \( n_{\text{semi}}^3 \) [90]. This means that, even though high-Q plasmonic modes can exist inside metal cavities with low-index cores (for example, silica, \( n = 1.48 \) [91]), using this approach to create a purely plasmonic, room-temperature semiconductor laser at telecommunication wavelengths will be very challenging, due to the order-of-magnitude increase in gain threshold.

One solution for overcoming the metal loss obstacle is to reduce the temperature of operation. This will have two coinciding benefits, a reduction of the Joule losses in the metal and an increase in the amount of achievable semiconductor gain. Recently Hill and colleagues [92] have demonstrated cryogenic lasing from gold-coated semiconductor cores with diameters as small as 210 nm. However, in this case the metal is directly deposited on the semiconductor core (with a 10 nm SiN insulation layer between; Figure 3.2a, left). As a result, owing to the large overlap of the mode with the metal, the estimated room-temperature cavity Q is quite low. The best case is \( \sim 180 \) for a silver coating (assuming the best reported value for the permittivity of silver [93]). This corresponds to an overall gain threshold of \( \sim 1,700 \text{ cm}^{-1} \) and is quite challenging to achieve at room temperature. Even though this device lases when cooled to cryogenic temperatures, it would be challenging to achieve room-temperature lasing with the same approach and a similarly sized cavity, due to the constraints imposed by the amount of available semiconductor gain and metal losses. The gain coefficient reported for optically pumped bulk InGaAsP emitting at 1.55 \( \mu \text{m} \) is reported to be \( \sim 200 \text{ cm}^{-1} \) [94]. Electrically pumped multiple quantum wells (MQWs), on the other hand, have been reported
to have higher material gain coefficients of over 1,000 cm$^{-1}$ [?]. Also, recent results obtained from Fabry-Pérot-type metallic nanolasers at room temperature indicate that this level of gain is also achievable from bulk InGaAs [95]. However, even if the required gain is achievable at room temperature, efficient operation of the device would still be a challenge due to thermal heating and non-radiative recombination processes (for example, Auger recombination). In particular, to operate a densely packed array of such devices, thermal management would be a major concern, given the requisite intense pumping levels. Consequently, it is extremely important to optimize the cavity design so that the gain threshold is minimized.

**Figure 3.2:** (a) Metal-coated gain disk with vertical confinement provided by low-index waveguide cutoff sections (left panel) as demonstrated by Hill and colleagues [92]. Same structure, but including a dielectric shield layer of thickness $\Delta$ (right panel). (b) Variation of gain threshold of the composite gain/dielectric/metal waveguide as the dielectric shield thickness $\Delta$ is changed, assuming a fixed total radius $R_{tot} = 460$ nm [20]. (c) Practical realization of the laser cavity for compatibility with planar fabrication techniques. The air gap at the bottom of the laser is formed after a selective etch of the InP substrate. (d) Cross-sections of $|E|$ for the TE$_{012}$ mode of the cavity. In the designed cavity the values for $h_1$, $h_2$ and $h_3$ are 200, 550 and 250 nm, respectively.
3.3 Design and Simulation

Previously, we have predicted that by incorporating a dielectric shield layer between the metal and the semiconductor (Figure 3.2a, right) and optimizing the dielectric thickness, the gain threshold of the laser can be substantially reduced so that it is amenable to operation at room temperature [20]. The benefit stems from the tendency of the low-index shield to push the electromagnetic mode towards the high-index inner core and away from the metal walls, reducing the mode–metal overlap and hence the Joule loss. Excessive shield thickness can be detrimental, because the shield uses up space within the device that would otherwise be filled with the gain. For a fixed total waveguide radius $R_{tot}$ and for each waveguide mode, an optimal shield thickness $\Delta$ (with the corresponding gain core radius $r_c = R_{tot} - \Delta$) exists that minimizes the threshold gain [20]. This is illustrated in Figure 3.2b for the TE$_{01}$ mode and $R_{tot} = 460$ nm (the same device footprint as in Figure 3.1), using silica ($n = 1.46$) as the shield layer. It can be seen that the optimally sized shield ($\Delta \approx 200$ nm) reduces the gain requirement several fold relative to a metal-clad device of equal diameter but without the shield ($\Delta = 0$). Furthermore, one can ensure, by proper design, that the mode of interest is in cutoff in the upper and lower sections of the waveguide, where the core is only composed of dielectric with no high-index core (Figure 3.2a). When this is the case, the structure acts as a three-dimensional optical resonator [20].

The conceptual diagram in Figure 3.2a implies that the upper and lower waveguide sections, where the mode is in cutoff, extend to infinity. In practice, we truncate the guide some distance above and below the gain section Figure 3.2c, far enough so that the energy leakage resulting from this truncation is minor. The light escaping from the lower section is used as the laser output, and the upper section is capped with metal for unidirectional emission and fabrication process compatibility. Also, owing to a selective etch step in our fabrication process, the lower cutoff section ends up comprising a composite core with an air column directly underlying the gain block (instead of a solid silica core). This does not compromise the performance of the resonator; in fact, it makes the cutoff in the lower section more severe. Figure Figure 3.2d shows two cross-sections of $|E|$ for
the TE\textsubscript{012} mode of the resonator in Figure 3.2c.

The resulting room-temperature Q of this cavity is $\sim 1,030$ (assuming gold, $\epsilon = -95.9 - 11i$ [96], for the metal shield), with a resonance at 1.55 $\mu$m and a gain threshold of only 130 cm$^{-1}$. Note that both the physical size and modal size of this cavity are smaller than the wavelength of emission. Assuming a minimum metal shield thickness of 70 nm (which is twice the skin depth), the diameter and height of this laser are 1.1 and 1.35 $\mu$m, respectively. Also, in addition to having a low gain threshold, the laser is optically isolated from any structure placed next to it.

3.4 Fabrication

The shielded laser structure was fabricated from an InGaAsP MQW gain layer grown on InP. Hydrogen silsesquioxane (HSQ) electron-beam resist was patterned into arrays of dots (Figure 3.3a) using a Raith 50 electron-beam writer, and the size of the dots was varied by changing the pattern size and/or the electron-beam dosage. Cylindrical structures were then etched using CH\textsubscript{4}/H\textsubscript{2}/Ar reactive ion etching (RIE) (Figure 3.3b). Using an optimized and calibrated plasma-enhanced chemical vapor deposition (PECVD) process, the silica shield layer was grown to a thickness of $\sim 200$ nm (Figure 3.3c). Note that the outline of the embedded gain core is visible through the silica layer. In practice, the low adhesion of gold to silica caused separation of the dielectric portion of the structure from the metal layer. Fortunately, aluminium exhibits has better adhesion properties, and at the wavelength of interest its optical properties are very close to gold.\textsuperscript{1}

A layer of aluminum with a minimal thickness of 70 nm was sputtered over the silica-covered pillars (Figure 3.3d). The sample was then bonded on the upper side to a glass slide using SU-8, and the InP substrate was subsequently removed in a selective HCl etch, leaving an air void under the structure. Figure 3.3e shows the tilted bottom view of an air void, with the lower face of the gain core visible inside. Figure 3.3f shows the normal bottom view (with enhanced contrast levels) of a similar void. The faint outline of the silica shield is discernible in this image.

\textsuperscript{1}The cavity Q of the resonator with an aluminum coating ($\epsilon = -238.5 + 44.7i$ [96]) is 1,004, which compares with 1,030 for gold.
verifying the 200 nm thickness of the shield. (Further details of the fabrication process are presented in the Section ??.)

![Figure 3.3](image)

**Figure 3.3:** (a) Array of electron-beam patterned HSQ resist dots. (b) RIE etched pillar after oxygen plasma and buffered oxide etch cleaning. The faint bump in the middle indicates the boundary between the InGaAsP and InP layers. (c) Etched pillar after PECVD of silica. The outline of the semiconductor pillar can be seen through the silica layer. (d) Silica-covered pillar after undergoing aluminium sputtering (70nm). (e) Tilted bottom view of one of the samples after a selective InP etch with HCl. The surface is composed of PECVD deposited silica. The hole corresponds to the air hole shown in the diagram of Figure 3.2d. (f) Contrast-enhanced normal bottom view of a cavity. The circular outline around the air hole is due to the dielectric shield and agrees well with the target dielectric shield thickness of 200 nm.

### 3.5 Characterization

For optical pumping we used a 1,064 nm pulsed fibre laser operating at a repetition rate of 300 kHz and a pulse width of 12 ns. The pump beam was delivered to the samples using a ×20 or ×50 long-working-distance objective, which also collected the emitted light. To estimate the amount of pump power absorbed by the core, a full three-dimensional finite-element analysis was carried out over a range of core sizes (see Appendix B for details of calculations). Using a double 4-f imaging system in conjunction with a pump filter (Semrock RazorEdge long wavelength
The samples were imaged onto either an IR InGaAs camera (Indigo Alpha NIR) or a monochromator (Spectral Products DK480) with a resolution of 0.35 nm and equipped with a cooled InGaAs detector in a lock-in detection configuration. Owing to the electron-beam writing process, the samples were slightly elliptical. The major and minor diameters of the gain core for the particular sample under test were measured to be 490 and 420 nm, respectively.

Figure 3.4: Light–light curve for a nanolaser with major and minor core diameters of 490 nm and 420 nm (blue dots), respectively. The same data set is shown as a log–log plot (bottom inset, red symbols) together with the slopes for the PL, ASE and lasing regions. Also shown are the images of the defocused emitted beam cross-section (taken \( \sim 10 \mu m \) away from the nanolaser exit aperture) for (I) c.w. pumping and (II) pulsed pumping. The appearance of the higher-contrast fringes indicates increased coherence due to lasing.

In Figure 3.4 the light–light curve corresponding to a laser emitting at 1,430 nm is presented (blue symbols), which shows a slope change indicating the onset of lasing at an external threshold pump intensity of \( \sim 700 \text{ W/mm}^2 \). The same data set is shown in a log–log plot (Figure 3.4, red inset graph), with the slopes of different regions of operation indicated on the plot. The S-shaped curve clearly shows the transition from photoluminescence (PL) to amplified spontaneous emission (ASE) and finally into the lasing regime. Also shown in Figure 3.4 are the emission patterns of the defocused laser image captured with the IR camera, cor-
responding to continuous-wave (3.4, inset (I)) and pulsed (3.4, inset (II)) pumping situations. The average pump intensity in each case was approximately equal to 8 W/mm$^2$. In the c.w. case, only broad PL emission occurs, owing to the low peak intensity. However, when the pump is switched to pulsed mode, lasing is achieved due to the 278-fold increase in peak power. At the same time, the defocused image forms a distinct spatial mode with increased fringe contrast, which is an indication of increased spatial coherence and is further evidence of lasing. The polarization of the emission has a strong linear component, which is due to the slight ellipticity of the gain core (see Appendix E for more details).

![Figure 3.5: Evolution of the emission spectra from PL over ASE to lasing.](image)

Figure 3.5 shows the evolution of the emission, from a broad PL spectrum to a pair of competing ASE peaks and finally into a narrow lasing line at 1,430 nm. The measured linewidth of this particular laser was 0.9 nm; however linewidths as small as 0.5 nm were measured for other samples in the same size range.

Another way to verify the soundness and accuracy of the design and fabrication processes is to match the lasing wavelength with the target resonance of the cavity. However, owing to the high pump intensity, the refractive index of the gain core can vary substantially from its quiescent value and this can considerably shift the lasing line from its target wavelength. Using the measured results from an
array of lasers with slightly different sizes (which were measured individually using a scanning electron microscope, SEM) and exact three-dimensional finite-element modelling of each of the gain cores, the refractive index of the gain medium under pumping conditions was estimated at each lasing point (Figure 3.6, green symbols and error bars).

![Figure 3.6](image)

**Figure 3.6**: Effective refractive indices (green symbols) of the pumped MQW gain medium at lasing wavelengths, back-calculated from lasing spectra obtained from an array of nanolasers. Error bars were calculated assuming ±5 nm error in measuring the disk diameters from the SEM images. The dashed red curve shows the effective refractive index of the unpumped MQW layer, as measured by a Filmetrics interferometric analyzer. The blue curve is offset from the red by a constant amount (0.102 RIU), which was chosen for best fit to the lasing data. The index reduction is consistent with the estimated free-carrier effects.

Assuming a uniform drop over the spectrum of interest and using a least-squares fit of these data points, the estimated refractive index drop is \( \sim 0.102 \) refractive index units (RIU) (least-squares fit) lower than that reported by interferometric multilayer measurements of the unpatterned wafers under low illumination intensity (Figure 3.6, red dashed line). We attribute this shift to be mainly due to free carrier effects (a combination of bandfilling, bandgap shrinkage and free carrier absorption), for which the net effect at the estimated carrier density (\( \sim 1.2 \times 10^{19} \text{ cm}^{-3} \) for a 520 nm diameter core) is expected to cause a refractive index drop of \( \sim 0.1 \) RIU [97] (see Appendix B for details of carrier density estimation). Also, a slight additional contribution (at most \(-0.004 \) RIU) may also be present due to compressive pressure on the gain cores, which is exerted by the thermal shrinkage of the aluminium layer after deposition in the sputtering chamber (see Appendix B).
3.6 Conclusion

In conclusion, we have demonstrated room-temperature lasing from sub-wavelength metallo-dielectric resonators. In addition to reducing the size below the emission wavelength in all three dimensions, the metal layer isolates the cavity from its outer environment. Extending the current design approach to an electrically pumped structure may have practical applications such as dense optical interconnects [98] and laser arrays for optical trapping and manipulation of particles [99], both of which are currently limited by the larger size and lateral coupling effects in vertical-cavity surface-emitting laser (VCSEL) arrays. It should be noted that a characteristic of this laser design is that it allows the placement of two coherent sources in very close proximity while allowing them to operate independently with no cross-coupling. According to the Rayleigh criterion, two point sources that are placed closer than 0.61 (λ/NA) cannot be resolved into separate spots in the image plane (where λ and NA are the wavelength and numerical aperture of the imaging system, respectively). This places an upper bound on the maximum packing density of a free-space optical interconnect system. For an imaging system with NA= 0.8 and operating at 1.55 µm, the Rayleigh distance is ~ 1.2 µm, which is slightly larger than the minimum spacing achievable with this nanolaser (~ 1.1 µm). Crossing the Rayleigh limit implies that arrays of this type of nanolaser can potentially reach the diffraction-imposed maximum bound on interconnect density. It should be stressed that passing this limit might also be advantageous for potential near-field applications that may benefit from further reduction in the nanolaser size. However, it should also be noted that, due to the physical limits imposed on the size of resonators incorporating conventional reflective resonances (such as the current nanolaser design), using this approach to reduce the resonator dimensions to sizes far below λ₀/2n (~ 200 nm, assuming λ₀=1,550 nm and n=3.4) is not feasible and the solution will most probably lie in the realm of plasmonic resonant devices [15], assuming that the high room-temperature loss in such cavities can be efficiently surmounted.

The small size of the cavity may also enable the implementation of high-speed directly modulated lasers through spontaneous emission enhancement by
means of the Purcell effect [100]. The estimated Purcell factor for the current
design lies between 19 and 41 (see Appendix C). Using silver instead of aluminium
is expected to improve the threshold characteristics of these lasers because of its
superior optical properties. With a silver shield, the estimated Q-factor for the
same cavity at room temperature is $\sim 3,350$, the gain threshold is only $\sim 50\,\text{cm}^{-1}$
and the estimated Purcell factor range lies between 62 and 137. Furthermore,
given that the current resonator design is readily scalable to longer wavelengths
(due to the improved optical properties of metals in the infrared), it may also
be applied to develop planar arrays of metallo-dielectric quantum-cascade lasers
that are integrated with metallic beam-forming elements [101] and can be used for
high-resolution imaging in the mid- and far-infrared regions of the spectrum.

Chapter 3, in full, is a reprint of the material as it appears in “Room-
temperature subwavelength metallo-dielectric lasers,” M. Nezhad, A. Simic, O.
Bondarenko, B. Slutsky, A. Mizrahi, L. Feng, V. Lomakin, and Y. Fainman, Nature
Photonics, vol. 4, no. 6, pp. 395–399, 2010. The dissertation author was the
primary co-investigator and coauthor of this paper.
Chapter 4

Wafer bonded subwavelength metallo-dielectric laser

4.1 Introduction

Realization of silicon compatible active optical components is critical for creating integrated silicon photonic circuits, and a major step towards integration with CMOS-compatible platforms. Silicon has good thermoconductive properties, high quality oxide, low cost, and is available in high quality wafers, making it invaluable for integrated electrical circuits and waveguides. Unfortunately, the indirect bandgap of silicon poses a fundamental barrier to enabling light amplification and stimulated emission in this material. Successful advances toward overcoming this limitation include demonstration of silicon Raman lasers [102] and light emission in silicon-based nanoengineered materials [103]. However, Raman laser operation is based on optical scattering, which makes it essentially limited to operation under external optical pumping. Silicon nanostructures, in turn, suffer from low gain, and therefore, low efficiency.

An alternative solution is to build hybrid optical devices through integration of III-V gain with silicon [104] using wafer bonding. III-V semiconductor compounds offer the benefits of a direct energy bandgap with wide achievable range, and high carrier mobility. This makes the III-V material system optimal for
active optical elements and logical devices such as lasers, switches, and modulators. In addition to integration with silicon, another major goal of current photonics research is to reduce device footprints. Miniaturization is of great importance for the realization of compact photonic circuits for optical interconnects on-chip optical communication and sensing. Many applications often require high density packaging of laser structures, and therefore three dimensional minimization of the lasers is ultimately desired. To date, several different subwavelength lasing structures were reported by a few research groups [15,16,92,105–107], but integration of subwavelength lasers with passive silicon photonics still remains a challenge. Earlier we demonstrated room-temperature operation in sub-wavelength metallo-dielectric lasers [20,106], where the dielectric shield between metal cavity and InGaAsP gain core allows us to achieve lasing at room temperature through metal loss reduction [20]. However, building a practical ultra-compact on-chip device prompts us to address a few issues that include integration of the optical gain material with a silicon-on-insulator (SOI) wafer, assembly of an electrically injected laser cavity and laser-to-waveguide mode coupling. In the original design, the nanolaser is optically pumped and mounted on a glass slide with the output light propagating in free space (Figure 4.1a). The wafer bonding approach offers a path to realization of an electrically pumped sub-wavelength laser with vertical mode coupling to a silicon photonic waveguide by means of a slanted mirror, for example [108].

In order to exclusively investigate wafer bonding problems, we choose to

![Figure 4.1](image-url): (a) Scheme of the original sub-wavelength metallo-dielectric laser setup as from [106]; (b) Scheme of a wafer bonded metallo-dielectric laser to be reported in this paper.
keep the original cavity mode of the optically pumped nanolaser [106] intact. Thus, the III-V-to-silicon wafer bonding has to be mediated by low refractive index material, such as SiO₂, to achieve vertical mode confinement (Figure 4.1b). The mediator layer has to be thick enough to reproduce the 500 nm air plug in the original design. Next, we need to select a reliable and versatile wafer bonding method, which could be used for both III-V-to-Si and III-V-to-SiO₂/Si integration. The wide variety of available wafer bonding techniques includes fusion bonding, anodic bonding, solder bonding, eutectic bonding, thermocompression bonding, direct metal-to-metal bonding, ultrasonic bonding, low-temperature melting glass bonding, and adhesive bonding [73]. Our choice was determined by the cavity design, which required a direct low temperature (below 400 °C) bond of an InGaAsP multiple quantum well (MQW) active layer to a silicon base. Conventional high temperature direct wafer bonding (fusion bonding) is known to have an adverse effect on the III-V layer quality due to a thermal expansion constant mismatch of the bonded materials. Some of the available low temperature wafer bonding methods may be useful, but would require additional studies of the bonding mediator’s optical and material properties (adhesive wafer bonding), its possible chemical interaction with the gain layer (anodic wafer bonding) and incorporation of these new layers into the original nanolaser model. Recently, Liang et al reported a plasma assisted wafer bonding method [109, 110], which they successfully used for realization SOI-compatible optoelectronic devices [104]. Hence, in this work we demonstrate a silicon-compatible metallo-dielectric nanolaser and investigate the feasibility of this fabrication approach for integration of the device with silicon photonics platform.

4.2 Design and Simulations

Microdisk resonators with conventional whispering gallery mode (WGM) designs can be reduced to subwavelength scale [88], but the corresponding mode for the small structure is loosely bound, such that its evanescent tail is spread far beyond the physical resonator boundaries. This creates two problems. First,
it increases the threshold requirements since the mode/gain overlap is reduced. Second, coupling between the modes of neighboring resonators makes the WGM resonators unsuitable for densely packed laser arrays. These issues can be solved by enclosing the semiconductor resonator in a metal cavity [92]. While the metal cavity introduces strong mode confinement and thereby increases the mode-gain overlap, it also introduces high Ohmic losses. The last circumstance poses a difficulty on the way to room temperature lasing in subwavelength metallic resonators. Our approach to overcoming the metal losses is to incorporate a dielectric shield layer between the metal and semiconductor [20]. The shield thickness can be optimized for a fixed outer diameter of the laser. For an optimum shield thickness the losses reduce such that threshold gain is small enough for room temperature operation. In this case, we are still benefiting from the metal confinement, but the dielectric shield separates the largest portion of the mode, concentrated in the high index gain core ($\sim 3.5$ for bulk InGaAsP), from direct interaction with the metal. Excessive shield thickness is detrimental, because the dielectric layer takes space that could otherwise be filled with the gain medium. Here we attempt to adapt this approach for an InGaAsP MQW gain layer, wafer bonded to SiO$_2$/Si (silicon wafer with thermally grown silicon dioxide layer), using our original design for the InGaAsP/InP material system. Figure 4.2a shows a schematic of a sample metallo-dielectric nanolaser, optimized for minimum lasing threshold at a nominal wavelength of 1,550 nm and outer radius of the resonator $R_{\text{out}} = 460$ nm. For a structure of these dimensions, the optimal shield thickness ($\Delta$) and gain core radius ($R_{\text{core}}$) are 200 nm and 250 nm, respectively [20]. The gain core of the laser consists of InGaAsP with MQW (the actual composition of the gain layer is summarized in Table 4.1. A layer of metal (silver) confines the electromagnetic fields within the cavity. The gain is separated from the metal by a shield layer of low-index dielectric (SiO$_2$). The dielectric regions with low effective index above and below the gain cylinder (“plugs”) provide vertical confinement of the resonator mode, as the lasing mode is in cutoff there. The lower plug is comprised of thermal SiO$_2$, in contrast to the original air plug from our previous work. This setup does not introduce any significant changes in the design, since the refractive index of SiO$_2$
is only slightly higher (1.46 versus unity for air). Finite element method (FEM) simulation of the laser resonator is shown in Figure 4.2b. The dielectric layer has been optimized for the TE_{012} mode, which has higher wavelength cutoff compared to the other lower order modes, but has the lowest achievable threshold gain of 36 cm^{-1} for the designed structure [20].

**Figure 4.2:** (a) Schematic drawing of the wafer bonded metallo-dielectric resonator design; (b) FEM simulation of TE_{012} mode in metallo-dielectric resonator with R_{out} = 460 nm, optimized for 1,550 nm wavelength.

## 4.3 Fabrication

The wafer bonded sub-wavelength metallo-dielectric structures are fabricated from an InGaAsP multiple quantum well gain layer, bonded to a silicon wafer with a SiO₂ layer on top. The complete fabrication scheme is outlined in Figure 4.3. The silicon wafers have a 6 µm thermally grown oxide layer on the surface. The MQW InGaAsP/InP wafer was ordered from OEpic Semiconductor, Inc. This gain layer is comprised of 16, 10 nm thick, wells (In_{x=0.560}Ga_{1-x}As_{y=0.938}P_{1-y}) embedded in 17, 20 nm thick, barriers (In_{x=0.734}Ga_{1-x}As_{y=0.571}P_{1-y}), epitaxially grown on an InP substrate, ∼ 500 nm thickness in total (Table 4.1). InGaAsP MQW active layer bonding to the SiO₂/Si was accomplished through low temperature plasma assisted wafer bonding (Figure 4.3a–c). The process is adapted from the III-V-to-Si bonding procedure recently developed by Liang et al. [109,110] and is described below.

The wafer bonding is performed for an InGaAsP/InP chip of ∼ 1 cm² area and a SiO₂/Si chip of ∼ 2 cm² area. The low temperature bonding starts with
Figure 4.3: Fabrication steps of a wafer bonded metallo-dielectric laser: (a) wafer bonding of InGaAsP to SiO₂/Si, (b) resultant InP/InGaAsP/SiO₂/Si structure, (c) wet etching of InP substrate and the optical microscope image of 500 nm InGaAsP MQW layer bonded to SiO₂/Si chip; (d) e-beam lithography patterning; (e) laser pillar after two step RIE of InGaAsP and SiO₂; (f) PECVD of SiO₂ shield; (g) metal sputtering (silver)

Table 4.1: Multiple quantum well InGaAsP/InP epitaxial structure

<table>
<thead>
<tr>
<th>Name</th>
<th>Material</th>
<th>Thickness (Å)</th>
<th>Number of layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capping layer</td>
<td>InP</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Active region</td>
<td>( \text{In}<em>{x=0.734}\text{Ga}</em>{1-x}\text{As}<em>{y=0.571}\text{P}</em>{1-y} )</td>
<td>200</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>( \text{In}<em>{x=0.560}\text{Ga}</em>{1-x}\text{As}<em>{y=0.938}\text{P}</em>{1-y} )</td>
<td>100</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>( \text{In}<em>{x=0.734}\text{Ga}</em>{1-x}\text{As}<em>{y=0.571}\text{P}</em>{1-y} )</td>
<td>200</td>
<td>1</td>
</tr>
<tr>
<td>Substrate</td>
<td>InP</td>
<td>( \sim 325 \ \text{µm} )</td>
<td>1</td>
</tr>
</tbody>
</table>

ultrasonication of the cleaved wafers in solvents to remove all particles that would inhibit interaction between the surfaces. InGaAsP/InP is dipped in HCl for 10 s prior to the wafer bonding to remove the InP capping layer. Ultrasonication in acetone and isopropanol (IPA), followed by thorough DI water rinse are necessary to eliminate particles from the bonding surfaces. This is a crucial step, since a single 1 µm size particle results in an unbonded area of 1 cm² [111]. Next, the surfaces are to be stripped of native oxides, organic, and ionic contaminations. The chemical
treatment is performed using standard RCA clean (NH$_4$OH:H$_2$O$_2$:H$_2$O=1:2:10) for 10 minutes at 65 – 75 °C on the InGaAsP/InP chip, and modified RCA clean (HCl:H$_2$O$_2$:H$_2$O =0.2:1:5) for 10 minutes at 80 °C on the SiO$_2$/Si chip. Then, the InGaAsP/InP chip is immersed into NH$_4$OH to remove any native oxides and small contaminations left from the previous step, while SiO$_2$/Si is treated in H$_2$SO$_4$:H$_2$O (3:1) for 10 minutes to strip any traces of organic contaminants. The chemical clean is followed by ultrasonication in acetone, IPA, careful DI water rinse and drying in N$_2$ flow. After cleaning, both chips undergo O$_2$ plasma surface activation in a Trion reactive ion etch (RIE) chamber with 20 mTorr pressure, 30 sccm O$_2$ flux and 50 W RF power for 45 seconds. The oxygen plasma treatment is immediately followed by a brief rinse in DI water to passivate the active surfaces with hydroxyl (–OH) groups. The water flow also takes away any new particles that may have accumulated during the plasma activation. Next, nitrogen flow-dried chips are manually mated. The Van der Waals force between the –OH groups promotes spontaneous mating of activated surfaces. The pair is annealed for 17 hours at 300 °C in an oven to form strong covalent bonding and encourage out-diffusion of the H$_2$O and H$_2$ byproducts through the thick SiO$_2$ layer from the InGaAsP/SiO$_2$ interface. Lastly, the InP carrier substrate is selectively etched by HCl from the bonded sample to obtain the composite InGaAs/SiO$_2$/Si structure (Figure 4.3c).

![Figure 4.4](image)

Figure 4.4: SEM micrographs of: (a) a laser pillar after two step RIE, and (b) the same pillar after PECVD of 200 nm thick SiO$_2$ layer.

The next step is to perform a double step reactive ion etch (RIE), which has to be carried out on the gain layer and SiO$_2$ using appropriate etching chemistry for each of the two materials. E-beam lithographic processing was performed on
hydrogen silsesquioxane (HSQ) negative resist to create a mask (Figure 4.3d). This is followed by the two-step RIE to form the cylindrical gain core and bottom SiO\(_2\) plug. First, the 500 nm thick InGaAsP MQW layer is dry etched in CH\(_4\):H\(_2\):Ar (4:40:20 sccm) chemistry. Then the SiO\(_2\) layer undergoes CHF\(_3\)/Ar (25/25 sccm) RIE to obtain a 500 nm tall SiO\(_2\) post (Figure 4.33e depicts a schematic drawing of the structure after both these steps are performed). The HSQ mask is removed during the last fabrication step along with SiO\(_2\), since its chemical composition is quite similar to that of SiO\(_2\). Next the sample is treated in microwave oxygen plasma (Tepla 100) to eliminate polymer buildup. An SEM image of a sample laser after the cleaning is presented in Figure 4.4a. Next, PECVD of 200 nm thick SiO\(_2\) is carried out to form the low index shield around the InGaAsP core (Figure 4.3f). Corresponding SEM image is shown in Figure 4.4b. In the final step we sputtered silver using a Denton Discovery 18 sputterer on the sample to complete a laser cavity (Figure 4.3g).

4.4 Measurements

We use a standard micro-photoluminescence setup for optical characterization of the wafer bonded nanolasers [106]. For optical pumping we employ 1,064 nm pulsed fiber laser which has a repetition rate of 300 kHz and 12 ns pulse width. The pump beam was focused down to an approximately 8 \(\mu\)m diameter spot size (FWHM), at the sample aperture plane, using 20\(\times\) microscope objective. The beam intensity profile was observed using an IR InGaAs camera (Indigo Alpha NIR). The profile, together with the measured pump power, allowed us to estimate the peak pump intensity. The light emitted by a nanolaser is collected with the same objective and passed to the detection system. Using a double 4-f imaging system in conjunction with a pump filter (Semrock RazorEdge long wavelength pass), the samples are imaged onto either the IR camera, an electrically cooled InGaAs detector, or a monochromator (Spectral Products DK480) with a resolution of 0.35 nm, equipped with a cooled InGaAs detector in a lock-in detection configuration. Total power measurements for the light-light curves are performed using
an InGaAs detector. The monochromator is utilized for high resolution measurements in lasing mode to obtain the stimulated emission peak linewidth. Optical measurements at 77 K are performed using a Janis ST-500 cryogenic chamber.

The resonant modes of the structures were found to deviate from the design 1,550 nm wavelength by over 100 nm due to a variety of fabrication factors including slight ellipticity, deviation from nominal size, sidewall curvature, etc. For characterization, we selected devices with resonant modes close to 1,550 nm where the InGaAsP MQW material has maximum gain, since these devices may be expected to perform best. Permanent performance degradation has been observed in most devices after prolonged exposure to high pump powers. We speculate that high pump powers cause damage to the gain core. Since the light-light curves provide more conclusive evidence of lasing than linewidth measurements, we have carried out light-light measurement first. This made subsequent linewidth measurements unreliable in some cases, particularly for smaller devices.

Figure 4.5: Room temperature light-light curve for a nanolaser with gain core radius of $R_{core} = 450 \text{ nm}$. The same data set is shown in the bottom inset as a log-log plot. The upper inset is the lasing spectrum taken with spectrometer; measured linewidth is 3.5 nm.

We observed room temperature lasing from a sample with approximate gain
core radius $R_{\text{core}} \approx 450\text{ nm}$ and peak wavelength of 1,496 nm. A kink in the linear scale light-light curve (Figure 4.5) indicates the onset of lasing at the external threshold pump intensity of 1,100 W/mm$^2$. The same data set is shown in a log-log plot in the inset graph. For an ideal laser the S-shaped curve represents the transition from photoluminescence (PL) mode (the lower linear section with slope 1) through amplified spontaneous emission (ASE) mode (linear section with a slope steeper than 1) into stimulated emission mode (also slope 1). The unity slope indicates a linear dependence of output power on input pump power. The stimulated emission spectrum (the upper inset in Figure 4.5) has been measured after the light-light curve, and is probably affected by material degradation discussed earlier. Other similar sized devices exhibited RT linewidths between $\sim 1.5$ and 5 nm.

![Graph showing light-light curve for a nanolaser with gain core radius of $R_{\text{core}} = 450\text{ nm}$ at 77 K. The same data set is shown in the bottom inset graph as a log-log plot. The upper inset is the lasing spectrum taken with monochromator; measured linewidth is 0.35 nm.](image)

**Figure 4.6**: The light-light curve for a nanolaser with gain core radius of $R_{\text{core}} = 450\text{ nm}$ at 77 K. The same data set is shown in the bottom inset graph as a log-log plot. The upper inset is the lasing spectrum taken with monochromator; measured linewidth is 0.35 nm.

Room temperature lasing from smaller samples ($R_{\text{core}} \approx 250\text{ nm}$) exhibited severe drop of the stimulated emission peak intensity over time, especially after the samples had been subjected to high pump powers. That prevented reliable light-
light curve measurements of small (sub-wavelength) samples. To achieve lasing at lower pumping levels, we also performed optical measurements at 77 K, with samples placed in a cryogenic chamber. The light-light curves for both $R_{\text{core}} \approx 450 \text{ nm}$ (Figure 4.6) and 250 nm (Figure 4.7) are presented, with the corresponding log-log curves on the inset graphs.

![Graph](image_url)

**Figure 4.7:** The light-light curve for a nanolaser with gain core radius of $R_{\text{core}} \approx 250 \text{ nm}$ at 77 K with the corresponding log-log plot in the inset graph.

For the nanolaser with $R_{\text{core}} \approx 450 \text{ nm}$ and peak wavelength of 1,508 nm, the threshold at 77 K is reduced to 100 W/mm$^2$, which is approximately 10 times lower compared to the RT results for a sample of the same geometry. The linewidth is measured to be 0.35 nm, from the high-resolution spectrum shown on the upper inset of Figure 4.6. The significant linewidth narrowing at 77 K compared to the room temperature width is an expected phenomenon, which originates from reduced cavity losses, increased output power [112] and smaller linewidth enhancement factor [113]. The smooth ASE transition region and reduced threshold pump density of the S-curve at 77 K result from increased material gain, suppressed spectral broadening, enhanced cavity Q and much lower non-radiative recombination rates at cryogenic temperatures [112,114].

For the 250 nm sample the lasing wavelength at 77 K is 1,527 nm and the
threshold is about 12 W/mm², as shown in Figure 4.7. The emission spectrum of this sample, measured after the light-light curve, was severely affected by material degradation and is not shown. The slope of the PL-related linear part of the log-log curve (inset of Figure 4.7) is around 1.2, in contrast to the samples with $R_{\text{core}} \approx 450$ nm for which the slope is close to unity. The PL region slope larger than unity indicates that a significant fraction of recombination events is caused by single-particle non-radiative processes, such as surface recombination [115]. In the smaller nanolasers, surface recombination is likely to be responsible for the high PL slope, since the ratio of the gain core surface area to its volume for the sample with $R_{\text{core}} \approx 250$ nm is much greater than the surface/volume ratio for the sample with $R_{\text{core}} \approx 450$ nm and thereby, must introduce many more non-radiative recombination centers. Along with the problem of dramatic drop in stimulated emission intensity under optical pumping at room temperature, this is an interesting issue to be further investigated.

4.5 Conclusion

In this paper we demonstrate a wafer bonded subwavelength scale laser that can be integrated onto a silicon platform. We observe room temperature lasing from near-subwavelength structures with gain core radius $R_{\text{core}} \approx 450$ nm and cryogenic temperature operation for sub-wavelength structures with $R_{\text{core}} \approx 250$ nm. The results for the optically pumped lasers are expected to improve through further optimization of the fabrication process. We believe that our approach to realization of subwavelength scale coherent sources, combined with the latest III-V-to-Si wafer bonding solutions, is a promising path for the realization of highly integrated and miniaturized room temperature silicon photonic devices. In addition, our unique metal-dielectric resonator design is of interest for a number of applications, such as on-chip communication, optical interconnects, sensing and storage.

Chapter 4, in full, is a reprint of the material as it appears in “Wafer bonded subwavelength metallo-dielectric laser,” O. Bondarenko, A. Simic, Q. Gu, J. H. Lee,
B. Slutsky, M. P. Nezhad, and Y. Fainman, *IEEE Photonics Journal*, vol. 3, no. 3, pp. 608–616, 2011. The dissertation author was the primary co-investigator and coauthor of this paper.
Chapter 5

Optical mode propagation in passive waveguide gratings

5.1 Introduction

Wave propagation in periodic structures has been studied for many decades in optics, crystallography and solid state physics. All physical entities with wave properties (electron, phonon, photon) exhibit diffractive, reflective and resonant behaviors when they travel in periodic structures with the period dimensions on the wavelength scale. Examples include, amongst others, electronic movement in atomic lattices and semiconductor stacks; natural and artificial photonic crystals, and x-ray diffraction in crystals. Today we can purposefully engineer such phenomena in materials for practical use, including semiconductor superlattices for electron tunneling, anti-reflection coating operating in virtually any spectrum range, photonic crystal cavities and waveguides for signal amplification, routing, filtering and more.

In this chapter we examine transmission and reflection of electromagnetic wave in waveguide gratings, a type of optical periodic structures. To understand the wave propagation phenomena, we will analyze interactions between multiple optical modes, existing in the structures. The modes in the system are described by solutions to wave and Maxwell’s equations. However, the exact analytical solu-
tions rarely can be obtained, and especially so for dielectric waveguides. Hence, we
will use a perturbative approach to solving these equations approximately. Cou-
pled mode theory (CMT) is a traditionally favored theoretical treatment for these
structures and particularly useful for intuitive understanding of wave propagation
in periodic waveguides [116].

We will start with brief review of Maxwell’s equations, than we will dis-
cuss the full formulation of CMT for perturbed waveguides and finally will cover
the treatment specifics for waveguide gratings with sub-micron cross-section and
sidewall modulation [117].

5.2 Maxwell’s equations

Maxwell’s equations for time-dependant electromagnetic field in absence of
sources are:

\[ \nabla \times \mathbf{E} = i\omega \varepsilon \mathbf{B} \]
\[ \nabla \times \mathbf{H} = \mathbf{J} - i\omega \varepsilon \mathbf{D} \]
\[ \nabla \cdot \mathbf{D} = \rho \]
\[ \nabla \cdot \mathbf{B} = 0 \]

(5.1)

where \( \nabla = (d/dx, d/dy, d/dz) \), \( \omega \) is the angular frequency, \( \mathbf{E} \) and \( \mathbf{H} \) are electric
and magnetic field vectors with units of V/m and A/m, respectively; \( \mathbf{D} \) and \( \mathbf{B} \) are
the electric displacement and magnetic induction with units of C/m\(^2\) and Wb/m\(^2\),
respectively. The entities \( \rho \) and \( \mathbf{J} \) are the electric charge density and electric current
density with units of C/m\(^3\) and A/m\(^3\), respectively. The electric displacement \( \mathbf{D} \)
and magnetic induction \( \mathbf{B} \) describe the interaction between the electromagnetic
wave with the matter in which it propagates. In turn, the electric charge density
\( \rho \) and the electric current density \( \mathbf{J} \) represent sources of electromagnetic fields, if
any, present in the system.

In order to uniquely define the electric and magnetic field vectors in a partic-
ular medium, Maxwell’s equations must be supplemented with the complimentary
material equations:

\[
D = \varepsilon E = \varepsilon_0 E + P
\]

\[
B = \mu H = \mu_0 (H + M)
\]

(5.2)

where \( \varepsilon \) is a dielectric permittivity tensor, \( \mu \) is a permeability tensor. \( P \) and \( M \) are the electric and magnetic polarizations of the medium. These two equations define the material response to the present electromagnetic field and vice versa. Constants \( \varepsilon_0 \) and \( \mu_0 \) are the vacuum permittivity and permeability with values of \( 8.854 \times 10^{-12} \) F/m and \( 4\pi \times 10^{-7} \) H/m, correspondingly. Under the influence of an electromagnetic field, charged particles may alter their distribution and motion patterns, in turn causing a response of the electromagnetic field. Thus, the original electromagnetic field will also change according to the electromagnetic response of the medium. Eqs.5.2 allow to redefine Maxwell’s equations in terms of complex field amplitudes:

\[
\nabla \times E = -i\omega \mu H,
\]

\[
\nabla \times H = \mu H = i\omega \varepsilon E
\]

(5.3)

Often, physical properties of the medium, characterized by \( \varepsilon \) and \( \mu \), undergo an abrupt change at surfaces and other material boundaries (Figure 5.1). Mathemat-
ically, these material discontinuities are defined by the boundary conditions:

\[ e_n \cdot (B_1 - B_2) = 0, \]
\[ e_n \cdot (E_1 - E_2) = 0, \]
\[ e_n \cdot (D_1 - D_2) = \sigma, \]
\[ e_n \cdot (H_1 - H_2) = K. \]

where \( E_1, E_2, \) etc., are the fields in the immediate vicinity of the boundary, \( \sigma \) is the surface charge density \((C/m^2)\) and \( K \) is the surface current density \((A/m^2)\). In the absence of sources, i.e., when there is no charges or currents and hence \( \sigma = 0 \) and \( K = 0 \), these boundary conditions become:

\[ e_n \cdot (B_1 - B_2) = 0, \]
\[ e_n \cdot (E_1 - E_2) = 0, \]
\[ e_n \cdot (D_1 - D_2) = 0, \]
\[ e_n \cdot (H_1 - H_2) = 0. \]

It is convenient to separate fields into their transverse components, \( E_t \) and \( H_t \), and longitudinal components, \( E_z \) and \( H_z \), so that

\[ E = E_t + E_z, \]
\[ H = H_t + H_z. \]  

We can obtain separate transverse and longitudinal components by modifying Maxwell’s equations further:

\[ \nabla_t \times E_t = -i\omega\mu H_z \]
\[ \nabla_t \times H_t = i\omega\varepsilon E_z \]
\[ \nabla_t \times E_z + e_z \times \frac{\partial E_t}{\partial z} = i\omega\mu H_t \]
\[ \nabla_t \times H_z + e_z \times \frac{\partial H_t}{\partial z} = i\omega\varepsilon E_t \]

where \( \nabla_t = (d/dx, d/dy, 0) \) and \( e_z \) is a unit vector pointing in the wave propagation direction \( z \). When dealing with electromagnetic field propagation in waveguides, it is sufficient to solve exclusively for transverse field components, \( E_t \) and \( H_t \), since the longitudinal components will follow from Maxwell’s equations, once the tangential components are solved by means of the wave equation, as discussed in Section 5.3).
5.3 Wave equation

Solutions of Maxwell's equations describe electromagnetic field propagation in a medium with certain properties. In general, time harmonic propagation of electric field in homogeneous, source-free ($\nabla \cdot \mathbf{E} = 0$) and lossless media must satisfy the vector equation:

$$\nabla^2 \mathbf{E} + k_0^2 n^2 \mathbf{E} = 0 \quad (5.8)$$

The solution to this equation for an ideal (i.e., straight and unperturbed) waveguide stretched along the z-axis, whether it is a slab, rectangular or cylindrical waveguide, is the following wave equation:

$$\mathbf{E}(x, y, z, t) = \mathbf{E}_m(x, y) e^{i(\omega t - \beta_m t)} \quad (5.9)$$

In reality, some waveguide perturbation always exists. For example, a slight dielectric permittivity perturbation along the z-axis due to imperfect fabrication techniques, will make Eq. 5.9 no longer valid for such waveguide. A perturbative approach is typically applied to overcome this limitation and find the eigenmodes in a perturbed waveguide. The perturbed waveguide eigenmodes can be represented as a superposition of an ideal waveguide eigenmodes (see Appendix H).

5.4 Mode excitation in waveguides

In presence of sources a new term appears in Maxwell's equation for the magnetic field, and the equation system 5.1 takes the following form:

$$\nabla \times \mathbf{H} = i\omega \epsilon \mathbf{E} \quad (5.10a)$$

$$\nabla \times \mathbf{H} = i\omega \epsilon \mathbf{E} + j\omega \mathbf{P} \quad (5.10b)$$

where the second term on the right side of Eq. 5.10b represents a distribution of sources, which excite various waveguide modes through the induced polarization vector $\mathbf{P}(x, y, z)$. In his coupled mode theory, Kogelnik [116] employs mode expansion of the wave equation to solve these Maxwell's equations and applies orthogonality relations to obtain formulas for mode amplitudes in presence of sources. The
change in the amplitudes of forward \((A'_\mu)\) and backward \((B'_\mu)\) propagating modes, with primes referring to differentiation with respect to \(z\), due to the field sources \((P(x, y, z))\) can be written as:

\[
A'_\mu = -j\omega \iint_\infty P \cdot E^*_{\mu} e^{j\beta_{\mu}z} \, dx \, dy \\
B'_\mu = j\omega \iint_\infty P \cdot E^*_{-\mu} e^{-j\beta_{\mu}z} \, dx \, dy
\]  

(5.11)

Note, that the amplitudes will stay constant in absence of sources, i.e., when induced polarization \(P(x, y, z) = 0\).

This description is very general, since it carries no assumptions. As such, it can be applied to lossy or lossless, homogeneous or nonhomogeneous media, since the permittivity value can be real, imaginary, complex or tensorial, as relevant to each case.

Let us consider a non-ideal waveguide with some distribution in permittivity \(\epsilon(x, y, z)\) due to geometrical variations. This deformation can be expressed as a deviation \(\Delta\epsilon(x, y, z)\) from the nominal permittivity distribution in an ideal waveguide \(\epsilon(x, y)\). This deviation (or perturbation of permittivity) will result in an induced polarization, proportional to the electric field in the guide.

Upon substituting the expanded electric field in Eqs. 5.11, we obtain:

\[
P_t = \Delta\epsilon E_t = \Delta\epsilon \sum (a_\nu + b_\nu) E_{t\nu}
\]  

(5.12)

Variation in amplitudes can be expressed through permittivity variations, as well as the transverse and tangential components of the electric field:

\[
A'_\mu = -j\omega \iiint_\infty \sum [(a_\nu + b_\nu)\Delta\epsilon E_{t\nu} \cdot E^*_{t\mu} + (a_\nu - b_\nu)\frac{\Delta\epsilon}{\epsilon + \Delta\epsilon} E_{z\nu} \cdot E^*_{z\mu}] e^{j\beta_{\mu}z} \, dx \, dy \\
B'_\mu = j\omega \iiint_\infty \sum [(a_\nu + b_\nu)\Delta\epsilon E_{t\mu} \cdot E^*_{t\mu} - (a_\nu - b_\nu)\frac{\Delta\epsilon}{\epsilon + \Delta\epsilon} E_{z\mu} \cdot E^*_{z\mu}] e^{j\beta_{\mu}z} \, dx \, dy
\]  

(5.13)

where we have used symmetry relations to express the mode distribution \(E_{-\mu}(x, y)\) in terms of the component of the field \(E_{\mu}(x, y)\) of the corresponding forward propagating mode. To write these expressions in a more compact form, we introduce
tangential and longitudinal coupling coefficients $K^t_{\nu\mu}(z)$ and $K^z_{\nu\mu}(z)$:

$$K^t_{\nu\mu} = \omega \int_{-\infty}^{\infty} \Delta \epsilon E_{\nu\tau} \cdot E^*_{\tau\mu} \, dx \, dy$$

$$K^z_{\nu\mu} = \omega \int_{-\infty}^{\infty} \frac{\Delta \epsilon \cdot \epsilon}{\epsilon + \Delta \epsilon} E_{z\nu} \cdot E^*_{z\mu} \, dx \, dy$$  \hfill (5.14)

The equations for mode amplitudes can now be expressed as:

$$A'_\mu = -j \omega \int_{-\infty}^{\infty} \sum \{ A_\nu (K^t_{\nu\mu} + K^z_{\nu\mu}) \exp[-j(\beta_\mu - \beta_\nu)z]$$

$$+ B_\nu (K^t_{\nu\mu} - K^z_{\nu\mu}) \exp[j(\beta_\nu + \beta_\mu)z] \} \, dx \, dy$$  \hfill (5.15)

$$B'_\mu = j \omega \int_{-\infty}^{\infty} \sum \{ A_\nu (K^t_{\nu\mu} - K^z_{\nu\mu}) \exp[-j(\beta_\mu + \beta_\nu)z]$$

$$+ B_\nu (K^t_{\nu\mu} + K^z_{\nu\mu}) \exp[j(\beta_\nu - \beta_\mu)z] \} \, dx \, dy$$  \hfill (5.16)

First, we would like to emphasize that the definition of coupling coefficient (Eq. 5.14) is central to CMT. It quantifies strength of interaction (or coupling) between forward and backward propagating modes due to variations in dielectric permittivity. In most cases we can safely neglect the longitudinal component of coupling coefficient, $K^z_{\nu\mu}$, because the tangential component of electric field $E_z$ contributing to its value, is very small compared to its transverse component $E_t$ (see Eq. 5.14). The Eq. 5.14 and Eq. 5.16 show that co- and contra-directional coupling are different in presence of $E_z$ components. Co-directional coupling is always stronger than contra-directional, since the forward and backward fields have the $E_t$ components of the same sign and $E_z$ components of the opposite sign.

Second, Eqs. 5.16 point to dependence of each individual mode amplitudes on the perturbation strength of waveguide dielectric permittivity $\Delta \epsilon$, modal field distribution and amplitudes of all other modes present in the guide.

### 5.5 Coupled mode analysis of contra-propagating waves

The simplest example of a periodic medium is a stack of alternating layers of two materials with dissimilar dielectric permittivity $\epsilon$ (Figure 5.2, a). This layer
arrangement introduces periodic modulation of the dielectric permittivity along the z-axis. Alternatively, such perturbation can be created in a waveguide of the same material by varying its geometry along the z-axis (Figure 5.2, b). Both of these approaches will result in a Bragg reflector with maximum reflectivity in a desired part of the spectrum, provided the grating period is appropriately chosen. The latter approach is very common to the field of nanophotonics, due to the ease of implementation. In this work we are also interested in reflective gratings with geometrically modulated dielectric permittivity. Let us consider wave propagation

\[
A' = -j\kappa B \exp(-2j\delta z),
\]

\[
B' = j\kappa A \exp(2j\delta z),
\]

\(5.17\)

Figure 5.2: Passive grating with index modulation achieved via (a) alternating dissimilar materials (b) changing the waveguide width in the wave propagation direction.

in a slab waveguide with corrugation grating [116] under two assumptions: (1) all modes can be neglected, except for two guided modes (forward and backward propagating); (2) \(\Delta\varepsilon\) is a very small perturbation. As long as both assumptions are valid, purposeful periodic permittivity modulation in waveguide can be described the same way as the natural imperfections, discussed earlier in this chapter, i.e. in terms of ideal waveguide modes.

We will start by formulating a forward propagating mode with an amplitude \(A\) and a backward propagating mode with an amplitude \(B\):

\[
A' = -j\kappa B \exp(-2j\delta z),
\]

\[
B' = j\kappa A \exp(2j\delta z),
\]

\(5.17\)
where $\kappa$ is a coupling coefficient and $\delta$ is a normalized frequency, which measures asynchronism. When modes are synchronous it equals 0. In this case, coupling coefficient $\kappa$ is real and $z$-independent constant value. We will substitute

$$A = R \exp(j\delta z)$$
$$B = S \exp(-j\delta z)$$

(5.18)

into Eqs. 5.17 and get the following coupled-wave equations:

$$R' + j\delta R = -j\kappa S$$
$$S' - j\delta S = j\kappa R$$

(5.19)

The boundary conditions for the contra-propagating waves are set as $z = 0$ for the forward wave at the beginning of the region at hand; for the backward propagating wave $S$, $z = L$, where $L$ is a total propagation length. For $R(0) = 1$ and $S(L) = 0$. Than, the solutions are:

$$S(0) = \frac{-j\kappa}{\sqrt{\kappa^2 - \delta^2} \coth(L \cdot \sqrt{\kappa^2 - \delta^2}) + j\delta}$$
$$R(L) = \frac{\sqrt{\kappa^2 - \delta^2}}{\sqrt{\kappa^2 - \delta^2} \cosh(L \cdot \sqrt{\kappa^2 - \delta^2}) + j\delta \sinh(L \cdot \sqrt{\kappa^2 - \delta^2})}$$

(5.20)

where $S(0)$ is the amplitude of light reflected as a function of frequency $\delta$ and $R(L)$ is the amplitude of transmitted light. In order to calculate the reflection/transmission spectrum of a modulated waveguide, it is important to know the coupling coefficient specific to the geometry of the waveguide.

## 5.6 Calculation of the coupling coefficient in waveguides

Consider a dielectric waveguide with a geometry such as the one depicted in Figure 5.3(a) with small periodic perturbation of dielectric permittivity along $z$ direction

$$\Delta \epsilon(x, y, z) = \epsilon_a(x, y) + \Delta \epsilon(x, y, z)$$

(5.21)
Figure 5.3: (a) Schematic top down (left) and cross-sectional (right) view of a real sidewall modulated silicon waveguide geometry, (b) the same waveguide, represented as a hypothetical "average" guide with modulated waveguide section displayed in yellow color. The permittivity in this section is calculated as $\epsilon = (\epsilon_{Si} + \epsilon_{SiO_2})/2$.

Recall, that $\Delta \epsilon$ is inside the integral in Eq 5.14. We can simplify Eq 5.14 by applying the Fourier expansion to the small dielectric perturbation $\Delta \epsilon$:

$$\Delta \epsilon(x, y, z) = \sum_{m \neq 0} \epsilon_m(x, y) e^{-im\frac{2\pi}{\Lambda}z}$$

where the summation is over all integers $m$, except $m = 0$. Note, that $\Delta \epsilon(x, y)$ no longer depends on $z$, which means that we can now treat it as a constant and take it out of the integral.

For the case of square-wave waveguide corrugation, we can rewrite the dielectric perturbation as

$$\Delta \epsilon(r) = \begin{cases} \epsilon_0(\epsilon_1 - \epsilon_2) \sum_{m=-\infty}^{\infty} b_m e^{-im\frac{2\pi}{\Lambda}z} & \text{if } x \in [a + \delta a, -a - \delta a] \\ 0, & \text{otherwise.} \end{cases}$$

where $b_m$ are the Fourier expansion coefficients. For the case at hand, a square wave modulation, these coefficients are [118]:

$$b_m = e^{im\pi/2} \frac{\sin m\pi/2}{m\pi}$$
We will neglect all the Fourier terms except for the first one, \( m = 1 \), for which the Fourier coefficient is \( b_m = \frac{2}{\pi} \). After we substitute the Fourier coefficient into the expressions for the coupling coefficient, Eq. 5.14, we obtain the coupling coefficients for a waveguide with a square wave modulation:

\[
\begin{align*}
K^t_{\nu \mu} &= \frac{\omega b_m}{4} \epsilon_0 (\epsilon_1 - \epsilon_2) \int_{A_{mod}} E_{t\nu} \cdot E_{t\mu}^* \, dx \, dy \\
K^z_{\nu \mu} &= \frac{\omega b_m}{4} \epsilon_0 \left( \frac{\epsilon_1}{\epsilon_1 + \epsilon_0} - \frac{\epsilon_2}{\epsilon_2 + \epsilon_0} \right) \int_{A_{mod}} E_{z\nu} \cdot E_{z\mu}^* \, dx \, dy
\end{align*}
\] (5.25)

where \( A_{mod} \) is the area of modulated region in \( x, y \)-plane and labeled yellow in Figure 5.3.

**Figure 5.4**: COMSOL simulations of fundamental propagating modes in a silicon waveguide. Normal electric field distribution in (a) TE-like mode and (b) TM-like mode. Tangential electric field, \( E_z \) component, in (c) TE-like mode and (d) TM-like mode.

Now only the electric field is left inside the integral. This integral defines the mode overlap within the grating. As such, it carries information about the power exchange between the optical fields in different waveguide modes \( \mu \) and \( \nu \).
Next, we will consider a silicon waveguide, embedded into SiO$_2$ cladding, and a square cross-section of 500×500 nm$^2$. The top-down view and cross-section of the waveguide are schematically depicted in Figure 5.3 (a). The dielectric permittivity values at 1,550 nm wavelength for silicon and silicon dioxide are $\varepsilon_1=12.11$ and $\varepsilon_2=2.16$, respectively. We will exclusively consider the fundamental TE-like and TM-like modes (Figure 5.4). Normal and tangential field distributions for these two modes are simulated in COMSOL and shown in Figure 5.4 (a-d). Using the simplified formulation for coupling coefficients (Eq. 5.25), we obtain $K^t(TE)=300 \text{cm}^{-1}$ and $K^z(TE)=187 \text{cm}^{-1}$; $K^t(TM)=398 \text{cm}^{-1}$ and $K^z(TM)=31 \text{cm}^{-1}$. Thus, the total coupling coefficient, $K^t - K^z$, for a TM-like mode is higher (367 cm$^{-1}$) than for a TE-like mode (113 cm$^{-1}$) in this structure.

Figure 5.5: Reflectivity spectra for (a) TM-like and (b) TE-like modes in gratings with varying length (50 µm, 100 µm, 150 µm).

This difference in coupling strength can easily be explained by the fact that the longitudinal component of TE-like mode, $E_z$, strongly overlaps with the modulated area, whereas for the TM-like mode, $E_z$ is concentrated along the unmodulated edges of the waveguide (Figure 5.4, c,d). Figure 5.5 shows the calculated reflectivity spectra of waveguide gratings of different lengths. Evidently, the difference in reflectivity for the TE-like and TM-like modes of the same gratings is very significant. Reflectivity spectra of TM-like modes (Figure 5.5 (a)) are much wider and taller for the same grating lengths than the reflectivity spectra of TE-like modes in the same waveguide (Figure 5.5 (b)). This result suggests that TE-like
and TM-like modes will experience dramatically different dispersive behavior in the sidewall modulated waveguide gratings.
Chapter 6

Optical mode propagation in waveguide gratings with gain

6.1 Distributed feedback lasers

A distributed feedback laser (DFB) is a laser with a Bragg grating resonator acting as a distributed reflector within the gain medium. Light amplification and lasing in periodic structures with gain occurs due to their dispersive properties, i.e. varying amount of reflection, transmission and loss, experienced by each propagating mode. As we know from the previous chapter, these properties can be purposefully engineered to make the grating reflective in a particular part of spectrum.

A simplistic explanation of the operation principle of a DFB with geometrically modulated grating is schematically depicted in Figure 6.1. Consider a mode with frequency near the transmission maximum. As it propagates through the grating without any reflections, it does not spend enough time in the gain medium to get amplified (Figure 6.1, Case 1). Another mode with frequency near the reflection maximum is entirely reflected off grating almost as soon as it starts travelling through it (Figure 6.1, Case 2). However, when the mode is partially reflected and partially transmitted on each interface of the periodic structure, the optical field of the mode is effectively trapped inside the gain medium. As a result, this
mode may experience sufficiently long interaction with the gain to be amplified by it and, eventually, reach stimulated emission (Figure 6.1, Case 3).

Couple mode theory, introduced in the previous chapter, is a simple, accurate and intuitive method of determining the lasing threshold in distributed feedback lasers. Before we move to the chapter on experimental demonstration of the wafer bonded DFB (Chapter 7), we want to gain an insight into the general DFB operation principles and lasing threshold analysis using CMT [119].

Figure 6.1: Schematic demonstration of a simple distributed feedback laser operation principle. A simple DFB cavity is comprised of a single section grating, embedded in material with a non-zero optical gain coefficient.

Note that CMT is not valid for systems below or above threshold, as it doesn’t account for nonlinear effects in gain media, such as gain saturation or spectral hole burning. Analysis of these dynamic effects must be carried out using rate equation theory [39], which is outside the scope of this dissertation.

We will use several assumptions in our CMT treatment of DFB lasers: (1) the laser oscillating frequency is near Bragg frequency \( \omega \approx \omega_0 \), (2) the gain is low.
over distances on the order of the wavelength \((\alpha \ll \beta_0 \equiv 2\pi n/\lambda_0)\), (3) the system is subjected to only a small perturbation of refractive index and gain. Building on the assumption (1) we can safely neglect higher orders of the grating and only consider the two fundamental modes: forward and backward propagating, but otherwise identical. These modes will be further denoted as propagating (R) and contra-propagating (S) modes. Kogelnik et al. [119] arrived to a pair of coupled equations that describe the modes’ complex amplitudes across the grating:

\[
\begin{align*}
-R' + (\alpha - j\delta)R &= j\kappa S \\
S' + (\alpha - j\delta)S &= jkR
\end{align*}
\]

(6.1)

where \(\alpha\) is the gain constant, \(\kappa\) is a coupling coefficient (constant), and \(\delta\) is a normalized frequency:

\[
\delta \equiv \frac{\beta^2 - \beta_0^2}{2\beta} \sim \beta - \beta_0 = n(\omega - \omega_0)/c
\]

(6.2)

where \(n\) is the average refractive index of the medium and \(c\) is the speed of light in vacuum. The parameter \(\delta\) quantifies the deviation of the oscillation frequency from the Bragg frequency \(\omega_0\). When the oscillation frequency coincides with Bragg frequency, \(\delta = 0\).

In the original presentation of CMT, the coupling coefficient was defined as

\[
\kappa = \frac{\pi n_1}{\lambda_0} + \frac{1}{2}j\alpha_1
\]

(6.3)

where \(n_1\) and \(\alpha_1\) are the amplitudes of refractive index and gain modulation in the periodic structure.

Let us now consider a periodic structure of length \(L\) with no incident optical field and internal fields starting at zero amplitude at the boundaries of this structure. The boundary conditions for the described periodic structures are:

\[
R(-\frac{L}{2}) = S(\frac{L}{2}) = 0
\]

(6.4)

The coupled-wave equation 6.1 together with the boundary conditions 6.4 yields a set of discrete oscillating states, or existing longitudinal modes in the periodic structure with corresponding values of threshold gain. Each of these
Figure 6.2: Complex space of resonant condition solutions for four forward and four backward propagating longitudinal modes. The solutions represent lasing threshold for single section DFB lasers without facet reflections.

modes has a complex detuning parameter \( \delta = Re(\delta) + i Im(\delta) \), associated with it, where the real part corresponds to the detuning from Bragg frequency and the imaginary part corresponds to the loss this frequency sustains in the grating. This solutions can be plotted on a compex plane with normalized real part of detuning parameter \( \delta_L \) on x-axis and normalized imaginary part on y-axis (see Figure 6.2). The solution only gives a relative value of threshold gain for each mode, compared to all the other modes. However, the actual gain value required to reach threshold can be calculated if the grating length, modal loss and the gain/mode overlap are known [120].

The general solution to the equation system 6.1 takes the following form:

\[
R = r_1e^{\gamma z} + r_2e^{-\gamma z} \\
S = s_1e^{\gamma z} + s_2e^{-\gamma z}
\]

(6.5)

where the complex propagation constant satisfies the dispersion relation:

\[
\gamma^2 = \kappa^2 + (\alpha - j\delta)
\]

(6.6)
The symmetricity of the grating yields two sets of solutions for the optical field: symmetric, i.e. when $E(-z) = E(z)$, and antisymmetric, with $E(-z) = -E(z)$. This assumption of symmetricity entails the following relation between $r_1$ and $s_1$:

$$r_1 = \pm s_2$$

$$r_2 = \pm s_1$$

(6.7)

Recalling the previously defined boundary conditions 6.4, we arrive to another useful relation between these coefficients:

$$\frac{r_1}{r_2} = \frac{s_2}{s_1} = -e^{\gamma L}$$

(6.8)

These results help us to find concise expressions for the optical field along the grating:

$$R = \sinh \gamma(z + \frac{1}{2}L),$$

$$S = \pm \sinh \gamma(z - \frac{1}{2}L)$$

(6.9)

After some manipulations [119] we arrive to a transcendental equation for the eigenvalues $\gamma$ of the DFB structure and their respective resonant frequencies $\delta$ and threshold gain coefficients $\alpha$:

$$\kappa = \pm \frac{j\gamma}{\sinh \gamma L}$$

$$\alpha - j\delta = \pm \kappa \cosh \gamma L = \gamma \coth \gamma L$$

(6.10)

In general, each of the parameters ($\gamma, \delta, \alpha$) are complex. Their real parts are associated with the physical frequency of the mode and their imaginary parts are associated with gain or loss, experienced by this frequency. These equations can be solved for a complex $\beta = \delta + j\alpha$ exactly through iterative algorithms, such as the Newton-Raphson solver in Matlab.

### 6.2 Gain and index coupled DFB lasers

The coupling coefficient $\kappa$ is a central parameter of CMT. It describes the coupling strength between a propagating mode and any number of other co- and
contra-propagating modes in the waveguide. However, we assumed that only coupling of the first order propagating mode into the identical contra-propagating mode is sufficiently strong to be considered in the analysis. Generally, $\kappa$ is a complex number, with its real part associated with modulation of the refractive index in the system. Its imaginary part, on the other hand, is associated with modulation of gain or loss. This notion suggests that mode-to-mode coupling can be achieved not only through refractive index (or dielectric permittivity) modulation, as was emphasized in Chapter 5, but also through modulation of gain or loss. Based on the type of modulation, DFB lasers are classified into index-coupled and gain-coupled. However, it is very common to have mixed, index/gain coupling, which is likely to be the case for our DFB. Let us consider a purely index-coupled DFB. The dispersion curves, solutions to Eq. 6.6 for a gain-free ($\alpha = 0$) structure with a real $\kappa$, are shown in Figure 6.3. The stop band of width $2\kappa$ is centered at the Bragg frequency $\omega_0$, where the wave propagation is forbidden. However, $\gamma$ is real and points to existing evanescent waves at the Bragg frequency.

In case of a DFB structure with non zero gain ($\alpha > 0$, $\kappa$ real), the dispersion curve evolves from the original pattern with $2\kappa$-wide stop band (Figure 6.3, a) to a progressively narrower stop band, and eventually, an X shape pattern (Figure 6.4, a), where $\text{Im}(\gamma)\kappa$ is plotted as a function of $\delta/\kappa$ for various values of the parameter $\alpha/\kappa$.

**Figure 6.3**: (a) Dispersion diagram for index modulation with no loss or gain. (b) Dispersion diagram for gain modulations with average loss or gain. Reprinted from [119].
Finally, let us examine the dispersive behavior of a purely gain-coupled DFB structure ($\kappa$ is imaginary) with zero average gain ($\alpha = 0$) shown in Figure 6.3, b. In contrast with purely index coupled DFB case, there is no frequency stop band. Instead, there is a propagation constant stop band, still centered at the Bragg frequency. Figure 6.4, b shows the gradual evolution of the dispersion curve into an X shaped dispersion curve as the average gain increases.

6.3 Lasing threshold calculation

We used CMT to design the hybrid III-V/Si DFB and estimate the resonant frequency and associated threshold gain. The schematic drawing of the hybrid III-V/Si DFB structure, cross-section and transverse modes, simulated in COMSOL, are shown in Figure 6.5.

First, we calculated the coupling coefficient for this DFB, using the method described in Chapter 5. The $\kappa$ values are $280\,\text{cm}^{-1}$ and $80\,\text{cm}^{-1}$ for TM-like and TE-like modes, respectively. In Chapter 5 we also showed that significant overlap of $E_z$ optical field component with the corrugated portion of the guide plays an important role in dispersive characteristics of the waveguide. The permittivity distribution in the real waveguide cross-section (Figure 6.5, e,f) and the hypothetic average waveguide cross-section are shown in Figure 6.5, d. To perform this cal-
culation we ignored refractive index change due to the variation in the injected carrier concentration, since CMT threshold analysis is valid only at transparency, as we have mentioned at the beginning of current chapter. Now we know the

Figure 6.5: (a) Unperturbed average guide, TE-like mode; (b) TE-like mode of a 450 nm wide waveguide, corresponding to the narrow section of the grating; (c) TE-like mode of a 550 nm wide waveguide, corresponding to the wide section of the grating; (d) permittivity distribution of the hypothetical average waveguide; (e) permittivity distribution in the narrow section of the grating; (f) permittivity distribution in the wide section of the grating.

coupling coefficient $\kappa$, grating length $L$ and complex $\Delta \beta$ values for longitudinal modes existing in the structure depicted in Figure 6.6, a. Thus, we can find the normalized threshold gain $\text{Im}(\Delta \beta L)$ for various propagating modes (see Figure 6.2). Note, that threshold gain value is different for TE and TM modes, because their normalized coupling coefficient $\kappa L$ is different while the rest of the parameters are the same. This is because, while their transverse $E_{xy}$ fields yield the same transverse coupling coefficient component, the longitudinal field components $E_z$ are distributed very differently in case of TE-like (Figure 6.6, c) and TM-like (Figure 6.6, d) modes, as we mentioned in the previous chapter. To estimate the modal gain, i. e., material gain required for the mode to overcome optical losses in the grating and reach threshold, we use the following relationship between the
Figure 6.6: (a) Schematic of a sidewall modulated DFB laser, top view, where \( \Lambda \) is the grating period, \( \omega_1 \) and \( \omega_2 \) are the different waveguide widths; (b) Simulated \( E_x \) component of a TE-like mode; Simulated \( E_z \) component of a fundamental TE-like mode (c) and TM-like mode (d) in a 500 nm wide and 550 nm tall III-V/Si waveguide with 250 nm silicon layer, 300 nm bulk InGaAsP layer.

normalized gain and modal gain:

\[
\Gamma g - \alpha_{int} \propto \text{Im}(\Delta \beta_m)
\]  

(6.11)

where \( \alpha_{int} \) are internal losses, \( g \) is the material gain coefficient and \( \Gamma \) is the mode confinement factor in the gain (or gain/mode overlap). Gain/mode overlap \( \Gamma \) in our DFB structure (Figure 6.6, b) is close to 0.5 for bulk InGaAsP gain and 0.2 for multiple quantum well (MQW) InGaAsP gain. If we neglect losses, the material gain required to reach lasing threshold in 100 \( \mu \)m long grating is estimated to be 400 cm\(^{-1}\) for bulk InGaAsP and 1000 cm\(^{-1}\) for MQW InGaAsP. Both of these values are realistic, since gain in bulk and MQW III-V compounds is known to be as high as thousands of cm\(^{-1}\) [39,121,122].
Chapter 7

Wafer bonded distributed feedback laser with sidewall modulated Bragg gratings

Modern communication systems place rapidly growing requirements on information processing speed, as well as on the manufacturing and operation cost of their components and networks. One way to meet these needs is to supplement electronic circuits with photonic integrated circuits (PICs). Currently, silicon serves not only as a foundation for CMOS technology, but also as a primary material for passive photonics, due to its numerous advantages for on-chip light transport. However, enabling the full range of functionalities (e.g., switching, routing, lasing, modulation, and detection) on a single module requires the use of other materials [123–125]. In particular, III-V compound semiconductors are advantageous for construction of active optical elements and logic devices, owing to their direct, widely ranging energy bandgap and high carrier mobility.

Today most photonic circuits with active components are implemented via flip-chip bonding of independently fabricated active components to a silicon-based passive photonic circuit. This approach is complex, time consuming, and has tight alignment tolerances (< 0.5) for a minimal (≈ 1 dB per link) coupling loss for microscale components [126–129]; for nanoscale components, the alignment restriction becomes impractical. An alternative way to integrate dissimilar material
systems is their monolithic integration through epitaxial growth or wafer bonding prior to the PIC nanofabrication. Despite the remarkable progress with growing epitaxial III-V semiconductor layers on silicon [9, 46, 130], the dissimilar crystal structures of these materials make it extremely challenging to grow sufficiently large areas of III-V on Si for PIC manufacturing [45]. This makes a second alternative approach, wafer bonding, the most amenable for dense, large-scale monolithic integration at present.

Compared to a number of existing wafer bonding techniques [73], plasma assisted wafer bonding [67] has advantages of scalability, low temperature and directness. Furthermore, it has already been successfully used to demonstrate a variety of SOI-compatible evanescent optoelectronic devices [131]. We combine plasma-assisted wafer bonding with a self-aligned fabrication approach [65], which requires a single resist mask to etch both III-V and silicon layers and offers the benefit of simple, alignment-free fabrication. The latter is very important when device dimensions approach the alignment resolution limit of commercial mask aligners.

In this work, we use self aligned sidewall modulated Bragg gratings [117] for optical feedback in a compact III-V/Si distributed feedback laser (Figure 7.1(a,c)). High mode confinement factor in the gain layer of sub-micron cross-section waveguide is a potential way to reduce the threshold and enable lasing in hybrid III-V/Si lasers [56, 132, 133]. We show the high degree of compactness enabled by our design and fabrication approach by demonstrating lasing in a 100 µm long optically pumped wafer bonded distributed feedback (DFB) laser.

A schematic drawing of the designed optically pumped laser structure is presented in Figure 7.1(a, c). The TE-like transverse optical mode of the composite waveguide is evenly distributed between the silicon and III-V layers (Figure 7.1(b)). By choosing the III-V/Si layer thickness ratio, we can control the gain-mode overlap, thus providing more effective interaction of the mode with the gain material. With the ability to produce high gain-mode overlap, stimulated emission can be reached either at reduced threshold or with smaller device footprints, depending on the design.
Figure 7.1: III-V/Si hybrid DFB laser design: schematic drawing of a III-V/Si DFB laser resonator with vertical sidewall modulated Bragg gratings – cross-section (a) and top view (c); (b) finite element simulation (COMSOL) of a fundamental TE-like mode for a 500 nm wide and 550 nm tall III-V/Si waveguide with 250 nm silicon layer, 300 nm InGaAsP MQW layer and 50 nm Al$_2$O$_3$ cladding.

We use coupled mode theory [119] to estimate locations of the stop band of the grating and its adjacent minima, where the lasing is likely to occur. Here we neglect the gain coefficient of the III-V layer and assume a passive Bragg grating with effective indices extracted from cross-sectional finite element simulations in COMSOL (Figure 7.1(b)). This simple model is sufficient for initial estimation of the grating behavior. The reflectivity of a passive Bragg grating can be expressed as follows [118]:

\[ R = \frac{\kappa^* \kappa \sinh^2 sL}{s^2 \cosh^2 sL + (\Delta \beta/2)^2 \sinh^2 sL} \]  

(7.1)

where \( s = \sqrt{|\kappa|^2 - (\Delta \beta/2)^2} \), \( L \) is the grating length and \( \Delta \beta \) is the detuning of the propagation constant from the stop band center (Bragg wavelength). The coupling coefficient \( \kappa \) for the fundamental TE mode of an unperturbed waveguide is defined by

\[ \kappa = \frac{\pi}{2\lambda_0 c} \int \mathbf{E}_1^* \Delta \varepsilon \mathbf{E}_2 dx dy \]  

(7.2)
The electric fields $\mathbf{E}_1$ and $\mathbf{E}_2$, as well as the first order dielectric perturbation tensor $\Delta \varepsilon$ were extracted from COMSOL simulations. We calculate the $\kappa$ for $\lambda_0 = 1,550 \text{ nm}$ and the reflectivity for a range of $\Delta \beta$ values between approximately $-7 \times 10^5$ and $8 \times 10^5 \text{ m}^{-1}$.

The fundamental TE mode of a composite waveguide is shown in Figure 7.1(b). The estimated value of the coupling coefficient for a 100 $\mu \text{m}$ long Bragg grating with a period of $\Lambda = 272 \text{ nm}$, modulation of $w_1 = 545 \text{ nm}$ and $w_2 = 455 \text{ nm}$, gain layer thickness of 300 nm, silicon layer thickness of 250 nm and 50 nm thick Al$_2$O$_3$ cladding is $\approx 230 \text{ cm}^{-1}$. We find the stop band bandwidth to be 8 nm and the two closest reflection minima to be at 1,543 nm and 1,554 nm. The confinement factor of the mode inside the gain region for this design is close to 0.5, assuming bulk InGaAsP as a IIIV material for computational simplicity. The high achievable confinement factor allows us to build compact lasers through efficient use of the optical mode. The threshold gain is found to be $\approx 150 \text{ cm}^{-1}$ for the lowest order longitudinal mode from the resonance condition for a simple DFB laser [120]. This gain value can be achieved in bulk InGaAsP [134], which is known to exhibit gain coefficients of $\approx 200 \text{ cm}^{-1}$ at room temperature.

For experimental demonstration we choose InGaAsP with multiple quantum wells (MQW) as a gain material. Compared to bulk IIIVs, gain performance can be greatly enhanced in a well optimized IIIV MQW structure [121,135,136]. On the other hand, the optical field confinement factor in the wells is lower than in bulk gain, which would increase the threshold. Comprehensive optimization of these parameters for minimum threshold gain can become rather cumbersome and is outside of the scope of this paper.

Composite InGaAsP/Si laser structures were fabricated from an InGaAsP MQW layer bonded to an SOI chip. The schematic drawings of different fabrication steps are shown in Figure 7.2 (a,b). The MQW InGaAsP/InP wafer was grown by OEpic Semiconductor, Inc. This gain layer is comprised of 9, each 10 nm thick, wells $(1.6Q \text{ In}_x\text{Ga}_{1-x}\text{As}_y\text{P}_{1-y}, ~ x = 0.56, ~ y = 0.938 \text{ with bandgap wavelength of 1,600 nm} (1.6Q))$ embedded in 10, each 20 nm thick, barriers $(1.3Q \text{ In}_x\text{Ga}_{1-x}\text{As}_y\text{P}_{1-y}, ~ x = 0.734, ~ y = 0.571 \text{ with bandgap wavelength of 1,300 nm})$.
(1.3Q)), epitaxially grown on an InP substrate, bringing the total thickness of the gain layer to $\approx 300\,\text{nm}$ (the structure is summarized in Table 7.1). This InGaAsP MQW active layer was bonded to an SOI chip with a 250 nm thick top silicon layer via low temperature plasma assisted wafer bonding. This wafer bonding process, as described below, is based on the III-V-to-Si bonding procedure developed by Liang et al [76].

**Table 7.1**: Multiple quantum well 300nm thick InGaAsP/InP epitaxial structure.

<table>
<thead>
<tr>
<th>Name</th>
<th>Material</th>
<th>Thickness (Å)</th>
<th>No. of layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capping layer</td>
<td>InP</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Active region</td>
<td>$1.3Q \text{In}<em>x\text{Ga}</em>{1-x}\text{As}<em>y\text{P}</em>{1-y}$</td>
<td>200</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>$1.6Q \text{In}<em>x\text{Ga}</em>{1-x}\text{As}<em>y\text{P}</em>{1-y}$</td>
<td>100</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>$1.3Q \text{In}<em>x\text{Ga}</em>{1-x}\text{As}<em>y\text{P}</em>{1-y}$</td>
<td>200</td>
<td>1</td>
</tr>
<tr>
<td>Substrate</td>
<td>InP</td>
<td>325 $\mu\text{m}$</td>
<td></td>
</tr>
</tbody>
</table>

The wafer bonding was performed for a quarter of a 2-inch InGaAsP/InP wafer and a SOI chip of $\approx 10\,\text{cm}^2$ area. Prior to the wafer bonding, we etched vertical outgassing channels (VOC) in the top silicon layer of the SOI chip [76]. The purpose of the VOC is to facilitate the evacuation of gaseous byproducts from the InGaAsP/Si interface during the bonding process. We used NR71-1500 PY negative tone photoresist to form the photolithographic mask for the channels. The silicon layer was then etched in a Oxford P100 reactive ion etch (RIE) tool using a CHF$_3$:SF$_6$ chemistry with the following settings: CHF$_3$ and SF$_6$ flows are 15 and 100 sccm, respectively; RIE: 30 W, ICP: 1200 W, Pressure: 15 mTorr, Temperature: 20°C, Helium pressure: 10 Torr.

Extremely thorough cleaning procedure of both wafers is essential for a successful wafer bonding. The low temperature bonding starts with very low power ultrasonication in acetone and isopropanol (IPA), followed by a thorough DI water rinse, to eliminate particles from the bonding surfaces and dissolve any
remaining organics. Next, the surfaces are to be stripped of native oxides, organic, and ionic contaminations. This is performed on the InGaAsP/InP chip using ammonia hydroxide (NH$_4$OH) for 5 minutes, and on the SiO$_2$/Si chip using freshly mixed H$_2$SO$_4$:H$_2$O (3:1) solution for 5 minutes. The chemical clean is followed by a quick water gun rinse and drying in N$_2$ flow. Next, both chips are dipped in 1% HF solution for 20 seconds to remove native oxides. After cleaning, both chips undergo O$_2$ plasma surface activation in a Trion RIE chamber with 20 mTorr pressure, 30 sccm O$_2$ flux and 50 W RF power for 45 seconds. The oxygen plasma treatment is immediately followed by a brief rinse in DI water to passivate the active surfaces with hydroxyl (–OH) groups. The water flow also removes any new particles that may have accumulated during the plasma activation. Next, nitrogen flow-dried chips are manually mated. The Van der Waals force between the –OH groups promotes spontaneous mating of activated surfaces. The pair is annealed for 17 hours at 300°C in an oven under atmospheric pressure to form strong covalent bonding and facilitate evacuation of the H$_2$O and H$_2$ byproducts through the VOC into BOX (SiO$_2$) layer, and through the BOX away from the
InGaAsP/Si interface. Finally, the InP carrier substrate is selectively etched via immersion into 38% HCl at room temperature, until reaction is terminated by the InGaAsP etch stop layer, to obtain the composite InGaAsP/SOI structure.

The next step is to perform the self-aligned etch to create the Bragg grating structures on the bonded chip. This is done through a double step reactive ion etch (RIE), which has to be carried out on the gain layer and SiO$_2$ using appropriate etching chemistry for each of the two materials. To create the initial mask, E-beam lithographic processing with Raith50 writer is performed on hydrogen silsesquioxane (HSQ) negative resist. This is followed by the two-step RIE to form the top (III-V) layer and bottom (Si) layer of the Bragg grating. First, the 300 nm thick InGaAsP MQW layer is dry etched in CH$_4$:H$_2$:Ar (4:40:20 sccm) chemistry. Then the Si layer undergoes CHF$_3$:SF$_6$ RIE, using the same recipe as for the VOC etching described above, to etch the silicon layer using the gain layer as a mask. Figure 7.2(a) depicts a schematic drawing of the structure after both of these steps are performed. Next the sample is treated in microwave oxygen plasma (Tepla 100) to eliminate polymer buildup. An SEM image of a clean laser sample after this cleaning step is presented in Figure 7.2(c). Lastly, atomic layer deposition (ALD) of 50 nm thick Al$_2$O$_3$ is carried out using a Beneq TFS200 for thermal management (Figure 7.2(b) shows a diagram of the resultant structure). An SEM image of the Bragg grating after the aluminum oxide deposition is shown in Figure 7.2(d).

We used a standard micro-photoluminescence setup for optical characterization of the lasers. For optical pumping we employed a 1,064 nm pulsed fiber laser (SPI G3) with a repetition rate of 300 kHz and 12 ns pulse width. The pump beam was focused down to an approximately $20 \times 570 \mu m^2$ spot size (FWHM) at the sample plane, using a combination of cylindrical and spherical lenses. This spot size calculation includes the effect of the pump beam’s quality factor ($M^2$) of 1.84 (provided by the laser manufacturer). The edge of the sample was imaged onto an infrared (IR) InGaAs camera (Indigo Alpha NIR) through a $20\times$ IR-coated microscope objective and a double 4–f imaging system. The output signal was collected through the same objective and passed through a pump filter (1064 nm Semrock
RazorEdge longpass), onto either the IR camera or a monochromator (Spectral Products DK480). Both total power measurements for the light-light curves and high resolution measurements in the lasing operation mode were performed with the monochromator, which has a resolution of 0.35 nm and is equipped with a cooled InGaAs detector in lock-in detection configuration. All measurements were performed at room temperature.

![Graph showing spectral evolution with peak pump intensity and laser output normalized.]

**Figure 7.3:** Spectral evolution, with final peak wavelength at 1,515 nm.

The optical measurements results for the DFB laser with design physical dimensions described in Sec. II are shown in Figure 7.3 and 7.4. The actual structure may slightly differ from the design due to fabrication inaccuracies. The plot in Figure 7.3 represents spectral evolution from a broad-band photoluminescence at lower pump powers through amplified spontaneous emission (ASE) to a single narrow peak at 1,515 nm wavelength, as the power increases. The width of the peak at the highest pump powers was limited by the monochromator resolution.
Figure 7.4: The laser light-light curve in linear and logarithmic (lower right inset) scale with the IR image (upper left inset) of the lasing mode; lasing threshold is at 530 W/mm². 

of 0.35 nm. We observed appearance of coherence rings around the output mode on the IR camera (Figure 7.4, upper left inset), which is one of the signatures of stimulated emission. We measured the extinction ratio between the TE-like and TM-like modes to be higher than 20 dB.

To extract the lasing threshold, we performed light-light measurements (Figure 7.4) and analyzed the corresponding logarithmic scale plot (Figure 7.4, lower right inset). The S-shaped log-log curve is characteristic of laser behavior. In the ideal case (when the recombination only occurs through radiative excitonic transitions), the first and last sections of the curve are linear with slopes close to 1. We found the threshold peak pump intensity to be around 530 W/mm², assuming lasing threshold to be at the middle point of the ASE section. For the III-V/Si DFB laser, the PL and stimulated emission sections exhibit varying slope, which deviates from unity. The superlinear behavior of the light-light characteristic in these regions points to various cavity and material losses, including scattering losses,
surface recombination, and non-radiative recombination on the III-V/Si interface. This is a fairly common for a realistic nanoscale structure [19,137], due to the high density of defects per volume.

To summarize the results, we demonstrated a compact optically pumped III-V/Si DFB laser with sidewall modulated Bragg gratings. The laser structure is 100 µm long with average waveguide width of 500 nm and a total waveguide height of 550 nm. We employed plasma-assisted wafer bonding and a self-aligned fabrication approach in making the laser, a process that does not require any lithographic alignment with its associated alignment losses. The flexibility of a sidewall modulated grating design can also enable the development of low-threshold hybrid DFB lasers, with larger physical size. Work on an electrically pumped version of the laser, as well as coupling of the lasing mode to a silicon waveguide, is underway.

This work was supported by the Defense Advanced Research Projects Agency (DARPA), the National Science Foundation through CIAN NSF ERC under grant #EEC-0812072, the Oracle Labs, the Cymer Corporation, and the U.S. Army Research Office. The fabrication was performed at UCSD Nano3 facilities. The authors would like to thank Felipe Vallini, Michael Kats and Maziar Nezhad for helpful discussions.

Chapter 7, in full, is a reprint of the material as it appears in “Wafer bonded distributed feedback laser with sidewall modulated Bragg gratings,” O. Bondarenko, Q, Gu, J. Shane, A. Simic, B. Slutsky, and Y. Fainman, *Applied Physics Letters* 103, 043105 (2013). The dissertation author was the primary co-investigator and coauthor of this paper.
Chapter 8

Future work and conclusion

8.1 Laser-to-waveguide coupling

Efficient light routing between passive and active devices in a photonic chip requires a coupler, where the mode is pulled into a silicon waveguide from the active section. The function of a coupler is to transfer the mode from the III-V region of a hybrid III-V/Si structure to the silicon waveguide adiabatically to prevent excitation of other transverse modes. The most commonly used coupler in hybrid integrated circuits is a conventional taper [138].

In this work we propose an alternative coupler design, suitable for the cases when photolithographic alignment to shape the traditional taper coupler is not an option. Usually the error of a commercial mask aligner becomes a problem when the pattern features are on sub-micron scale. Our design of an adiabatic taper with evenly beveled edges throughout the entire length of the coupling region allows effective coupling of the optical mode to a silicon waveguide (Fig. 8.1). Finite element simulations (FEM) in COMSOL were performed for different waveguide widths and the results are presented in the bottom row of Fig. 8.1. The simulations show that for wider waveguides a large portion of the mode interacts with the gain (top part of the waveguide). As the waveguide narrows, the mode becomes confined to the lower silicon waveguide. This suggests a potential way to design the resonator with a large gain/mode overlap with coupling to a conventional single mode silicon waveguide (approximately 500 nm wide and 250 nm thick). Therefore,
the main advantages of the proposed coupler design are: 1) adiabatic nature of
the coupler, both vertically and horizontally, which minimizes the losses compared
to the commonly used evanescent coupling approach; 2) the active element can be
designed with relatively large mode/gain overlap.

To verify the feasibility of our taper design, we performed ion-milling pro-
cess using test silicon and III-V/Si structures. The beveling effect, shown in the
scanning electron microscope (SEM) pictures (Fig. 8.2), is achieved through an
extended (30-50 min) \( \text{O}_2 \) reactive ion etch (RIE) treatment. For this processing we
use Trion RIE tool with elevated \( \text{O}_2 \) gas flow and chamber pressure of 100 sccm and
100 mT, respectively. The RF power was set to 150 W. SEM images of a silicon
waveguide and a test composite Si/InGaAsP structures after 45 minutes of RIE are
presented in Fig. 8.2 (a and b), respectively. This process employs concentrated
oxygen plasma to achieve the ion-milling effect. From Fig. 8.2(a, b) InGaAsP
appears to respond to the treatment faster than silicon due to the difference in
mechanical properties. Since this process is physical, rather than chemical, it may
be possible to replace \( \text{O}_2 \) gas with Ar, for example.
Figure 8.2: SEM pictures of ion-milled test structures: (a) 500 nm wide and 550 nm thick silicon waveguide with HSQ mask on top after 45 minutes; (b) InGaAsP/Si test structures of variable width with 250 nm thick Si bottom layer and 300 nm thick InGaAsP top layer after 45 minutes.

8.2 Electrically pumped III-V/Si laser

The next logical step of this project is an electrically pumped implementation of the laser that can be later used for on-chip optical and quantum information processing circuits. The proposed electrically pumped device layout is depicted in Figure 8.3, a and b. We propose to use AlGaInAs quantum well structure [52] due to its superior thermal properties compared to InGaAsP [39], which may be critical for an electrically pumped laser. We would like to use self-aligned fabrication approach for electrically pumped laser. Thus, a possible route of contact fabrication is: (1) deposition top p-contact metallization on the top of the structure (2) etching through the extended sidewall corrugations to the n-doped layer and deposition of metallization to create Ohmic contact at the bottom. Fang et al [104] use Ni/AuGe/Ni/Au alloy to create n-contact and Pd/Ti/Pd/Au for p-contacts, the approach we can adapt for this design.

8.3 Optimization of laser design

Optimization of the lasing threshold of DFB laser, as well as control of the discrimination between fundamental and higher-order longitudinal modes, requires the knowledge of the following key parameters: coupling coefficient $\kappa$ of the grating, gain volume interacting with the optical field and losses in the system. Coupling coefficient can be maximized in the DFB structures by tuning the waveguide the
width, height and modulation depth [39] in the waveguide, thereby reducing the lasing threshold.

**Figure 8.3**: Proposed schematics of an electrically pumped III-V/Si laser with sidewall modulated gratings.

We have already discussed theoretical approaches to calculation of coupling coefficient and threshold gain in Chapters 5 and 6. To evaluate the accuracy of the theoretical approach to estimation of the coupling coefficient, we should compare it with experimental measurement of the coupling coefficient. To measure coupling coefficient, we need to observe the wavelength-dependent transmission of the grating and fit the spectrum with the theoretical expression for transmission with coupling coefficient as a fitting parameter [117]. We designed and built an optical characterization setup capable to perform transmission measurements in waveguides with gain (Chapter 2).

### 8.4 Conclusion

In this dissertation we discussed state of the art hybrid integration techniques and III-V/Si active components with an emphasis on hybrid distributed feedback (DFB) lasers for telecom applications. We demonstrated several ultra-compact lasers for high-density integration with silicon photonics. We developed fabrication and characterization methods for vertically and edge emitting optically pumped lasers, as well as characterization methods for transmission measurements in waveguides with gain. We presented the first room temperature subwavelength metalo-dielectric laser, uniquely suitable for high-density packaging for optical interconnects due the tight mode confinement in metalo-dielectric resonator. Further, we demonstrated a metalo-dielectric nanolaser on silicon, showing the fea-
sibility of its integration with silicon platform. Finally, we realized ultracompact edge emitting DFB and DBR lasers using post-bond fabrication approach. We outline design challenges associated with the nanoscale device coupling to a silicon waveguide and its electrical pumping.
Appendix A

Distributed Bragg reflector laser

We used a distributed Bragg reflector (DBR) design in our first implementation of an edge emitting wafer bonded laser. It consisted of two DBR grating mirrors with a straight gain section in the middle, forming a Fabri-Perot cavity. The device was fabricated with a post-bond approach, similarly to the DFB laser, discussed in Chapter 7. The laser is schematically depicted on the upper right inset of Figure A.1. The average waveguide width in both Bragg mirror sections, as well as the width of the resonator section is 750 nm. The narrow part of the Bragg mirror is 500 nm and the wide part is 1000 nm. The number of periods on the left mirror is 40; on the right - 25; grating period $\Lambda$ is 250 nm. Fabri-Perot resonator section is 40 $\mu$m long. The total length of this device is less than 60 $\mu$m.

Optical characterization was carried out on the microphotoluminescence setup, configured for measurements of a vertically emitting laser, as described in Chapter 2. We used $2\times$ Mitutoyo IR-coated microscope objective to focus down to a big spot size and cover the area of $\approx$100 $\mu$m. We collected the signal with a multimode fiber and passed the signal to the monochromator. Middle inset on the right of Figure A.1 shown the IR camera image of the lasing sample. The signal is emitted from the both sides of the structure, which points to the Fabri-Perot effect in the edges of the sample, as opposed to the Bragg mirrors. The bottom right inset of Figure A.1 shows a spectrum measured with monochromator. The linewidth is near or below 2 nm.

To optically characterize this laser we used wide grating and short inte-
Figure A.1: Optical measurements results of a hybrid III-V/Si DBR laser.

Integration time, with the purpose of the fast total monochromator scan time, as the laser had poor stability under optical pumping. We observed rapid degradation of signal intensity and lasing peak width within only a few minutes. Unstable behavior of the sample prevented us from performing a thorough characterization. Additionally, this setup configuration was not optimized for measurements of thin and long edge emitting lasers, - both pumping and signal collection were extremely inefficient.

Potential reasons for the fast signal degradation and poor device performance in include unoptimized measurement setup (which possibly caused excessive heating) and unoptimized design of the laser itself. The modulation depth of DBR mirrors is too high, which is very likely to introduce substantial scattering losses.
Appendix B

Simulations

The resonant modes and gain thresholds were found using COMSOL’s 2-D and 3-D eigenmode solvers. The analysis of pump penetration and absorption in the cavity was done using the scattered field formulation for plane wave illumination in COMSOL. The optical constants of the metals were obtained from Palik [96] and Johnson and Christy [93]. The optical constants of the MQW gain medium were measured using an infrared thin film measurement system (Filmetrics 20®) and were in good agreement with values cited in the literature [139].

Since the lasers are designed to be optically pumped, pump penetration into the core is an important factor to be considered, given the small size of the input aperture. For pumping we used a 1,064 nm pulsed fiber laser operating at 300 kHz repetition rate and 12 ns pulse width. The pump beam was delivered to the samples using a ×20 or ×50 long working-distance objective which also collected the emitted light. In order to estimate the amount of pump power absorbed by the core, a full 3-D finite element analysis was carried out over a range of core sizes (with fixed dielectric shield thickness), assuming illumination with a plane wave at a pump wavelength of 1,064 nm and a peak illumination intensity of 1 kW/mm² (Figure B.1a, solid blue curve). As shown, the total power absorbed in the core exhibits oscillations at small core sizes, which flatten out as the core size increases. These oscillatory features are also present when a perfect conductor is substituted for the aluminum layer (Figure B.1a, dashed blue curve), eliminating the possibility that this phenomenon is a manifestation of surface plasmon related effects (e.g.
extraordinary transmission through a metallic aperture [140]) and indicating that the resonant behavior is due to simple resonance of the pump inside the metallic cavity (which is stronger for smaller core sizes, since a smaller proportion of the core is absorptive). Interestingly, for smaller core sizes a significant proportion of the pump power is funneled through the silica layer and absorbed through the sidewall of the gain core (Figure B.1b), which is an indirect benefit of using the shield layer. The red curve in Figure B.1a shows the generated carrier density for a peak pump intensity of 700 W/mm$^2$ and a (rectangular) 12 ns pump pulse width.

![Graph showing absorbed power and carrier density vs. gain core radius](image)

**Figure B.1**: (a) Results of 3-D FEM simulations showing the absorbed pump power in the gain core as the size of the core is varied (blue curves). The core height is 480 nm and the solid and dashed curves correspond to aluminum and perfect conductor metal shields, respectively. The pump wavelength is 1,064 nm, polarized in the x direction and the incident intensity is assumed to be 1 kW/mm$^2$. The red curve shows the estimated threshold carrier density assuming 12 nm pulses. The pump power is assumed to be the threshold value of 700 W/mm$^2$. (b) Pump power flow (yellow arrows) showing how the dielectric shield funnels the pump beam through the sides of the gain disk. The core radius in this case is 116 nm, corresponding to the first absorption peak for an aluminum shell (solid blue line in (a)).

Estimation of the carrier density was performed using the rate Equation B.1 assuming a carrier dependent recombination lifetime $\tau_r = (B_0 N_c)^{-1}$, where $N_c$ is the carrier density, $B_0 = 1 \times 10^{-10}$ cm$^3$/s [141] and $\phi_0(t)$ is the incoming photon flux signal, calculated from the pump peak power.

$$\frac{dN_c(t)}{dt} = \phi_0(t) - B_0 N_0^2(t) \quad (B.1)$$
The refractive index drop due to carrier effects was estimated using results derived in [97]. Depending on the carrier density level, the effects of band filling, bandgap shrinkage and free carrier absorption can induce a positive or negative refractive index change, depending on the wavelength and the dominating process(es). For InGaAsP at 1.55\( \mu \text{m} \) and for the high carrier densities estimated in our case (about \( 1.2 \times 10^{19} \text{ cm}^{-3} \) for a core diameter of 520 nm), the combination of band filling and free carrier absorption dominates the bandgap shrinkage effect, resulting in an estimated net drop of approximately 0.1 in the refractive index [97].

Another phenomenon that may contribute to refractive index decrease is the compressive pressure exerted by the sputtered aluminum shield after it cools down to room temperature. Even though a 70 nm layer of aluminum is sufficient to create optical confinement, the actual sample was covered with an additional one micron layer of aluminum for better heat sinking. This metal layer will have a larger thermal contraction than the silica/InGaAsP core and will exert compressive pressure on it, which will result in a drop in the InGaAsP refractive index. However, we believe this effect to be negligible in our structures. As the device cools, the difference in thermal contraction (24 ppm/°C for aluminum vs. 5 ppm/°C for both silica and InGaAsP) is accommodated partly by compression of silica/InGaAsP core, and partly by compression of nearby aluminum. Even if all of the compression occurred in the core, it would amount to just 0.0019 for a 100 °C drop in temperature. Assuming the Young modulus of the core to be nominally \( E = 70 \text{ GPa} \), the stress corresponding to this small compression would be less than 0.14 GPa, and the effect of this small stress on the refractive index less than 0.004 [142, 143].
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Appendix C

Purcell factor estimation

Cavity-induced enhancement of spontaneous emission into a resonant mode relative to spontaneous emission in bulk material (the Purcell factor) can be estimated as [144]:

\[ F_{\text{cav}} = \frac{Q\lambda_{\text{cav}}^3\zeta}{4\pi^2n_{\text{bulk}}^3V_{\text{eff}}} \]

where \( V_{\text{eff}} = \frac{1}{n_{\text{bulk}}^2} \int \int \int n(|r|) |f(r)| d^3r \), \( \zeta = \frac{|\mathbf{d} \cdot f(\mathbf{r}_e)|^2}{\frac{1}{3} |\mathbf{d}|^2} \) (C.1)

and \( n_{\text{bulk}} \) is the refractive index of the bulk material used as reference (in this case InGaAsP, \( n_{\text{bulk}} = 3.53 \)), \( Q \) is the (unpumped) quality factor, \( \lambda_{\text{cav}} \) is the free-space wavelength of the resonance, and \( V_{\text{eff}} \) and \( \zeta \) account respectively for the electric field concentration and the location of emitters with respect to the field; \( f(r) \) is the mode field profile, \( r_e \) is the location of the emitter, and \( \mathbf{d} \) is its dipole moment. Assuming, as in Hill et al. [92], random orientation of dipole moments, \( \zeta = |f(\mathbf{r}_e)|^2 \). The scaling of \( f(\mathbf{r}_e) \) is arbitrary and has no effect on \( F_{\text{cav}} \); it is usually chosen so that \( f(\mathbf{r}_e) = 1 \) at the field antinode [95,144]. With this convention, \( V_{\text{eff}} \) for the mode shown in 3.2d evaluates to 0.05 \( \mu m^3 \) (\( Q=1,004, \lambda_{\text{cav}} = 1.538 \mu m \), cavity dimensions \( r_c = 260 \text{ nm}, \Delta = 200 \text{ nm}, \) gain block height \( h_c = 480 \text{ nm} \)). The carriers are not all located at field antinodes (which would have produced \( \zeta = 1 \)), but neither are they uniformly distributed over the gain volume, because intensive recombination at the antinodes draws carrier diffusion toward that region [92]. We thus expect \( \zeta \) to take an intermediate value between unity and the volume average \( \frac{1}{V_{\text{gain}}} \int \int \int V_{\text{gain}} |f(r)|^2 d^3r = 0.456 \) (where \( V_{\text{gain}} \) is the gain volume), yielding the Purcell factor \( F_{\text{cav}} \) between 19 and 41.
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Appendix D

Fabrication

The (undoped) gain layer was grown on an InP wafer in the InGaAsP quaternary system using MOCVD (fabricated at OEpic Inc.). Both bulk gain and MQWs were used and both exhibited lasing, but the measured results presented are all from the MQW samples. The MQW was comprised of 16 10nm thick wells \((\text{In}_x=0.560\text{Ga}_{1-x}\text{As}_{y=0.938}\text{P}_{1-y})\) embedded in 17 20nm thick barriers \((\text{In}_x=0.734\text{Ga}_{1-x}\text{As}_{y=0.571}\text{P}_{1-y})\), with a PL emission peak at 1,546 nm. The nanolaser fabrication process consisted of the following steps: 1) HSQ resist was spun onto the InGaAsP/InP wafer and patterned into dots via e-beam lithography in a Raith 50 e-beam writer; 2) The dots were etched into pillars using a \(\text{CH}_4/\text{H}_2/\text{Ar}(4:20:20\text{sccm})\) RIE process in a Trion etcher at 150W and 30mT; 3) Subsequently, the samples were cleaned with \(\text{O}_2\) plasma and a buffered oxide etch; 4) silica was deposited on the pillars via \(\text{SiH}_4/\text{N}_2\text{O}\) PECVD; 5) The metallization was done using a Denton 18 sputter coater. Initially gold was used for the metal layer but its weak adhesion properties caused the gain disks to fall out of their metal shell in later steps. Simulations showed that the use of an intermediate adhesion layer such as titanium would cause a drastic drop in the cavity Q. Therefore aluminum was used directly, since at 1,550 nm its optical properties are on a par with gold, but it has much better adhesion; 6) After covering the metal coated pillars with SU-8 polymer and bonding to a glass substrate, the InP substrate was removed with a selective HCl etch in the final step of the process.
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Appendix E

Characterization results

Measurement of the light–light curves and the spectral evolution of the laser emission was performed on a sample with major and minor diameters of 490 nm and 420 nm, respectively. The pump was focused to a spot size of approximately 8 µm × 8 µm in diameter (FWHM) with a ×20 long working-distance objective. The pump laser was a 1,064 nm fiber laser operating in either CW mode or pulsed mode (300 kHz and pulse width of 12 ns). During the measurement, the stability of the measurement system was found to be better than 0.25% per hour. The data points were obtained by integrating the emission spectrum over a 20 nm window centered around the lasing peak (from 1,420 nm to 1,440 nm). To observe the spatial coherence of the beam after the onset of lasing, ×50 long working-distance objective was used. The sample was defocused from the object plane of the imaging system by approximately 10 µm (away from the objective) and the resulting diffracted mode pattern was imaged onto the camera. The transition from PL (using a CW pump) to lasing (using a pulsed pump) is dramatically shown by the appearance of Airy-like patterns which indicate the increase of emission coherence. The null feature at the center of the defocused pattern may be a result of a TE_{01} lasing mode (which also has a null in the center), but other effects (such as imaging aberrations) may also be the source of this feature.

The polarization of the emitted beam is elliptical, with a large portion of the lasing power residing in one polarization. This does not agree with the expected azimuthal polarization of a TE_{01} lasing mode. The reason for this discrepancy is
due to the slight ellipticity of the structures which affects the emitted beam in two ways. First, the ellipticity splits the degenerate TE$_{01}$ mode and results in a slightly elliptical lasing mode in the gain core section. Secondly, the elliptic metal coated dielectric section that connects the gain core to free space acts as a weak polarizer and preferentially transmits one polarization, resulting in a rather strong linearly polarized component at the exit aperture of the laser.

For the index of refraction estimation, nine different lasers were selected and pumped with a large area beam (approximately 30µm x 30µm in diameter). The major and minor diameters of the nine lasing samples were individually measured using SEM measurements of their base apertures. The gain core was modeled as a three layer stack of elliptical truncated cones to account for the etch profile and slight RIE induced erosion of the core. Then the resonant eigenmodes for each sample were found using a nominal refractive index derived from the unpumped dispersion curve (Figure 3.6, red dashed curve). Based on the estimated gain spectrum of the material, the location of the modes and their lasing threshold, the most likely eigenmode for lasing was found for each cavity and the refractive index was perturbed so that the eigenmode coincided with its corresponding experimental lasing line, resulting in the green data points in Figure 3.6. It is interesting to note that even though for each sample several different eigenmodes were possible lasing candidates, in every case the process of finding the best eigenmode resulted in one of the non-degenerate TE$_{012}$-like modes being chosen, indicating that the optimized cavity shield thickness is (to some extent) insensitive to variations of the core size. The error bars were calculated assuming a 5nm error in measuring the laser diameter. Using a least squares fit over the set of lasing points and assuming a constant refractive index drop across the spectrum of interest, the unpumped dispersion curve was down shifted by 0.102RIU, resulting in the pumped dispersion curve (solid blue line in Figure 3.6).
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Appendix F

Linewidth Measurements of IIIV/Si DFB Laser

We examined lasing spectra above the threshold at different pump powers (Figure F.1(a)) to study the behavior of the laser linewidth. At the pump powers below 2,000W/mm$^2$, measured linewidth values are close or below the monochromator resolution limit of 0.35nm, hence no conclusion about the linewidth dynamics can be drawn. At higher powers, the linewidth steadily broadens as the pump increases. This contradicts the classic Schawlow-Townes and Henry formulae [145, 146] and suggests that the linewidth broadening mechanisms other than spontaneous emission noise may be at work. Several detailed studies of line broadening in fiber lasers [147] and semiconductor lasers [148, 149] describe the spectrum as a Voigt function, which is a convolution of Lorentzian and Gaussian. While the Lorentzian contribution to the linewidth is linked to spontaneous emission noise and narrows with pump, as predicted by Schawlow-Townes and Henry, the Gaussian contribution is attributed to the 1/f population noise [148] and does not necessarily narrow.

Another possible reason for seeming increasing linewidth is the instrumental response. It can be particularly prominent around the instrument resolution limit. To investigate this possibility we measured linewidth using optical spectrum analyzer ANDO 6317B with resolution limit of 0.01nm (Fig. F.2). Once again, we observed linewidth widening from 0.25nm at 13mW input power to 2nm at
Figure F.1: Linewidth measurements for a 100 µm long laser structure and 545/455 nm grating in spontaneous emission regime: (a) monochromator spectra for different input powers; (b) above threshold linewidth dependence on pump powers.

Figure F.2: Linewidth measurements with optical spectrum analyzer ANDO 6317B (resolution limit of 0.01 nm) of a 100 µm long laser structure and 545/455 nm grating in spontaneous emission regime.

53 mW input power. We also observed the peak shifting to the shorter wavelengths. This can be explained by the refractive index increase due to growing carrier concentration. At some point the sample reaches damage threshold and
sustains permanent damage. After that threshold the peak starts shifting to the larger wavelength. The linewidth widening and peak shifting phenomena need to be further investigated.
Appendix G

Mode orthogonality in waveguides

All guided and radiation waveguide modes in a waveguide are mutually orthogonal. This property is related to power conservation law and reciprocity.

Let us consider two different solutions to Maxwell’s equations in a lossless scalar medium:

\[ E_1(x, y, z) = E_{\nu,1}(x, y) e^{(-i\beta_{\nu} z)}, \quad H_1(x, y, z) = H_{\nu,1}(x, y) e^{(-i\beta_{\nu} z)} \]
\[ E_2(x, y, z) = E_{\nu,2}(x, y) e^{(-i\beta_{\nu} z)}, \quad H_2(x, y, z) = H_{\nu,2}(x, y) e^{(-i\beta_{\nu} z)} \]  

where \( \nu \) is a mode number and \( \beta_{\nu} \) is a propagation constant of the mode. We will next apply the vector identity to the vector product of \( E_1 \) and \( E_2 \) fields,

\[ \nabla \cdot (a \times b) = b \cdot (\nabla \times a) - a \cdot (\nabla \times b), \]  

and obtain

\[ \nabla \cdot (E_1 \times H^*_{\nu,2}) = i\omega(\epsilon E_1 \cdot E^*_{\nu,2} - \mu H_1 \cdot H^*_{\nu,2}) \]  

Further manipulations with complex conjugates of the fields [116] render:

\[ \nabla \cdot (E_1 \times H^*_{\nu,2} + E^*_{\nu,2} \times H_1) = 0 \]  

Separation of transverse and longitudinal components, applying of divergence theorem and z-reversal symmetry [116] yields the orthogonality relation:

\[ \int_{-\infty}^{\infty} E_{t\nu} \times H^*_{t\mu} dx \, dy, \quad \beta_{\mu} \neq \beta_{\nu} \]  
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Appendix H

Mode expansion and normalization

An electromagnetic field in a waveguide can be represented as a superposition of the continuum of the waveguide modes. It is justified by the mode orthogonality condition [116]. We will only consider exclusively transverse field components, because the longitudinal components can be readily derived from Maxwell’s equations and known transverse component. The notations for the transverse electric and magnetic field are $\mathbf{E}_{\nu\mu}(x,y)$ and $\mathbf{H}_{\nu\mu}(x,y)$, respectively.

The total forward propagating field in a waveguide can be expressed as a sum over all the guided and radiation modes in the waveguide:

$$
\mathbf{E}_t = \sum_{\nu} \sum_{\mu} a_{\nu\mu} \mathbf{E}_{\nu\mu}(x,y) + \int_0^\infty \int d\nu d\mu a(\nu, \mu) \mathbf{E}(\nu, \mu; x, y)
$$

$$
\mathbf{H}_t = \sum_{\nu} \sum_{\mu} a_{\nu\mu} \mathbf{H}_{\nu\mu}(x,y) + \int_0^\infty \int d\nu d\mu a(\nu, \mu) \mathbf{H}(\nu, \mu; x, y)
$$

where the labels $\nu$ and $\mu$ are called "spatial frequencies" and assigned the units of cm$^{-1}$. With the purpose of keeping consistent dimensionality across both guided and radiation modes, we have to keep the discrete coefficients $a_{\nu\mu}$ dimensionless and assign the dimension of cm$^2$ to the continuum coefficients $a(\nu, \mu)$.

Electromagnetic fields in the modes are usually normalized to a power flow of 1W in the z direction. For discrete modes, the normalization factor is

$$
\bar{P} = 2 \int_{-\infty}^{\infty} \mathbf{E}_{\nu\mu} \times \mathbf{H}^{*}_{\nu\mu} \, dx \, dy = \delta_{\nu\nu} \delta_{\mu\mu}
$$
where $\delta_{\nu\bar{\nu}}$ is the Kroniker delta.

For continuum of radiation modes, the power normalization factor is

$$
\bar{P} = 2 \int_{-\infty}^{\infty} E_{\nu\mu} \times H_{\nu\mu}^* dx \, dy = \delta(\nu - \bar{\nu})\delta(\mu - \bar{\mu}) \tag{H.3}
$$

where $\delta_{\nu-\bar{\nu}}$ is a delta function. Orthonormality relations H.2 in conjunction with Eq. H.3 allow to define mode expansion coefficients $a_{\nu\mu}$ and $a(\nu, \mu)$ in a simple way. For the discrete coefficients, we arrive to:

$$
a_{\nu\mu} = 2 \int_{-\infty}^{\infty} E_{t} \times H_{\nu\mu}^* dx \, dy = 2 \int_{-\infty}^{\infty} E_{\nu\mu}^* \times H_{t} dx \, dy, \tag{H.4}
$$

and for continuum coefficients, we obtain:

$$
a(\nu, \mu) = 2 \int_{-\infty}^{\infty} E_{t} \times H^{*}(\nu, \mu) dx \, dy = 2 \int_{-\infty}^{\infty} E_{\nu\mu}^* (\nu, \mu) \times H_{t} dx \, dy. \tag{H.5}
$$

We can also express the power carried by the total field in terms of the expansion coefficients through the orthogonality relations:

$$
P = \int_{-\infty}^{\infty} (E_{t} \times H_{t}^* + E_{t}^* \times H_{t}) \, dz \tag{H.6}
$$

where $P$ is measured in Watts. A backward propagating waveguide mode has an identical transverse field distribution to the forward propagating mode:

$$
E_{-\nu}(x, y) = E_{\nu}(x, y) \quad H_{-\nu}(x, y) = -H_{\nu}(x, y) \tag{H.7}
$$

Thus, we can present a waveguide field in the following form:

$$
E_{t} = \sum (a_{\nu} + b_{\nu}) E_{\nu} H_{t} = \sum (a_{\nu} - b_{\nu}) H_{\nu} \tag{H.8}
$$

where $a_{\nu}$ are the coefficients of forward propagating modes and $b_{\nu}$ are the coefficients for the backward propagating modes. Using the orthogonality relation

$$
\int_{-\infty}^{\infty} E_{\nu} \times H_{\mu}^* dx \, dy \tag{H.9}
$$

where $\beta_{\mu} \neq \beta_{\nu}$ we can find $a_{\nu}$ and $b_{\nu}$:

$$
a_{\nu} = \int_{-\infty}^{\infty} (E_{t} \times H_{\nu}^* + E_{\nu}^* \times H_{t}) \, dx \, dy \tag{H.10}
$$

$$
b_{\nu} = \int_{-\infty}^{\infty} (E_{t} \times H_{\nu}^* - E_{\nu}^* \times H_{t}) \, dx \, dy
$$

For a rigorous information about mode orthogonality, expansion and field normalization, refer to [116].
Bibliography


