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In the following I show that each homotopy commutative algebra yields a certain kind of 3-dimensional topological field theory in a functorial way and that this implies the existence of an action of certain 3-manifold cobordisms on the Harrison homology of the algebra.
1 Introduction

1.1 Summary

Below I outline my work on Topological Field Theory (TFT) in three dimensions, explaining how each homotopy commutative algebra ($C_\infty$ algebra) yields a certain kind of 3-dimensional TFT in a functorial way, how this implies the existence of an action of certain 3-manifold cobordisms on Harrison homology, and how this development leads to new perspectives and a number of interesting questions and conjectures.

1.2 Motivation

In a mathematical context Conformal Field Theory (CFT) is defined as a smooth functor from a category $\mathcal{M}_2$, whose objects are parametrized 1-manifolds and whose morphisms are Riemann surfaces with fixed boundary circles labelled by the objects, to the category of Hilbert spaces [Seg04]. Inspired by the potential for interesting global structure and the need for a framework in which to understand Gromov-Witten theory a simplification of CFT, Topological Conformal Field Theory (TCFT), was defined and explored independently by Segal and Getzler [Get94, Seg]. Since $\text{Hom}_{\mathcal{M}_2}(A, B)$ is a topological space, we can define a category $\mathcal{C}_2$ with the same objects as $\mathcal{M}_2$ such that

$$\text{Hom}_{\mathcal{C}_2}(A, B) = C_*(\text{Hom}_{\mathcal{M}_2}(A, B); \mathbb{Q})$$
where $C_*(-; \mathbb{Q})$ is singular chains with rational coefficients. A TCFT is a differential graded functor from $\mathcal{C}_2$ to the category of chain complexes. Algebraically this functor can be viewed as a $\mathcal{C}_2$-module, if $\mathcal{C}_2$ is thought of as an algebra with multiple objects. Topologically the reduction made by passing to chain complexes up to quasi-isomorphism is a passage to a derived category or stable rational homotopy category of spaces.

In what follows we will exchange the spaces $\text{Hom}_{\mathcal{M}_g}(A, B)$ of conformal structures on topological surfaces with the classifying spaces of mapping class groups, $B\Gamma(\Sigma, \partial) = B\pi_0 \text{Diff}(\Sigma, \partial)$ of the associated surfaces, because rationally they are the same. This is because the space of conformal structures on a surface is contractible, the quotient by the action of $\text{Diff}(\Sigma)$ is a rational model for $B\text{Diff}(\Sigma)$, and because the connected components of $\text{Diff}(\Sigma)$ are themselves contractible $B\Gamma(\Sigma) \simeq B\text{Diff}(\Sigma)$. In low dimensions then the categories can be thought of as purely of topological origin and so we will just say Topological Field Theory or TFT instead of TCFT throughout.

An important recent theorem about TFT by Costello illustrates the relationship between homotopy associative algebras ($A_\infty$ algebras\(^1\)) and the moduli of Riemann surfaces. It is an exciting addition to a story which has developed since Deligne conjectured that the action of the homology of the little disks operad (associated to the Gerstenhaber structure) on the Hochschild homology of a Frobenius algebra, $HH_*(A, A)$, comes from an action defined at the chain level. That is, an action of chains on the little disks operad acting on a chain complex which computes the Hochschild homology. Deligne’s conjecture was shown to be true if the little disks operad is replaced with the framed little disks operad (see [MSS02]), but thinking of framed little disks as genus 0 Riemann surfaces leads to a more general theorem of which it is only one consequence [KS]. The following is Kevin Costello’s statement [Cos07]:

\(^1\)Ordinary associative algebras are examples of $A_\infty$. 

Theorem 1. The category of $A_{\infty}$ algebras with a choice of inner product is equivalent to the category of modules over the category $O_2$ of chains on Riemann surfaces with open boundary (intervals).

Theorem 2. There exists a differential graded category $OC_2$ of Riemann surfaces with open boundary and closed boundary (intervals and circles). Such that

1. $j : O_2 \hookrightarrow OC_2$ is a subcategory.
2. $i : C_2 \hookrightarrow OC_2$ is a subcategory.

And the following statements are true,

1. $OC_2$ is free as an $OC_2 - O_2$ bimodule
2. For any $A_{\infty}$ algebra $M$,

$$H_*(i^*(j_*(M))(S^1)) \cong H_*(i^*(OC_2 \otimes O_2 M)(S^1)) \cong HH_*(M,M)$$

That is, a complex which computes Hochschild homology is associated to the circle object of the category $OC_2$ by extension of coefficients.

Corollary 1. For any $A_{\infty}$ algebra $M$ with inner product the Hochschild homology $HH_*(M,M)$ is acted on by the homology of the cobordism category $H_*(C_2)$.

The development and the success of TFT in mathematics leads one to ask.

Problem. What happens in three dimensions?

1.3 Field Theory With Simple Manifolds

In this thesis I work with relatively simple kinds of 3-manifolds; Those which come from connected sums and punctures of $S^1 \times S^2$. While this may at first appear to be a limitation which will only allow for uninteresting results, we will see in the
results to follow that the structure of the differential graded cobordism category has a rich structure that can be leveraged to prove interesting theorems.

When working on a new theory it is natural to ask whether there are any structural similarities to the known theory. Costello’s structure theorem outlined above states that the operad $A_\infty$ plays a central role in 2-dimensions. My results suggest that in 3-dimensions the $C_\infty$ operad acts in its place.

**Theorem 3.** The category of $C_\infty$ algebras with a choice of inner product is equivalent to the category of modules over the category $\mathcal{O}$ of chains on the 3-manifolds below with boundary $S^2$.

The objects of the category $\mathcal{O}$ are disjoint unions of labelled 2-spheres and

$$\text{Hom}_\mathcal{O}(-, -) = \bigoplus_{g \geq 0} C_*(B\pi_0 \text{Diff}(\#^g(S^1 \times S^2)\#^0 D^3, \partial); \mathbb{Q})$$

The composition in this category is induced from gluing along boundary spheres. The spaces above first appear in the work of Hatcher and Vogtmann on homological stability [HV04]. For applications of this theorem to the literature see the next section.

There is a different category, $\mathcal{C}$, defined by using tori in place of spheres in the definition of $\mathcal{O}$. Using this we can state an analogue of the second theorem above.

**Theorem 4.** There exists a differential graded category $\mathcal{OC}$ of 3-manifolds with boundary $S^2$ and $T^2$. Such that

1. $j : \mathcal{O} \hookrightarrow \mathcal{OC}$ is a subcategory.

2. $i : \mathcal{C} \hookrightarrow \mathcal{OC}$ is a subcategory.

And the following statements are true,

1. $\mathcal{OC}$ is free as an $\mathcal{OC} - \mathcal{O}$ bimodule
2. For any $C_\infty$ algebra $M$,

$$H_*(i^*(j_*(M))(T^2)) \cong H_*(i^*(\mathcal{O}_C \otimes M)(T^2)) \cong \text{Harr}_*(M, M)$$

Thus a complex that computes Harrison homology is associated to the torus object of the category $\mathcal{O}_C$ upon extension of coefficients.

In order to construct $\mathcal{O}_C$ we poke toroidal holes in $\mathcal{O}$. The objects of $\mathcal{O}_C$ are pairs, $(X, Y)$, in which the $X$ are labelled 2-spheres and the $Y$ are labelled 2-tori. The morphisms are defined by,

$$\text{Hom}_{\mathcal{O}_C}(-, -) = \coprod_{g \geq 0} C_*(B\pi_0 \text{Diff}(\#^g(S^1 \times S^2)\#^i,j D^3 \#^{n+m}(S^1 \times D^2), \partial); \mathbb{Q})$$

The composition in this category is induced from the gluing of manifolds. The spaces above are used to stabilize mapping class groups of 3-manifolds in the recent work of Hatcher and Wahl [HW05].

The corollary then follows.

**Corollary 2.** For any $C_\infty$ algebra $M$ with inner product the Chevalley-Eilenberg homology $\text{Harr}_*(M, M)$ is acted on by the homology of the cobordism category $H_*(\mathcal{C})$.

### 1.4 Organization of Document

The thesis is split into ten sections including the introduction. What follows is a brief description of the contents of the material contained in each section.

**Differential Graded Categories**

We begin with the basic definitions developed by Keller, Getzler, Costello and others [Kel94, Cos07]. This is the language of differential graded categories, their representations and homotopy theory. All of the objects in this paper will be either differential graded categories (cobordism categories) or modules over differential graded categories (topological field theories).
Graphs

Graphs will be essential in everything that comes after this section. Basic definitions are given and common terminology articulated. The definitions are in common use throughout literature see Ch.8 [Igu02].

Operadics

The definition of operad and its many variations variations of definitions of operads developed by many authors are recalled. The operads essential to this paper are then defined in terms of trees and their compositions using the free operad. Operads and their algebras are then shown to be equivalent to functorially defined differential graded categories and their modules. Finally we review the Cobar and Bar functors on cyclic operads and cooperads.

Cobordism Categories

The differential graded cobordism categories of open, closed and open-closed cobordisms will be rigorously defined in terms of the cobordism category and mapping class groups of 3-manifolds.

Homotopy Equivalence Groups

This section contains the definition of a family of groups of self-homotopy equivalences of graphs and the relation to the mapping class groups defined in the previous section as found in the work of Hatcher, Vogtmann and Wahl.

Triangulated Spaces

We review the basic definitions of spaces, open simplicial complexes, simplicial complexes and orbi-cellular stratifications used in the next section.
Outer Spaces

The moduli space of graphs satisfying a particular homotopy type is shown to be a rational classifying space for groups of homotopy equivalences of graphs and thus for the mapping class groups used in the construction of the open, closed and open-closed categories. These moduli spaces are then simplified and stratified by orbi-cells given by graphs paired with contractible subgraphs called forests.

The Open Category

For the theorems outlined above to be true the composition of the open category defined by classifying spaces of mapping class groups of cobordisms must be reducible to a composition which is orbi-cellular. This is proven here. The equivalence between $C_\infty$ algebras with invariant inner product and open topological field theories then follows from this and the reduction of the previous section.

Extension and Torus

Finally we show that the open closed category is quasi-isomorphic as a module to a flat module over $\mathcal{O}$. Given a $C_\infty$ algebra $A$ together with invariant inner product and thus a homologically split functor $M : \mathcal{O} \to \text{Ch}_k$ or open topological field theory, it is shown that the extension $\mathcal{O}C \otimes_\mathcal{O} M$ defines an open closed topological field theory. After a short discussion of the definition of Harrison homology. It is then shown that the chain complex associated to the torus object, $(\mathcal{O}C \otimes_\mathcal{O} M)(T^2)$ by this theory computes the Harrison homology $\text{Harr}_*(A, A)$. 
2 Differential Graded Categories

The underlying field $k = \mathbb{Q}$ in all constructions will be fixed to be the rational numbers. We denote by Top the category of topological spaces, by Orbi the category of orbifolds, by Group the category of groups, by Vect$_k$ the category of vector spaces over $k$ and by Ch$_k$ the category of chain complexes of vector spaces over $k$.

2.1 Monoidal Categories

A category $\mathcal{C}$ is *symmetric monoidal* if it is equipped with a bifunctor

$$- \otimes - : \mathcal{C} \times \mathcal{C} \to \mathcal{C}$$

an object $1$ and isomorphisms,

1. $(a \otimes b) \otimes c \cong a \otimes (b \otimes c)$
2. $1 \otimes a \cong a \cong a \otimes 1$
3. $a \otimes b \cong b \otimes a$

satisfying various coherence conditions see [ML98]. Note that the commutativity isomorphisms are not necessarily identity. There are monoidal structures on Top, Group, Vect$_k$ and Ch$_k$ given by disjoint union, product and tensor product in the usual way.

A *monoidal* functor $F : \mathcal{C} \to \mathcal{D}$ between symmetric monoidal categories equipped with maps, not necessarily isomorphisms, $F(a) \otimes F(b) \to F(a \otimes b)$ that satisfy,
1. Associativity,
\[ F(a) \otimes F(a') \otimes F(a'') \rightarrow F(a \otimes a') \otimes F(a'') \]
\[ F(a) \otimes F(a' \otimes a'') \rightarrow F(a \otimes a' \otimes a'') \]

2. Commutativity,
\[ F(a) \otimes F(a') \rightarrow F(a \otimes a') \]
\[ F(a') \otimes F(a) \rightarrow F(a' \otimes a) \]

Every symmetric monoidal category \( \mathcal{C} \) has a subcategory \( \text{Ob}(\mathcal{C}) \) with the same objects and morphisms generated by identity maps, permutations of tensors \( a \otimes a' \cong a' \otimes a \) and their tensor products.

### 2.2 Differential Graded Categories

All of the categories in this paper will have extra structure in a sense that can be captured by the idea of enrichment. A category \( \mathcal{C} \) is enriched over a category \( \mathcal{D} \) if for all objects \( X, Y \in \text{Ob}(\mathcal{C}) \),

\[ \text{Hom}_\mathcal{C}(X, Y) \in \text{Ob}(\mathcal{D}) \]

For instance, the sets \( \text{Hom}_{\text{Top}}(X, Y) \) may be endowed with the compact open topology showing that Top is enriched over Top. Such a category will be called topological. A linear category is a category enriched over \( \text{Vect}_k \). \( \text{Ch}_k \) is a linear category.

A differential graded or dg category is a category enriched over \( \text{Ch}_k \). A differential graded symmetric monoidal or dgsym category is a monoidal category which is
differential graded. Most of the categories in this paper will be dgsm categories. The category $\text{Ch}_k$ is an example of a dgsm category; the morphisms being chain maps form chain complexes.

Enrichments of categories can be transferred by functors. If $\mathcal{X}/\mathcal{D}$ is the category whose objects are categories $\mathcal{C}$ enriched over $\mathcal{D}$: a morphism is functor $F : \mathcal{C}/\mathcal{D} \to \mathcal{B}/\mathcal{D}$ that satisfies,

$$F : \text{Hom}_\mathcal{C}(a, b) \to \text{Hom}_\mathcal{B}(F(a), F(b)) \in \text{Hom}_\mathcal{D}(\text{Hom}_\mathcal{C}(a, b), \text{Hom}_\mathcal{B}(F(a), F(b)))$$

Any monoidal functor $F : \mathcal{D} \to \mathcal{E}$ defines the pushforward, a functor $F_* : \mathcal{X}/\mathcal{D} \to \mathcal{X}/\mathcal{E}$ such that $\text{Hom}_{F_*(\mathcal{C})}(x, y) = F(\text{Hom}_\mathcal{C}(x, y))$.

For example the functor $B : \text{Group} \to \text{Top}$ given by taking the geometric realization of a simplicial complex (or set) called the nerve of a group. The functor $B$ satisfies $B(G \times H) = BG \times BH$ so it is monoidal. It induces $B_* : \mathcal{X}/\text{Group} \to \mathcal{X}/\text{Top}$. See [Seg68].

The most important example is $C_*(\cdot ; k)$, the singular chains on $X$. It induces a functor $\mathcal{X}/\text{Top} \to \mathcal{X}/\text{Ch}_k$ that is if $\mathcal{C}$ is a topological category then there is a dgsm category $C_*(\mathcal{C}; k)$ in which,

$$\text{Ob}(C_*(\mathcal{C}; k)) = \text{Ob}(\mathcal{C})$$

$$\text{Hom}_{C_*(\mathcal{C}; k)}(A, B) = C_*(\text{Hom}_\mathcal{D}(A, B); k)$$

That the functor $C_*$ is monoidal up to quasi-isomorphism follows from the Eilenberg-Zilber theorem; see [EZ53].

In the same spirit given a dgsm category $\mathcal{D}$, there is a linear category $H_*(\mathcal{D}; k)$ defined by $\text{Ob}(H_*(\mathcal{D}; k)) = \text{Ob}(\mathcal{D})$ and $\text{Hom}_{H_*(\mathcal{D}; k)}(A, B) = H_*(\text{Hom}_\mathcal{D}(A, B); k)$. There is also a category $H_0(\mathcal{D})$: if $\mathcal{C}$ is a topological category and $\mathcal{D} = C_*(\mathcal{C})$ then $H_0(\mathcal{D})$ is the category of connected components of $\mathcal{C}$.

The category of dgsm categories is the subcategory of the category $\mathcal{C}/\text{Ch}_k$ of categories enriched over $\text{Ch}_k$ which possess a monoidal structure and have monoidal
morphisms as described in 2.1. Specifically, a morphism of dgsm categories $F : \mathcal{A} \to \mathcal{B}$ is a functor of categories enriched over Ch$_k$, a monoidal functor which respects the differential graded structure as described above.

Categories enriched over Ch$_k$ have extra structure that can be used to define a homotopy theoretic notation of equivalence. Every such category $\mathcal{C}$ contains a subcategory $Q(\mathcal{C})$ with the same objects as $\mathcal{C}$ and morphisms $\text{Hom}_{Q(\mathcal{C})}(a, b)$ called quasi-isomorphisms. An element $\varphi : a \to b \in \text{Hom}_{Q(\mathcal{C})}(a, b)$ is a quasi-isomorphism if for all objects $c \in \text{Ob}(\mathcal{C})$ the morphism

$$\tilde{\varphi} : \text{Hom}(c, a) \to \text{Hom}(c, b)$$

induces an isomorphism on homology,

$$\tilde{\varphi}_* : H_*(\text{Hom}(c, a); k) \to H_*(\text{Hom}(c, b); k)$$

The composition of two quasi-isomorphisms is a quasi-isomorphism and as defined $\text{Hom}_{Q(\mathcal{C})}(a, b)$ includes any isomorphisms $a \to b$ in $\mathcal{C}$ (such as $1 : a \to a$) so that $Q(\mathcal{C})$ is a subcategory of $\mathcal{C}$.

A dgsm functor $F : \mathcal{C} \to \mathcal{D}$ is exact if it preserves the class $Q(\mathcal{C})$ of quasi-isomorphisms, $F(Q(\mathcal{C})) \subset Q(\mathcal{D})$. In words, for every quasi-isomorphism $\varphi : a \to b$ in $\mathcal{C}$ we have a quasi-isomorphism $F(\varphi) : F(a) \to F(b)$ in $\mathcal{D}$.

Two functors $F, G : \mathcal{C} \to \mathcal{D}$ are quasi-isomorphic, $F \simeq G$, if there are natural transformations $\varphi : F \to G$ such that $\varphi(c)$ is a quasi-isomorphism for all $c \in \text{Ob}(\mathcal{C})$.

Two dgsm categories $\mathcal{C}$ and $\mathcal{D}$ are isomorphic or quasi-equivalent, $\mathcal{C} \cong \mathcal{D}$ if there are dgsm functors $F : \mathcal{C} \to \mathcal{D}$ and $G : \mathcal{D} \to \mathcal{C}$ such that $FG \simeq 1_\mathcal{D}$ and $GF \simeq 1_\mathcal{C}$.

### 2.3 Modules Over Differential Graded Categories

If $\mathcal{A}$ is a dgsm category then a left $\mathcal{A}$-module is a dgsm functor $\mathcal{A} \to \text{Ch}_k$. A right $\mathcal{A}$-module is a dgsm functor $\mathcal{A}^{\text{op}} \to \text{Ch}_k$.

As functors modules must respect the differential graded structure,
Morphisms between modules $M$ and $N$ are natural transformations $\phi : M \to N$ of the underlying functors that satisfy,

1. All $\phi(a) \in \text{Hom}_B(M(a), N(a))$ are chain maps.

2. $\phi$ respects the monoidal structure,

$$
\begin{array}{ccc}
M(a) \otimes M(a') & \to & N(a) \otimes N(a') \\
\downarrow & & \downarrow \\
M(a \otimes a') & \to & N(a \otimes a')
\end{array}
$$

The category of left (right) modules over $\mathcal{A}$ will be denoted by $\mathcal{A}$-mod (mod-$\mathcal{A}$).

This is not a differential graded category.

For a functor to be monoidal we only require the existence of a map

$$F(a) \otimes F(b) \to F(a \otimes b)$$

satisfying the axioms described in section 2.1. It is often the case that these structure maps satisfy stronger conditions. A module is split if the monoidal structure maps $F(a) \otimes F(b) \to F(a \otimes b)$ are isomorphisms and $h$-split or homologically split if they are quasi-isomorphisms.

If two categories are isomorphic then the pullback maps induced by the isomorphisms between categories of modules will compose to identity.

**Theorem 5.** If $\mathcal{C}$ and $\mathcal{D}$ are dgsm categories then $\mathcal{C} \cong \mathcal{D} \Rightarrow \mathcal{C}$-mod $\cong \mathcal{D}$-mod.

The usual product of categories extends to one which respects the dgsm structure. If $\mathcal{A}$ and $\mathcal{B}$ are categories then there is a category $\mathcal{A} \otimes \mathcal{B}$ defined by
\[
\text{Ob}(\mathcal{A} \otimes \mathcal{B}) = \text{Ob}(\mathcal{A}) \times \text{Ob}(\mathcal{B})
\]
\[
\text{Hom}_{\mathcal{A} \otimes \mathcal{B}}(a \times c, b \times d) = \text{Hom}_{\mathcal{A}}(a, c) \otimes_k \text{Hom}_{\mathcal{B}}(b, d)
\]

If \(\mathcal{A}, \mathcal{B}\) are differential graded then \(\mathcal{A} \otimes \mathcal{B}\) is differential graded using the usual tensor product of chain complexes. If \(\mathcal{A}, \mathcal{B}\) are monoidal then \(\mathcal{A} \otimes \mathcal{B}\) is monoidal using \((a \times c) \otimes (b \times d) = (a \otimes b) \times (c \otimes d)\).

If \(\mathcal{A}\) and \(\mathcal{B}\) are dgsm categories then an \(\mathcal{B} - \mathcal{A}\) \textit{bimodule} is a dgsm functor from the category \(\mathcal{B} \otimes \mathcal{A}^{\text{op}}\) to \(\text{Ch}_k\). If \(M\) is a \(\mathcal{B} - \mathcal{A}\) bimodule and \(N\) is a left \(\mathcal{A}\)-mod then there exists a left \(\mathcal{B}\)-mod, \(M \otimes_A N\), defined so that for \(b \in \text{Ob}(\mathcal{B})\),

\[
(M \otimes_A N)(b) = \oplus_{a \in \text{Ob}(\mathcal{A})} M(b, a) \otimes_k N(a)
\]

modulo relations which allow the diagram below to commute.

\[
M(b, a) \otimes_k \text{Hom}_{\mathcal{A}}(a', a) \otimes_k N(a') \rightarrow M(b, a) \otimes_k N(a)
\]

\[
M(b, a') \otimes_k N(a') \rightarrow (M \otimes_A N)(b)
\]

Every dgsm category \(\mathcal{C}\) yields a \(\mathcal{C} - \mathcal{C}\) bimodule, \(\mathcal{C} \otimes \mathcal{C}^{\text{op}} \to \text{Ch}_k\) given by

\[
\mathcal{C}(x \times y) = \text{Hom}_{\mathcal{C}}(y, x)
\]

If \(\mathcal{X}, \mathcal{Y} \subset \mathcal{C}\) are subcategories then the action of \(\mathcal{C} \otimes \mathcal{C}^{\text{op}}\) on \(\mathcal{C}\) pulls back to an action of \(\mathcal{X} \otimes \mathcal{Y}^{\text{op}}\).

A module \(M\) is \textit{flat} if the functor \(- \otimes M\) is exact. Since most of the constructions to follow will involve considering dgsm categories and their modules up to quasi-isomorphism, strictly speaking, we should be working in a derived category. As such the tensor product \(M \otimes N\) of a \(\mathcal{B} - \mathcal{A}\) bimodule \(M\) and a left \(\mathcal{A}\)-module \(N\) as above should be defined by \(M \otimes_A^\mathcal{L} N = M \otimes_A F.N\) where \(F.N\) is an acyclic resolution of \(N\). This can be done so that the tensor product exists and satisfies the appropriate universal properties \([\text{Cos07}]\).
3 Graphs

By a graph $G$ we mean a finite set $G$ with two partitions.

1. Into pairs $e = \{a, b\}$ called edges.

\[
G = \bigsqcup_e \{a, b\}
\]

2. Into sets $H(v) = \{h_1, h_2, \ldots, h_n\}$ called vertices.

\[
G = \bigsqcup_v H(v)
\]

Denote the set of vertices of $G$ by $V(G)$ and the set of edges of $G$ by $E(G)$. A graph in the sense above can be specified by giving a collection of vertices, edges and specifying the vertices to be found at each end of each edge.

The elements of $G$ will be called half edges. Two half edges $a, b \in G$ meet if $a, b \in H(v)$ for some vertex $v$. Given an edge $e \in E(G)$ the set $e = \{x, y\}$ is the set of half edges associated to $e$ in $G$ and for every vertex $v \in V(G)$ the set $H(v)$ is the set of half edges associated to $v$ in $G$. The valence $\text{val}(v)$ of $v \in V(G)$ is the number of half edges $\#H(v)$. All graphs $G$ in this document are required to have vertices $v$ of valence $\text{val}(v) = 1$ or $\text{val}(v) \geq 3$ unless otherwise noted.

A subgraph $H$ of $G$ is the set of all vertices of $G$ together with some subset of the set of edges of $G$. A cycle of $G$ based at a half edge $h \in H(v)$ is a subgraph $C_v \subset G$, is an ordered sequence of edges $C_v = (e_1, e_2, \ldots, e_n)$, $e_k \in E(G)$ that form a cycle which starts at $v$, $e_1 = \{h, x_1\}, e_2 = \{x_1, x_2\}, \ldots, e_{n-1} = \{x_{n-2}, x_{n-1}\}, e_n = \{x_n, h\}$. 
The boundary $\partial(G)$ of a graph $G$ is the collection of edges that contain a vertex having valence one. An internal edge is an edge not in the boundary while an external edge is not internal.

Let $[n]$ be the set $\{1, \ldots, n\}$. A graph $G$ is boundary labelled if there is a choice of partition $\partial(G) = \text{In}(G) \cup \text{Out}(G)$ of the boundary into a set of incoming and outgoing edges together with bijections $i_G : [\# \text{In}(G)] \to \text{In}(G)$ and $o_G : [\# \text{Out}(G)] \to \text{Out}(G)$.

A geometric graph is a 1-dimensional CW complex. Every graph $G$ in the sense given above has an associated geometric graph $|G|$ such that

1. The 0-skeleton $|G|^0 = V(G)$.
2. There is a 1-cell of $|G|$ for each edge $e \in E(G)$ and its boundary is glued to the two vertices containing the half edges $e = \{a, b\}$ of $e$.

We may refer to graphs a combinatorial as opposed to geometric graphs if it is necessary to draw a distinction between the two.

A graph $G$ is connected if $H_0(|G|) \cong \mathbb{Z}$. A graph $G$ has genus $g$ if $H_1(|G|) \cong \mathbb{Z}^g$. A forest is a graph of genus 0. A tree is a connected forest. A rooted tree is a tree together with a choice of outgoing edge the rest of the boundary edges being incoming. A tree with a single vertex will be called a corolla. An $n$-Tree is a tree with $n$ incoming edges.

A tree $T$ is planar if for all $v \in V(T)$ there is a fixed ordering of $H(v)$ this is equivalent to specifying an immersion of the tree in the plane up to isotopy.

Given an edge $e \in E(G)$, $e = \{x, y\}$ we can form a new graph $G/e$ by removing $e$ and replacing $H(x)$ and $H(y)$ with $H(x) \cup H(y) - \{x, y\}$. This operation called edge collapse is a homotopy equivalence of $|G|$ if $x$ and $y$ are not contained in the same $H(v)$. If $F$ is a subgraph of $G$ isomorphic to a forest then all of its edges can be collapsed forming a graph $G/F$ called the forest collapse.

Two graphs $G$ and $H$ are isomorphic if there is a bijective set map between half edges $\varphi : H \to G$ that respects the two partitions. Specifically, if $e = \{a, b\}$ is an
edge in \( H \) then \( \varphi\{a, b\} = \{\varphi(a), \varphi(b)\} \) is an edge in \( G \) and if \( v = \{h_1, \ldots, h_n\} \) is a vertex in \( H \) then \( \varphi(v) \) is a vertex in \( G \).
4 Operadics

One can think of operads as an axiomatization of basic operations on spaces or linearizations of spaces. Formally this is reducible to the more standard approach of algebras and their representations (or actions and modules). But operads also provide a powerful well-developed framework for discussing the case in which the algebras are parametrized by trees. We will use the language from this perspective and make explicit its relation to the differential graded algebra developed in Chapter 2 in 4.3.

4.1 Operads

This section has two parts. We first define operads and their duals (axiomatically opposite objects) cooperads from the perspective of rooted trees. In the second half we discuss the extension of these ideas to unrooted trees in this case the objects are called cyclic operads and cyclic cooperads.

4.1.1 Operads and Cooperads

Basic Definitions

A differential graded (dg-) operad \( \mathcal{O} \) is a collection of objects \( \{ \mathcal{O}(n) \}_{n=0}^{\infty} \) in \( \text{Ch}_k \) with,

1. A composition,

\[
\gamma : \mathcal{O}(k) \otimes \mathcal{O}(n_1) \otimes \cdots \otimes \mathcal{O}(n_k) \rightarrow \mathcal{O}(n_1 + \cdots + n_k)
\]
2. An action of the symmetric group $\Sigma_n$ on $O(n)$.

3. A unit $1 \in O(1)$.

These satisfy axioms,

1. The composition is associative. Using the vector notation,

$$O(\hat{n}_m) = O(n_1) \otimes \cdots \otimes O(n_m)$$

We have,

$$O(m) \otimes O(\hat{n}_m) \otimes O(\hat{k}_{n_1}^1) \otimes \cdots \otimes O(\hat{k}_{n_m}^m) \rightarrow O(\sum_{i=1}^{m} n_i) \otimes O(\hat{k}_{n_1}^1) \otimes \cdots$$

$$O(m) \otimes O(\sum_{j} k_j^1) \otimes \cdots \otimes O(\sum_{j} k_j^{n_m}) \rightarrow O(\sum_{i,j} k_{j}^{i})$$

2. Using $\Sigma_m \times \Sigma_{n_1} \times \cdots \times \Sigma_{n_m} \rightarrow \Sigma_{n_1+\cdots+n_m}$,

$$(\sigma, \tau_1, \ldots, \tau_n) \mapsto (\tau_{\sigma(1)}, \ldots, \tau_{\sigma(n)})$$

The composition $O(k) \otimes O(a_1) \otimes \cdots \otimes O(a_k) \rightarrow O(a_1 + \cdots + a_k)$ is equivariant with respect to the action of $\Sigma_m \times \Sigma_{n_1} \times \cdots \times \Sigma_{n_m}$ on $O(k) \otimes O(a_1) \otimes \cdots \otimes O(a_k)$ and $\Sigma_{n_1+\cdots+n_m}$ on $O(a_1 + \cdots + a_k)$. 
3. The unit is a unit behaves like a unit.

In all of the cases to follow \( \mathcal{O}(1) = k \). Good references for detailed information regarding operads are [May97, MSS02, Vor05].

There is a dual notion, cooperads \( \mathcal{P} \) are given by a family of \( \Sigma_n \) modules \( \{ \mathcal{P}(n) \} \) together with (co)compositions,

\[
\gamma : \mathcal{P}(\sum_{j=1}^{k} n_j) \to \mathcal{P}(k) \otimes \mathcal{P}(n_1) \otimes \cdots \otimes \mathcal{P}(n_k)
\]

Which satisfy the opposite operad axioms or those obtained by reversing the arrows of all of the above in direct analogy with the relationship between algebras and coalgebras.

Given a chain complex \( X \) define the endomorphism operad, \( \mathcal{E}_X \), by

\[
\mathcal{E}_X(n) = \text{Hom}_{\text{Ch}}(X^\otimes n, X)
\]

This is an operad with \( f \in \mathcal{E}_X(n) \), \( g_i \in \mathcal{E}_X(m_i) \),

\[
\gamma(f, g_1, \ldots, g_n) = f(g_1, \ldots, g_n)
\]

The action of \( \Sigma_n \) is given by permuting the arguments of \( f \in \mathcal{E}_X(n) \). A morphism \( \varphi : \mathcal{O} \to \mathcal{O}' \) of operads is given by a collection \( \{ \varphi_n \} \) of chain maps

\[
\varphi_n \in \text{Hom}_C(\mathcal{O}(n), \mathcal{O}'(n))
\]

That satisfy,

1. The \( \varphi_n \) commute with operadic composition,

\[
\begin{array}{ccc}
\mathcal{O}(m) \otimes \mathcal{O}(n_1) \otimes \cdots \otimes \mathcal{O}(n_m) & \longrightarrow & \mathcal{O}(\sum_{i=1}^{m} n_i) \\
\varphi_m \otimes \varphi_{n_1} \cdots \otimes \varphi_{n_m} & \downarrow & \varphi_{\sum_i n_i} \\
\mathcal{O}'(m) \otimes \mathcal{O}'(n_1) \otimes \cdots \otimes \mathcal{O}'(n_m) & \longrightarrow & \mathcal{O}'(\sum_{i=1}^{m} n_i)
\end{array}
\]
2. The $\varphi_n$ are morphisms of $\Sigma_n$ modules.

3. $\varphi$ takes units to units.

There is a natural notion of quasi-isomorphism between differential graded operads. Two operads $\mathcal{O}_1, \mathcal{O}_2$ are quasi-isomorphic if there is a morphism $\varphi : \mathcal{O}_1 \to \mathcal{O}_2$, $\varphi = \{\varphi_n\}$ such that the induced maps on homology $(\varphi_n)_* : H_*(\mathcal{O}_1(n); k) \to H_*(\mathcal{O}_2(n); k)$ are isomorphisms for all $n$.

$$(\varphi_n)_* : H_*(\mathcal{O}_1(n); k) \to H_*(\mathcal{O}_2(n); k)$$

A chain complex $X$ is an algebra over an operad $\mathcal{O}$ if there is a morphism of operads $\mathcal{O} \to \mathcal{E}_X$. If we view the object $\mathcal{O}(n)$ as a space of $n$-fold operations then an algebra structure on $X$ means maps,

$$\mathcal{O}(n) \otimes X \otimes n \to X$$

Every dg cooperad $\mathcal{P}$ gives rise to a dg operad $\mathcal{O}$ and vice versa by taking the linear dual. $\mathcal{P}(n) \mapsto \mathcal{O}(n)$ where

$$\mathcal{O}(n)_i = \mathcal{P}(n)^*_i$$

**Free Operads**

Operads can and usually should be described by trees because $\mathcal{O}(n)$ is to be thought of as a moduli space parameterizing some collection of $n$-fold operations. Finite dimensional dg operad operations are always, though not uniquely, represented by families of trees modulo relations.

Given an operad $\mathcal{O}$ an ideal $I \subset \mathcal{O}$ is a collection of $\Sigma_n$ equivariant subspaces $I(n) \subset \mathcal{O}(n)$ for each $n$. If $\gamma$ is the operad composition map then $I$ satisfies,

$$a \in I \Rightarrow \gamma(\ldots, a, \ldots) \in I$$
If \( I \subset \mathcal{O} \) is an ideal define the \emph{quotient operad} \( \mathcal{O}/I \) to be \( \{ \mathcal{O}(n)/I(n) \} \) for \( n \geq 1 \) with structure maps induced from \( \mathcal{O} \).

If we let \( \text{GrSet} \) be the category of graded sets \( \{ S(n) \}_{n=1}^{\infty} \) and set maps that preserve the grading \( n \). There is a forgetful functor \( \text{Forget} : \text{Operad} \to \text{GrSet} \) that takes any operad \( \mathcal{O} = \{ \mathcal{O}(n) \} \) in \( \text{Vect}_k \) to a collection of sets \( \mathcal{O}(n) \) in \( \text{GrSet} \). The \emph{free operad} on \( \{ S(n) \} \), \( \text{Free}(\{ S(n) \}) \) is adjoint to the forgetful functor,

\[
\text{Hom}_{\text{Operad}}(\text{Free}(\{ S(n) \}), P) = \text{Hom}_{\text{GrSet}}(\{ S(n) \}, \text{Forget}(P))
\]

Given a graded collection of sets \( \{ S(n) \} \) for \( n \geq 1 \) the free operad is given explicitly by,

\[
\text{Free}(S)(n) = \bigoplus_{n\text{-Tree } T} k \cdot \text{Hom}_{V}(V(T), S)
\]

which is the sum over all rooted planar trees with \( [n] \)-labelled leaves assigning to each vertex \( v \) an element of \( S(m) \) if \( m \) is the valence \( \text{val}(v) \).

An element of \( \text{Free}(S)(5) \) if \( S(2) = \{ a, b \} \) and \( S(3) = \{ c \} \)

The composition of trees is given by grafting boundary edges. The symmetric group \( \Sigma_n \) acts on the \( [n] \)-labelling and there is a trivial tree consisting of a vertex which acts as identity.
Essential Operads

The key examples of operads to follow are now defined using the material of the previous section. Let $S(2)$ be a set with one element and $\#S(n) = 0$ if $n \neq 2$. If $R$ be the ideal of $\text{Free}(\{S(n)\})$ generated by the $\Sigma_n$ orbits of the following relations,

\[
\begin{align*}
\vcenter{\hbox{egin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {1};
  \node at (0,1) {2};
  \node at (1,1) {2};
  \node at (1,2) {1};
\end{tikzpicture}}}
&= \\
\vcenter{\hbox{egin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {2};
  \node at (0,1) {1};
  \node at (1,1) {2};
  \node at (1,2) {1};
\end{tikzpicture}}}
\end{align*}
\]

From the first we obtain the commutative (C) and from the second the associative (A) operads. The Jacobi (IHX) and anti-symmetry relations,

\[
\begin{align*}
\vcenter{\hbox{egin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {1};
  \node at (0,1) {2};
  \node at (1,1) {3};
  \node at (1,2) {1};
\end{tikzpicture}}}
&= \\
\vcenter{\hbox{egin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {1};
  \node at (0,1) {1};
  \node at (1,1) {3};
  \node at (1,2) {2};
\end{tikzpicture}}}
&+ \vcenter{\hbox{
\begin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {1};
  \node at (0,1) {1};
  \node at (1,1) {2};
  \node at (1,2) {3};
\end{tikzpicture}}}
\end{align*}
\]

\[
\begin{align*}
\vcenter{\hbox{
\begin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {1};
  \node at (0,1) {2};
  \node at (1,1) {2};
  \node at (1,2) {3};
\end{tikzpicture}}}
&= \\
\vcenter{\hbox{
\begin{tikzpicture}
  \draw (0,0) -- (0,1);
  \draw (0,1) -- (1,1);
  \draw (1,1) -- (1,2);
  \draw (1,2) -- (0,2);
  \node at (0,0) {1};
  \node at (0,1) {2};
  \node at (1,1) {3};
  \node at (1,2) {2};
\end{tikzpicture}}}
\end{align*}
\]

give the Lie operad. An algebra over C is an associative commutative algebra, over A is an associative algebra and an algebra over L is a Lie algebra.

In what follows we will need operations on chain complexes generated by differential graded operads. The most important examples of these operads are the homotopy versions of the operads above.

If $S(n) = \{m_n\}$ for $n \geq 1$ then,

\[
A_\infty = \text{Free}(\{S(n)\})
\]

Where the degree of the corolla labelled by $m_n$ is set in $n - 2$. We specify the boundary as follows,
\[ \partial m_n(1, \ldots, n) = \sum_{i+j=n+1}^{n-j} \sum_{s=0}^{i+j} (-1)^{i+s(i+1)} m_i(1, \ldots, m_j(s+h+1, \ldots, s+h+j+1), \ldots, n) \]

This can be visualized as a signed sum over all ways to compose two generators of lower order. It is the cellular boundary of a Stasheff associahedron \( K_n \) [MSS02].

If we view \( A \) as an operad of chain complexes situated in degree 0 then there is a morphism of operads \( \alpha : A_\infty \to A \), given by \( \alpha(m_2) = m_2 \) and \( \alpha(m_j) = 0 \) if \( j \neq 2 \) which is a quasi-equivalence. Every operad has an associated homotopy version which can be determined by building a minimal model for the operad in question [Mar04].

The \( L_\infty \) operad is the free operad on antisymmetric corolla. If \( S(n) = \{ l_n \} \) for \( n \geq 1 \) then,

\[ L_\infty = \text{Free}(\{ S(n) \})/I \]

Where the degree of \( l_n \) is \( n-2 \) and \( I = \{ l_n(\ldots, i, i+1, \ldots) = -l_n(\ldots, i+1, i, \ldots) \} \) is the antisymmetry relation.

A \((p,q)\) shuffle \( \sigma \in \text{Sh}(p,q) \) is a permutation \( \sigma \in \Sigma_{p+q} \) which satisfies,

\[ \sigma(1) < \sigma(2) < \ldots < \sigma(p) \quad \quad \sigma(p+1) < \sigma(p+2) < \ldots < \sigma(p+q) \]

We specify the boundary as follows,

\[ \partial l_n(1, \ldots, n) = \sum_{i+j=n+1}^{n-j} \sum_{\sigma \in \text{Sh}(i,j)} \text{sgn}(\sigma)(-1)^{j(i-1)} l_i(l_j(\sigma(1), \ldots, \sigma(j)), \sigma(j+1), \ldots, \sigma(n)) \]

If \( g \) is a semi-simple Lie algebra, setting \( \partial = 0 \), \( l_2 = [-,-] \) and \( l_n = 0 \) for all \( n \geq 2 \) an example of an \( L_\infty \) algebra. The Quillen algebra associated to a manifold, \( \pi_*(X) \otimes \mathbb{Q} \) is an \( L_\infty \) algebra with bracket the Whitehead product and higher products related to higher Whitehead products.

The homotopy commutative associative or \( C_\infty \) operad is given by a quotient of the \( A_\infty \) operad by relations generated by shuffles.
If we denote by $m_n(1,\ldots,n)$ the corolla $m_n$ labelled by $[n]$ then we add the relations,

$$
\sum_{\sigma \in \text{Sh}(i,n-i)} \text{sgn}(\sigma) m_n(\sigma(1),\ldots,\sigma(n))
$$

for all $1 < i < n$ where $\text{sgn}(\sigma)$ is the sign of a permutation. For instance when $k = 2$ the relation becomes,

$$
0 = m_2(a,a') - m_2(a',a)
$$

The operad $C_\infty$ is the kernel of the natural map $A_\infty \to L_\infty$ obtained by extending the map $\varphi : A \to L$ defined by $[a,b] = ab - ba$ to the map,

$$
l_n(1,2,\ldots,n) = \sum_{\sigma \in \Sigma_n} \text{sgn}(\sigma) m_n(\sigma(1),\ldots,\sigma(n))
$$

The operads introduced above fit together into an exact sequence,

$$
0 \to C_\infty \to A_\infty \to L_\infty \to 0
$$

Given a manifold the differential commutative algebra given by the de Rham complex $\Omega^*(M)$ is an example of a $C_\infty$ algebra with trivial $m_n$ for $n \geq 3$.

### 4.1.2 Cyclic Operads

Cyclic operads are to unrooted trees what operads are to rooted trees. A differential graded cyclic operad $\mathcal{O}$ is a dg-operad $\mathcal{O}$ as above together with an extension of the action of $\Sigma_n$ on $\mathcal{O}(n)$ to an action of $\Sigma_{n+1}$ on $\mathcal{O}(n)$. This must satisfy the condition that if $\tau_{n+1} \in \Sigma_{n+1}$ is the cycle $(0,1,2,\ldots,n)$ then,

$$
\tau_{m+n-1}(p(1,\ldots,1,q)) = (-1)^{|p||q|} \tau_n q(\tau_m(p),1,\ldots,1)
$$

Pictorially this means we can turn operadic operations about in the plane,
The definition of free operad found in 4.1.1 extends to use labelled $n$ trees which are not rooted so that the extension of the $\Sigma_n$ action is given by permuting all boundary edges. In the same manner all important examples of operads described in terms of trees have straightforward interpretations as cyclic operads. The extension of the $\Sigma_n$ action for the free operad is compatible with the relations used to define the commutative, associative and Lie operads.

There is an analogue of the endomorphism operad $E_X$ in the context of cyclic operads. Given a chain complex $X$ choose a non-degenerate inner product $\langle -,- \rangle$ on $X$ and use this to identify $\text{Hom}(X^{\otimes n}, X)$ with $\text{Hom}(X^{\otimes (n+1)}, k)$. The symmetric group $\Sigma_{n+1}$ then acts by permuting the tensors of $X^{\otimes (n+1)}$.

If $\mathcal{O}$ is a cyclic operad and $X$ is an algebra over the underlying operad then an inner product

$$\langle -,- \rangle : X \otimes X \to k$$

is invariant if the maps $\langle - \rangle_n : \mathcal{O}(n) \otimes X^{\otimes (n+1)} \to k$ given by,

$$\langle p \otimes x_0 \otimes \cdots \otimes x_n \rangle_n = (-1)^{|x_0|^p} \langle x_0, p(x_1 \otimes \cdots \otimes x_n) \rangle$$

are invariant under the diagonal action of $\Sigma_{n+1}$ on $\mathcal{O}(n) \otimes A^{\otimes (n+1)}$. For example in the case of $L$ above the inner product $\langle -,- \rangle$ is invariant if $\langle [a,b],c \rangle = \langle a, [b,c] \rangle$ assuming the elements $a,b,c$ are in degree 0. For $C_{\infty}$ and $A_{\infty}$ algebras,

$$\langle m_n(x_0,\ldots,m_{n-1}),x_n \rangle = (-1)^{(n+1)|x_0|} \sum_{i=1}^{n-1} |x_i| \langle m_n(x_1,\ldots,m_n),x_0 \rangle$$
A morphism of cyclic operads is the same as a morphism of the underlying operads whose $\Sigma_n$ module maps respect the extension to $\Sigma_{n+1}$. There is an analogous notion of quasi-isomorphism of differential graded cyclic operads. An algebra $X$ over a cyclic operad $O$ is an algebra over $O$ together with a choice of invariant inner product.

For more information concerning cyclic operads and the analogous notion for cyclic cooperads see [GK95, MSS02].

4.2 Relation to Differential Graded Algebra

As previously mentioned the language of differential graded operads is contained in the language of differential graded categories and their representations or modules. We would like then to define a dgsm category $O^\flat$ so that the category of h-split $O^\flat$ modules is quasi-equivalent to the category of $O$ algebras. This could be considered the dgsm "enveloping category" for the operad $O$.

Given an operad $O$ in Ch$_k$ with generators $\{S(n)\}$ and relations $R$ as in 4.1. We can define a dgsm category $O^\flat$ generated by one object $X$ and morphisms generated by the symbols,

$$s \in \text{Hom}_{O^\flat}(X^\otimes n, X) \quad \text{for all} \quad s \in S(n)$$

subject to the relations of $R$ and possessing a differential structure the same as that of $O$.

An element of $\text{Hom}_{O^\flat}(X^\otimes 11, X^\otimes 2)$
By construction the category $\mathcal{O}^b$ includes factorization isomorphisms,

$$\theta_{n,m} = \text{Hom}_{\mathcal{O}^b}(X^{\otimes n}, X^{\otimes m}) \cong \bigotimes_{i=1}^{m} \text{Hom}_{\mathcal{O}^b}(X^{\otimes n_i}, X)$$

such that $\sum n_i = n$. This construction is functorial. Any morphism $\varphi : \mathcal{O}_1 \to \mathcal{O}_2$ of dg operads induces a functor $\varphi^b : \mathcal{O}_1^b \to \mathcal{O}_2^b$. Given $\varphi : \mathcal{O}_1 \to \mathcal{O}_2$ we have $\varphi = \{\varphi_n\}$ that is chain maps $\varphi_n : \mathcal{O}_1(n) \to \mathcal{O}_2(n)$ so define $\varphi^b(X) = X$ and given $c \in \text{Hom}_{\mathcal{O}_1}(X^{\otimes n}, X)$, $\varphi^b(c) = \varphi_n(c)$. Our $\varphi^b$ then uniquely extends to a functor via $\theta_{n,m}$.

Since different presentations yield isomorphic operads our construction is observably independent of presentation.

**Observation.** The quasi-equivalence class of $\mathcal{O}^b$ as a differential graded symmetric monoidal category in the category of differential graded symmetric monoidal categories is independent of the choice of presentation.

It then follows from the observation together with Theorem 1 in Chapter 2 that the category of h-split modules of $\mathcal{O}^b$ is a well defined notion.

**Lemma 1.** The category of $\mathcal{O}$-algebras is equivalent to the category of split left $\mathcal{O}^b$-modules.

**Proof.** Any functor $F : \mathcal{O}^b \to \text{Ch}_k$ identifies the object $X$ with a chain complex $F(X)$ and by split monoidality identifies the object $X^{\otimes m}$ with $F(X)^{\otimes m}$. Consider the action of $\mathcal{O}^b$ on $F(X)$. Using $\theta_{n,m}$, $\varphi = \varphi_1 \otimes \cdots \otimes \varphi_m$ such that $\varphi_i \in \text{Hom}_{\mathcal{O}^b}(X^{\otimes n_i}, X)$ and $\sum_{i=1}^{m} n_i = n$. Each $\varphi_i$ is also an element of $\mathcal{O}(n_i)$ and this identification,

$$\text{Hom}_{\mathcal{O}^b}(X^{\otimes n}, X) \otimes F(X)^{\otimes n} \longrightarrow F(X)$$

commutes with the composition in the category $\mathcal{O}^b$ and the operadic composition $\mathcal{O}$ respectively. 

$\square$
Later in the paper a certain category of topological field theories will be shown to be quasi-equivalent to the category of h-split left $\mathcal{O}^h$ modules. In order to use the above theorem we require,

**Lemma 2.** There is an equivalence of categories between the category of h-split left $\mathcal{O}^h$-modules and the category of split left $\mathcal{O}^h$-modules.

*Proof.* The equivalence will come form a functor $\eta$ from h-split to split modules. If $F$ is an h-split $\mathcal{O}^h$-module define a split module $\eta(F)$ by,

$$\eta(F)(X^\otimes n) = F(X)^\otimes n$$

Note that since $F$ is h-split there are quasi-isomorphisms

$$\varphi_{X,j} : \eta(F)(X^\otimes j) \to F(X^\otimes j)$$

By definition $\eta(F)$ is split we need to show that it can be extended to a functor. Each $m_j \in \mathcal{O}(j)$ induces a map,

$$(m_j)_* : F(X)^\otimes j \to F(X)$$

These are natural with respect to the $\varphi_{X,j}$ and given any $f \in \text{Hom}_{\mathcal{O}^h}(X^\otimes m, X^\otimes n)$ using $\theta_{n,m}$ isomorphisms $f = \theta_{n,m}^{-1}(m_{n_1} \otimes \cdots \otimes m_{n_k})$. So the action of $\mathcal{O}$ can be extended to an action of $\mathcal{O}^h$ giving a unique split $\mathcal{O}^h$ module $\eta(F)$ quasi-equivalent to the h-split $\mathcal{O}^h$ module $F$ via $\{\varphi\}$. \qed

In order to reduce some rather complicated complexes to simpler ones later we will need,

**Lemma 3.** If $\mathcal{O}_1$ and $\mathcal{O}_2$ are quasi-isomorphic operads then the enveloping categories $\mathcal{O}_1^h$ and $\mathcal{O}_2^h$ are quasi-equivalent.

$$\mathcal{O}_1^h \cong \mathcal{O}_2^h$$
Proof. If \( \varphi : O_1 \to O_2, \varphi = \{ \varphi_n \} \) is a quasi-isomorphism then \( \varphi \) induces a quasi-isomorphism in the sense previously considered between the dgsm categories since the induced maps on chain complexes of morphisms,

\[
\begin{align*}
\Hom_{O_1}(X^\otimes n, X^\otimes m) & \xrightarrow{\varphi_*} \Hom_{O_2}(X^\otimes n, X^\otimes m) \\
\bigoplus_i \Hom_{O_1}(X^\otimes_{n_i}, X) & \xrightarrow{\varphi_{n_1} \otimes \cdots \otimes \varphi_{n_k}} \bigoplus_i \Hom_{O_2}(X^\otimes_{n_i}, X) \\
\bigoplus_i O_1(n_i) & \xrightarrow{\varphi_{n_1} \otimes \cdots \otimes \varphi_{n_k}} \bigoplus_i O_2(n_i)
\end{align*}
\]

induce isomorphisms on homology.

It follows from Theorem 1 of Chapter 2 that the categories of modules of quasi-equivalent operads are quasi-equivalent.

Constructions For Cyclic Operads

Cyclic operads \( O \) in \( \text{Ch}_k \) given by generators \( \{ S(n) \} \) and relations \( R \) as above also yield dgsm categories \( O^\flat \) with one object \( X \) and morphisms generated by the symbols,

\[
s \in \Hom_{O^\flat}(X^\otimes n, X) \quad \text{for all} \quad s \in S(n)
\]

together with cap and cup morphisms corresponding to an invariant inner product and its dual,

\[
\langle -, - \rangle \in \Hom_{O^\flat}(X \otimes X, k) \quad \text{and} \quad \langle -, - \rangle^* \in \Hom_{O^\flat}(k, X \otimes X)
\]

Or pictorially,
subject to the relations generated by $R$ and relations involving the caps and cups.

\[ \cap - \cup = \ \downarrow \]

and possessing a differential structure the same as that of $\mathcal{O}$. Notice that the addition of a cap and a cup gives us much larger morphism spaces. $\text{Hom}_{\mathcal{O}^\flat}(X^\otimes n, X^\otimes m)$ is now the space of graphs labelled by the generators in $\mathcal{S}$.

**Theorem 6.** The category of $\mathcal{O}$ algebras with invariant inner product is equivalent to the category of split left $\mathcal{O}^\flat$-modules.

The proof of this is essentially the same as the one for operads the inner product and its dual satisfy the graphical relations above. (If the operad $\mathcal{O}$ is the cobar construction on a differential graded cooperad $\mathcal{P}$ then the morphisms of the category $\mathcal{O}^\flat$ are those of the Feynmann transformation or graph complex $\mathcal{G}(\mathcal{P}^*)$ – see later).

It follows from the theorem that,

**Observation.** If $\mathcal{O}_1$ and $\mathcal{O}_2$ are isomorphic operads then the category of modules over enveloping categories $\mathcal{O}_1^\flat$ and $\mathcal{O}_2^\flat$ are isomorphic,

$\mathcal{O}_1^\flat\text{-mod} \cong \mathcal{O}_2^\flat\text{-mod}$
4.3 Bar and Cobar Operators on Operads

Following Kontsevich’s seminal work [Kon94], Ginzburg and Kapranov developed a duality theory for operads [GK94, Gin]. This was later extended to cyclic operads by Getzler and Kapranov and reduced to a generalization of the Bar and Cobar construction for algebras first defined by Eilenberg and MacLane by Getzler and Jones [GK95, GJ]. As above we wont give a complete exposition of their theory, but only mention what is necessary for later. The reader is warned that the functors Bar and Cobar are formulated in slightly different ways in different places. What comes later here will be consistent with the definitions given below.

The Bar construction is a functor which takes a dg operad $P$ to a dg cooperad $\text{Bar}(P)$ while the Cobar construction is a functor taking a dg cooperad $O$ to a dg operad $\text{Cobar}(O)$.

When we defined the free operad $\text{Free}(S)$ on a system of sets $S = \{S(n)\}$ above each vertex of valence $k$ the tree was labelled by a set element $x \in S(k)$. However, if one is careful then beginning with a cyclic dg operad or cyclic dg cooperad instead of $S$ one can again produce a cyclic dg cooperad or cyclic dg operad. These (co)operads will be free on a set of corolla with vertices labelled by (co)operad elements. Geometrically this simple idea can be interpreted as an instance of Verdier duality [GK94, LV08].

Orientations and Preliminaries

If $V_*$ is a graded vector space then the we define a different graded vector space, the $j$-fold (de)suspension $V[j]_*$ by,

$$V[j]_i = V_{i+j}$$

An orientation of a graded vector space $W$ of dimension $n = \dim(W)$ is a non-zero vector in the alternating algebra
\[ \det(W) = \Lambda^n(W)[-n] \]

We also define the inverse,

\[ \det(W)^* = \Lambda^n(W)[n] \]

If \( S \) is a set then we orient \( S \) using \( \det(S) = \det(k\langle S \rangle) \). Two orientations are equivalent if they are positive scalar multiples of each other. An orientation of a graph \( G \) is defined as follows,

\[ \det(G) = \det(E(G)) \otimes \det(k^O) \otimes \det(H_0(G)) \otimes \det(H_1(G))^*[O - \chi] \]

where,

1. \( E(G) \) are the internal edges of \( G \). Those edges which are not part of the incoming or outgoing boundary \( \partial G \).
2. \( O \) is the number of outgoing boundary edges.
3. \( \chi = \chi(G) \) is the Euler characteristic of \( G \).

This amounts to an ordering of the internal and outgoing boundary edges together with an ordering of the connected components of \( G \) and the cycles. Everything is packaged together and then placed in the degree \( \# E(G) \).

**Observation.** A short exact sequence of vector spaces,

\[ 0 \to A \to B \to C \to 0 \]

yields a canonical isomorphism of orientations,

\[ \det(B) \cong \det(A) \otimes \det(C) \]
Given two graphs $G_0$ and $G_1$ then grafting one of the incoming edges of $G_1$ to an outgoing edge of $G_0$ forming $G_0\#G_1$ there is an isomorphism,

$$\det(G_0) \otimes \det(G_1) \rightarrow \det(G_0\#G_1)$$

This is given by splitting the Mayer-Vietoris sequence below into short exact sequences any applying the observation above together with the additivity of the set of internal plus outgoing boundary edges under grafting.

$$0 \rightarrow H_1(G_1) \otimes H_1(G_0) \rightarrow H_1(G_0\#G_1) \rightarrow H_0(G_0 \cap G_1) \rightarrow$$

$$H_0(G_1) \otimes H_0(G_0) \rightarrow H_0(G_0\#G_1) \rightarrow 0$$

This definition also behaves well under disjoint union of graphs,

$$\det(G_0 \coprod G_1) \cong \det(G_0) \otimes \det(G_1)$$

This orientation convention for graphs agrees with the standard graph complex definitions when restricted to connected graphs without boundary. It differs slightly from the differential graded dual construction of Ginzburg and Kapranov inasmuch as trees in the dg dual have oriented internal and incoming edges and in our case trees have oriented internal and outgoing edges.

This orientation convention is equivalent one obtained by ordering the connected components, ordering the vertices of the graph and ordering the half-edges of each edge. This later condition can be thought of as placing an arrow on each edge so that reversing the direction of any arrow changes the sign of the orientation.

Given a set $S$ and a cyclic dg (co)operad $O$ then we can define a \textit{labelling} of $S$ by $O$ using the coinvariants trick,

$$O(S) = (O(n) \times \text{Bij}([n], S))_{\Sigma_{n+1}}$$

where $\text{Bij}([n], S)$ is the set of bijections from $S$ to $[n] = \{0, 1, \ldots, n\}$ and $\Sigma_{n+1}$ acts diagonally.
If $T$ is a tree then we can define a *labelling* of $T$ by $\mathcal{O}$ assigning each vertex $v$ an element of $\mathcal{O}(H(v))$,

$$\mathcal{O}(T) = \bigotimes_{v \in V(T)} \mathcal{O}(H(v))$$

An example of a tree with two quadrivalent vertices and one trivalent vertex labelled by a choice of $a \otimes b \otimes c \in \mathcal{O}(4)^{\otimes 2} \otimes \mathcal{O}(3)$ is pictured below,

Every edge contraction $c : T \rightarrow T/e$ induces a map of labellings. If we denote by $e$ the vertex obtained by the edge collapse and by $v$ and $w$ the two identified end points then there is an operad map,

$$\mathcal{O}(\text{val}(v)) \otimes \mathcal{O}(\text{val}(w)) \rightarrow \mathcal{O}(\text{val}(e))$$

and a cooperad map,

$$\mathcal{P}(\text{val}(e)) \rightarrow \mathcal{P}(\text{val}(v)) \otimes \mathcal{P}(\text{val}(w))$$

these can be extended to maps $c_* : \mathcal{O}(T) \rightarrow \mathcal{O}(T/e)$ and $c^* : \mathcal{P}(T/e) \rightarrow \mathcal{P}(T)$ by tensoring the above with the identity map.
The Bar and Cobar constructions

The Bar construction $\text{Bar}(\mathcal{O})$ of a cyclic differential graded operad $\mathcal{O}$ is the dg cooperad which in degree $n$ is a given by the complex of labelled unrooted $n$-trees with contracting differential.

$$\text{Bar}(\mathcal{O})(n) = \bigoplus_{n\text{-Tree } T} \mathcal{O}(T) \otimes \det(T)$$

Where the degree of a labelled tree is determined by the orientation convention given above. Concretely this means,

$$\text{Bar}(\mathcal{O})(n) = \bigoplus_{n\text{-Tree } T \mid |T|=1} \mathcal{O}(T) \otimes \det(T) \leftarrow \cdots \leftarrow \bigoplus_{n\text{-Tree } T \mid |T|=n-1} \mathcal{O}(T) \otimes \det(T)$$

The Cobar construction $\text{Cobar}(\mathcal{P})$ of a cyclic differential graded cooperad $\mathcal{P}$ is the dg operad which in degree $n$ is a given by the complex of labelled unrooted $n$-trees with expanding differential.

$$\text{Cobar}(\mathcal{O})(n) = \bigoplus_{n\text{-Tree } T} \mathcal{P}(T) \otimes \det(T)$$

Where the degree of a labelled tree is determined by the orientation convention given above. Concretely,

$$\text{Cobar}(\mathcal{O})(n) = \bigoplus_{n\text{-Tree } T \mid |T|=1} \mathcal{P}(T) \otimes \det(T) \rightarrow \cdots \rightarrow \bigoplus_{n\text{-Tree } T \mid |T|=n-1} \mathcal{P}(T) \otimes \det(T)$$

In the formulas above $|T|$ is the number of internal vertices of $T$ and the complex is graded so that the term spanned by trees with 1 internal vertex is situated in degree 0.

The differential $\delta$ in either case can be described by its matrix elements,

$$(\delta)_{T,T'} : \mathcal{O}(T) \otimes \det(T) \rightarrow \mathcal{O}(T') \otimes \det(T')$$
$(\delta)_{T', T} : \mathcal{P}(T') \otimes \det(T') \to \mathcal{P}(T) \otimes \det(T)$

If $T'$ is not isomorphic to $T/e$ for some edge $e \in T$ then we define $(\delta)_{T', T} = 0$. Otherwise let $c : T \to T' \cong T/e$ so that if $c_* : \mathcal{O}(T) \to \mathcal{O}(T')$ or $c^* : \mathcal{P}(T') \to \mathcal{P}(T)$ are the induced maps, $\delta$ is given by

$$(\delta)_{T', T} = c_* \otimes p_e$$

$$(\delta)_{T, T'} = c^* \otimes p^e$$

If collapsing the edge $e$ then the map of orientations $p_e : \det(T') \to \det(T)$

$$p_e(y_0 \wedge \cdots \wedge e \wedge \cdots y_n) = y_0 \wedge \cdots \wedge \hat{e} \wedge \cdots \wedge y_n$$

and orientation $p^e$ for the expanding differential is defined analogously.

In either case if the operad $\mathcal{O}$ or cooperad $\mathcal{P}$ has a non-trivial differential then the total differential is the sum of the differential defined above together with the original internal differential.

The cocomposition for the cooperad $\text{Bar}(\mathcal{O})$ is given by cutting a given $\mathcal{O}$ labelled tree apart into compositions of $\mathcal{O}$ labelled trees. The composition for the operad $\text{Cobar}(\mathcal{P})$ is given by grafting the incoming boundary edge of an $\mathcal{P}$ labelled tree to to an outgoing boundary edge of an $\mathcal{P}$ labelled tree and eliminating the resulting bivalent vertex. If the (co)composition is defined in this manner the differential defined above satisfies the (co)Leibniz rule. Notice that $\text{Cobar}(\mathcal{P})$ is generated by $\mathcal{P}$-labelled corolla.

If we denote by $\text{Operad}(\text{Ch}_k)$ the category of differential graded operads and by $\text{Cooperad}(\text{Ch}_k)$ the category of differential graded cooperads

$$\text{Hom}_{\text{Cooperad}(\text{Ch}_k)}(\text{Bar}(\mathcal{O}), \mathcal{P}) \cong \text{Hom}_{\text{Operad}(\text{Ch}_k)}(\mathcal{O}, \text{Cobar}(\mathcal{P}))$$
See Chapter 3 [GK94]. The maps given by the inclusions \( \mathcal{O} \to \mathrm{Bar}(\mathrm{Cobar}(\mathcal{O})) \) and \( \mathcal{P} \to \mathrm{Cobar}(\mathrm{Bar}(\mathcal{P})) \) are quasi-isomorphisms of cooperads and operads respectively.

Ginzburg and Kapranov originally defined the differential graded dual \( D(\mathcal{O}) \) of a dg operad \( \mathcal{O} \) as \( D(\mathcal{O}) = \mathrm{Bar}(\mathcal{O})^* \). They proved that it is an exact endofunctor on the category \( \text{Operad}(\text{Ch}_k) \) and that \( D(D(\mathcal{O})) \simeq \mathcal{O} \) which is equivalent to the adjunctions above.

**Observation.**

\[
\mathrm{Bar}(\mathcal{C})^* = \mathcal{L}_\infty
\]

Since the commutative operad \( \mathcal{C} \) has a unique \( n \)-fold composition for each \( n \) vertices of trees are labelled uniquely. So that the chain complexes that make up \( \mathrm{Bar}(\mathcal{C})^* \) are spanned by trees that are compositions of \( n \)-corolla which satisfy the antisymmetry relation due to the orientation convention of the Bar construction. As noted before and explained in Chapter 8 our convention agrees with orienting by an ordering of the edges of the trees. It is easy then to see that changing the order of adjacent edges changes the sign by minus one.

**Observation.**

\[
\mathrm{Cobar}(\mathrm{Bar}(\mathcal{C})) \simeq \mathrm{Cobar}(\mathcal{L}^*)
\]

This follows from the previous observation because \( \mathcal{L}_\infty \simeq \mathcal{L} \) by construction.

**Observation.** \( \mathcal{C}_\infty \simeq \mathrm{Bar}(\mathcal{L})^* \)

This follows from the first observation by dualizing and using the adjunction.

**Cobar and Enveloping Categories**

It will be useful to transform enveloping categories by quasi-isomorphisms later. This can be done sometimes,

**Lemma 4.** If \( \mathcal{P} \) and \( \mathcal{Q} \) are quasi-isomorphic cooperads then \( \mathrm{Cobar}(\mathcal{P})^\flat \cong \mathrm{Cobar}(\mathcal{Q})^\flat \).
Proof. The morphisms of $\text{Cobar}(\mathcal{P})^\flat$ and $\text{Cobar}(\mathcal{Q})^\flat$ are graph complexes so this follows from the usual argument. Filter the cone complex of the induced map by the number of edges. The $E^1$ page of the spectral sequence associated to the filtration is the induced map which was a quasi-isomorphism by assumption showing that the cone complex is contractible and thus that the induced map is a quasi-isomorphism. See [GK98, LV08].

The same argument works for the $C_\infty$ operad.

Corollary 3.

$$C_\infty^\flat \cong \text{Cobar}(\text{Bar}(C))^\flat$$
5 Cobordism Categories

Let $M$ be a smooth manifold with boundary and $\text{Diff}(M)$ the group of orientation preserving diffeomorphisms of $M$. Let $\text{Diff}(M,\partial) \subset \text{Diff}(M)$ be the subgroup of diffeomorphisms which fix a regular neighborhood of the boundary $\partial M$. The mapping class group $\Gamma(M,\partial)$ of $M$ is $\pi_0 \text{Diff}(M,\partial)$, that is the group of connected components of $\text{Diff}(M,\partial)$. 

5.1 3-dimensional Cobordism Categories

In this section we will define a dgsm category $\mathcal{M}$ called the differential graded cobordism category or dg cobordism category. 

We begin with the definition of a symmetric monoidal category with objects disjoint unions of orientable labelled surfaces called the cobordism category which will be denoted $\mathcal{N}$. A morphism $M' \in \text{Hom}_{\mathcal{N}}(X,Y)$ is a triple $M' = (M,i,j)$ where $M$ is a diffeomorphism class (rel $\partial$) of smooth oriented 3-manifold whose boundary $\partial M = I \bigsqcup J$ splits into disjoint union of incoming $I$ and outgoing $J$ surfaces the orientation of which is induced by that of $M$ and $i : X \rightarrow I$ and $j : Y \rightarrow J$ are choices of orientation preserving and orientation reversing embeddings from objects $X,Y \in \text{Ob}(\mathcal{N})$ into $M$ which restrict to diffeomorphisms on $I$, $J$ respectively. Given $A' = (A,i,j) \in \text{Hom}(X,Y)$ and $B' = (B,l,m) \in \text{Hom}(Y,Z)$ define $C' = B' \circ A' \in \text{Hom}(X,Z)$ as follows, if $A \# B = A \bigsqcup B/ \sim$ where $x \sim y$ if $j(y) = l(y)$ for $y \in N(Y)$, a regular neighborhood of $Y$ in $A$ or $B$, then $C' = (A \# B, i, m)$. Associativity follows from the local nature of the gluing composition.
We would like to define $\mathcal{M}$ as the category with objects and morphisms given by,

$$\text{Ob}(\mathcal{M}) = \text{Ob}(\mathcal{N})$$

$$\text{Hom}_{\mathcal{M}}(X,Y) = C_*(B\Gamma(\text{Hom}_{\mathcal{N}}(X,Y),\partial); k)$$

The category of singular chains on the classifying space of the mapping class groups of $\mathcal{N}$.

We apply these functors to the triplets above in the most straightforward way that is, if $M' = (M,i,j)$ is a morphism in $\mathcal{N}$ then $\Gamma(M',\partial) = (\Gamma(M,\partial),i,j)$ and gluing of triples in $\mathcal{N}$ as defined above induces a composition. Specifically, if $A' = (A,i,j) \in \text{Hom}_{\mathcal{N}}(X,Y)$, $B' = (B,l,m) \in \text{Hom}_{\mathcal{N}}(Y,Z)$ then given $(\phi,i,j) \in \Gamma(A',\partial)$ and $(\psi,l,m) \in \Gamma(B,\partial)$, by requiring that group elements fix a neighborhood of the boundary it follows that there exists a map $\psi \# \phi : A \# B \to A \# B$ induced by $(\psi,\phi) : A \coprod B \to A \coprod B$ so that $(\psi \# \phi,i,m)$ is a morphism in $\text{Hom}_{\Gamma(\mathcal{N},\partial)}(X,Z)$. The local nature of the gluing in this construction also implies associativity of the composition in the category.

Let $\Gamma(M',\partial) \in \text{Hom}_{\Gamma(\mathcal{N},\partial)}(X,Y)$ then we say that $g \in \Gamma(M',\partial) = (\Gamma(M,\partial),i,j)$ if $g \in \Gamma(M,\partial)$. Such elements form a group so that the functor $B$ can be applied to $\text{Hom}_{\Gamma(\mathcal{N},\partial)}(X,Y)$. We then apply $C_*(-;k)$ to these classifying spaces. As discussed in section 2.2 both $B$ and $C_*(-;k)$ are monoidal.

Notice that $\mathcal{N} = H_0(\mathcal{M};k)$, so that we may think of $\mathcal{M}$ as a choice of chain level representative for $\mathcal{N}$.
**Definition.** A 3-dimensional topological field theory or TFT is a h-split left \( \mathcal{M} \)-module.

The category \( \mathcal{M} \) will be explored in the future. This paper will illustrate the relationship between several subcategories of \( \mathcal{M} \): the open category \( \mathcal{O} \), the closed category \( \mathcal{C} \), and the open-closed category \( \mathcal{OC} \) related to homotopy algebras and their homology.

### 5.2 Open, Closed and Open-Closed Subcategories

A subcategory \( \langle \mathcal{S} \rangle \) of \( \mathcal{M} \) is generated by a collection \( \mathcal{S} \) of compact orientable 3-manifolds with boundary if \( \langle \mathcal{S} \rangle \) is the subcategory of \( \mathcal{M} \) with the objects only those surfaces found as boundaries in \( \mathcal{S} \) and morphisms equal to \( C_\bullet(\Gamma(X, \partial); k) \) where \( X \) is any possible composition of manifolds from \( \mathcal{S} \) in \( \mathcal{N} \).

The categories below will use doubled handle bodies with sphere and torus boundary as generating manifolds. Let,

\[
M_{(g,e,t)} = \#^g S^1 \times S^2 \#^e D^3 \#^t S^1 \times D^2
\]

be the connected sum of \( g \) copies of \( S^1 \times S^2 \), \( e \) copies of \( D^3 \) and \( t \) copies of \( S^1 \times D^2 \). Notice that each \( D^3 \) summand introduces a boundary 2-sphere and each \( S^1 \times D^2 \) introduces a boundary torus. The boundary of \( M_{(g,e,t)} \) consists of \( e \) 2-sphere and \( t \) tori. This is the same as starting with a doubled handle body of genus \( g \), \( \#^g S^1 \times S^2 \) then removing \( e \) solid three balls and \( t \) solid tori.

The open-closed category \( \mathcal{OC} \) is the subcategory of \( \mathcal{M} \) that has morphisms consisting of \( \mathcal{S} = \{ M_{(g,e,t)} \} \). Such that there is always incoming and outgoing boundary. If \( t = 0 \) then \( e \geq 2 \) and if \( e = 0 \) then \( t \geq 2 \). In particular, there is no morphism from the empty set to a sphere or torus.

The set \( \mathcal{S} \) is closed under composition. If we write \( M_{(g,e,t)} = M_{(g,i+j,n+m)} \) for a manifold \( M \in \mathcal{S} \) of genus \( g \) with \( i \) incoming spheres, \( n \) incoming tori, \( j \) outgoing spheres and \( m \) outgoing tori. Then
\[ M_{(g,i+j,n+m)} \# M_{(g',j+l,m+r)} = M_{(g+g'+j-1+m,i+l,n+r)} \]

Since gluing the \( j \) spheres together adds \( j - 1 \) factors of \( S^1 \times S^2 \) and gluing the \( m \) tori together adds an additional \( m \) factors of \( S^1 \times S^2 \).

The objects of \( \mathcal{OC} \) are spheres \( A, A' \) and tori \( B, B' \). The morphisms,

\[ \text{Hom}_{\mathcal{OC}}(A \coprod B, A' \coprod B') \subset \text{Hom}_M(A \coprod B, A' \coprod B') \]

are generated by the manifolds,

\[ \coprod_{g \geq 0} \quad M_{(g,i+j,n+m)} \]

For instance,

\[ M_{(2,2,1)} \]

The \textit{open category} \( \mathcal{O} \) is defined to be the subcategory of \( \mathcal{OC} \) whose objects are spheres and whose morphisms are generated by the spaces \( M_{(g,i+j,0)} \). Similarly the \textit{closed category} \( \mathcal{C} \) is the subcategory of \( \mathcal{OC} \) whose objects are tori and whose morphisms are generated by the spaces \( M_{(g,0,n+m)} \).

In each case, the composition is induced from gluing along boundary and identity morphisms are added as above.

\textbf{Definition.} In this paper an \textit{open-closed} topological field theory is a h-split left \( \mathcal{OC} \)-module. An \textit{open} topological field theory is a h-split left \( \mathcal{O} \)-module. A \textit{closed} topological field theory is a h-split left \( \mathcal{C} \)-module.
Units

The unit in the open category is represented by $S^2 \times I$. The classifying space of the mapping class group of this manifold relative to the boundary is a 0-cell which can be glued onto the ends of boundary labelled graphs in the obvious way.

Note also that by construction we have forbidden the morphism from the empty manifold to the 2-sphere and from the 2-sphere to the empty manifold.
6 Homotopy Equivalence Groups

Recall from Chapter 3 that by a geometric graph $G$ we mean a 1-dimensional CW complex consisting of vertices $V(G)$ and edges $E(G)$.

Define a boundary torus or balloon to be the graph formed from two edges with both ends of one edge glued to one end of the other. If $g, e, t \in \mathbb{Z}_+$ then define a spaghetti to be the graph $G_{(g,e,t)}$ consisting of a wedge of $g$ circles with $e$ edges and $t$ tori glued to the one base vertex along the end of their free edge.

The base vertex $v$ of $G_{(g,e,t)}$ is the 0-cell on which the first edge is attached. Let $\text{Htpy}(G_{(g,e,t)}, \partial)$ be the space self-homotopy equivalences of $G_{(g,e,t)}$ that,

1. Fix the $e$ edges
2. Fix the $t$ loops of the boundary tori pointwise.
3. Does not identify the base vertices of any two boundary tori.

The compatibility between condition 3 and the Cobar construction will become apparent in the last chapter.
This is given the compact open topology. Let \( H_{(g,e,t)} = \pi_0 \text{Htpy}(G_{(g,e,t)}, \partial) \) be the group of path components of the space of self-homotopy equivalences described above. This is a group see Proposition 0.19 [Hat02].

When we write \( G_{(g,e,t)} \) as \( G_{(g,i,o,a+b)} \) we mean that the number of entering and exiting edges \( i = \# \text{In}(G) \), \( o = \# \text{Out}(G) \) and \( i + o = e \). The number of entering and exiting tori is \( a = \# \text{Tin}(G) \), \( b = \# \text{Tout}(G) \) and \( a + b = t \).

A graph \( G_{(g,i,o,a+b)} \) can be labelled as above. If \([n] \) is the set \( \{1, \ldots, n\} \) then a boundary labelling is a choice of homeomorphisms, \( i_H : [\# \text{In}(G)] \times I \rightarrow \text{In}(G) \) and \( o_H : [\# \text{Out}(G)] \times I \rightarrow \text{Out}(G) \). So that the \( i \times [0,1] \) is mapped homeomorphically onto the \( i \)th incoming or outgoing edge with 0 sent to the boundary vertex. For the balloons we use

\[
\begin{align*}
a_H : [\# \text{Tin}(G)] \times S^1 &\rightarrow \text{Tin}(G) \quad \text{and} \quad b_H : [\# \text{Tout}(G)] \times S^1 &\rightarrow \text{Tout}(G)
\end{align*}
\]

If \( S^1 = [0,2\pi] \) we require that the \( a_H(i,0) \) and \( b_H(i,0) \) are the base vertices of the boundary torus.

Since the homotopy equivalences are required to fix the edges and boundary tori they are compatible with our definition of labelling and we can build a symmetric monoidal category \( \mathcal{H} \) enriched over Group. The objects \( \text{Ob}(\mathcal{H}) \) of \( \mathcal{H} \) are generated by two objects \( e \) and \( t \) the object \( e \) representing the labelled edges and the object \( t \) representing the boundary tori. The morphisms self-homotopy equivalences of boundary labelled graphs fixing boundary elements,

\[
\text{Hom}_\mathcal{H}(e^{\otimes i} \otimes t^{\otimes j}, e^{\otimes k} \otimes t^{\otimes l}) = \coprod_g H_{(g,i+k,j+l)}
\]

There are no morphisms between empty objects of any kind. The composition in \( \mathcal{H} \) can be described as follows. Given \( \varphi \in \text{Hom}_\mathcal{H}(e^{\otimes i} \otimes t^{\otimes j}, e^{\otimes k} \otimes t^{\otimes l}) \) and \( \psi \in \text{Hom}_\mathcal{H}(e^{\otimes k} \otimes t^{\otimes l}, e^{\otimes r} \otimes t^{\otimes n}) \) we’ve \( \varphi \in H_{(g,i+k,j+l)} \) and \( \psi \in H_{(g',k+r,l+n)} \). Making a choice of equivalence classes we have maps \( \varphi : G_{(g,i+k,j+l)} \rightarrow G_{(g,i+k,j+l)} \) and \( \psi : G_{(g',k+r,l+n)} \rightarrow G_{(g',k+r,l+n)} \) which preserve the boundary labelling. Gluing the
outgoing edges and tori of $G_{(g, i + k, j + l)}$ to the incoming edges and tori of $G_{(g', k + r, l + n)}$ gives the graph $G_{(g + g' + k - 1 + l, i + r, j + n)}$ and our homotopy equivalences can be glued to give an equivalence $\varphi \# \psi : G_{(g + g' + k - 1 + l, i + r, j + n)} \to G_{(g + g' + k - 1 + l, i + r, j + n)}$.

With any continuous variation of $\varphi$ or $\psi$ within their respective path components the graph $\varphi \# \psi$ varies continuously within the corresponding path component of $\text{Htpy}(G_{(g + g' + k - 1 + l, i + r, j + n)}; \partial)$. So that $(\varphi, \psi) \mapsto \varphi \# \psi$ yields a well-defined composition law,

$$H_{(g, i + k, j + l)} \times H_{(g', k + r, l + n)} \to H_{(g + g' + k - 1 + l, i + r, j + n)}$$

Allowing the genus to vary these maps define the composition law for $\mathcal{H}$,

$$\text{Hom}_\mathcal{H}(e^{\otimes i} \otimes t^{\otimes j}, e^{\otimes k} \otimes t^{\otimes l}) \times \text{Hom}_\mathcal{H}(e^{\otimes k} \otimes t^{\otimes l}, e^{\otimes r} \otimes t^{\otimes n}) \to \text{Hom}_\mathcal{H}(e^{\otimes i} \otimes t^{\otimes j}, e^{\otimes r} \otimes t^{\otimes n})$$

It follows that there is a monoidal category $B\mathcal{H}$ enriched over Top with the same objects and morphism spaces equal to classifying spaces of the groups defined above.

$$\text{Hom}_{B\mathcal{H}}(e^{\otimes i} \otimes t^{\otimes j}, e^{\otimes k} \otimes t^{\otimes l}) = \coprod_{g} B\mathcal{H}_{(g, i + k, j + l)}$$

### 6.1 A Theorem of Hatcher Vogtmann and Wahl

The theorem below appears in the papers of Hatcher, Vogtmann and Wahl stemming from Hatcher’s work on the homotopy type of the diffeomorphism group of $S^1 \times S^2$ and Vogtmann’s study of Outer Space [CV86]. The synthesis of these ideas has recently led to homological stability results for 3-manifolds [HV04, HW05]. It can be seen as a generalization earlier work by Laudenbach [Lau74].

The mapping class groups in our construction will differ from those considered in the references above by requiring that group elements fix a regular neighborhood of the boundary as in the construction of the cobordism categories of Chapter 5. As such they will be subgroups $\Gamma(M_{(g, e, t)}, \partial) \subset \Gamma(M_{(g, e, t)})$ generated by the same
generators given by Wahl and Jensen minus those which contain Dehn twists of the boundary torus [JW04]. Differences will be noted along the way.

Define the group,

\[ \Gamma_{(g,e,t)} = \Gamma(M_{(g,e,t)}, \partial) \]

to be the mapping class group of the space \( M_{(g,e,t)} \) considered in 5.2.

Since \( \pi_1(SO(3)) \cong \mathbb{Z}/2 \), the inclusion \( SO(3) \hookrightarrow Diff(S^2) \) yields a 1-parameter family of diffeomorphisms \( \varphi : S^2 \times I \to S^2 \) such that composition along the second parameter yields a homotopically trivial map. A Dehn twist along a 2-sphere in a 3-manifold is obtained by deleting the sphere and gluing the two boundary components back together along a copy of \( S^2 \times I \) using \( \varphi \). This amounts to twisting one of the boundary spheres formed by the deletion by a full revolution.

Up to isotopy we fix a standard embedding \( i : G_{(g,e,t)} \hookrightarrow M_{(g,e,t)} \) by mapping the end of each boundary edge \( e \) to a boundary sphere, each boundary torus or balloon of the graph must map to the loop on the longitude of boundary torus of \( M_{(g,e,t)} \) and each of the \( g \) loops is sent to the \( S^1 \) component of a corresponding \( S^1 \times S^2 \) summand. The inclusion \( i \) induces an isomorphism on fundamental groups. Let \( r : M_{(g,e,t)} \to G_{(g,e,t)} \) be the retraction onto \( i(G_{(g,e,t)}) \). These maps are canonical up to isotopy with respect to the decomposition of \( M_{(g,e,t)} \) into punctured handle bodies.
There is a map from $h : \Gamma_{(g,e,t)} \to H_{(g,e,t)}$ defined as follows. If $l : M_{(g,e,t)} \to M_{(g,e,t)}$ is a diffeomorphism then we obtain a homotopy equivalence $h(l) = r \circ l \circ i$.

**Theorem 7.** (Hatcher-Vogtmann-Wahl) The map $h : \Gamma_{(g,e,t)} \to H_{(g,e,t)}$ is an epimorphism. Its kernel is isomorphic to a finite direct sum of $\mathbb{Z}_2$ generated by Dehn twists along spheres.

$$1 \xrightarrow{\oplus} \mathbb{Z}_2 \xrightarrow{\Gamma_{(g,e,t)}} h \xrightarrow{\Gamma_{(g,e,t)}} H_{(g,e,t)} \xrightarrow{1}$$

**Proof.** In their work Hatcher Vogtmann and Wahl allow the mapping class groups above to move the boundary while we do not. In our discussion of the difference we will simply matters slightly only discussing the tori since fixing a neighborhood of the spherical boundary components prevents only Dehn twists which are not relevant in what follows.

If the number of edges $e = 0$ then the full group of graph automorphisms associated to this is generated by,
1. $P_{i,j}$ exchanges $x_i$ and $x_j$
2. $I_i$ exchanges $x_i$ and $x_i^{-1}$
3. $(x_i; x_j)$ \( x_i \rightarrow x_i x_j \)
4. $(x_i; y_j)$ \( x_i \rightarrow x_i y_j \)
5. $(x_i^{-1}; y_j)$ \( x_i \rightarrow y_j^{-1} x_i \)
6. $(y_i^\pm; x_j)$ \( y_i \rightarrow x_j^{-1} y_i x_j \)
7. $(y_i^\pm; y_j)$ \( y_i \rightarrow y_j^{-1} y_i y_j \)

Where the $x_i$ represent generators of \( \pi_1(G_{(g,0,t)}) \) associated to factors of $S^1 \times S^2$ and $y_i$ represent generators of \( \pi_1(G_{(g,0,t)}) \) associated to factors of $S^1 \times D^2$.

If we view our 3-manifold as the boundary of a punctured handle body then generators 3-7 above can be represented by handle slides along the curves $x_i$ and $y_j$. Handle slides are associated to generators of the automorphism group as follows,

3. The handle $x_i$ slides over $x_j$.
4. The handle $x_i$ slides over $y_j$.
5. The handle $x_i^{-1}$ slides over $y_j$.
6. The torus $y_i$ slides over the handle $x_j$.
7. The torus $y_i$ slides over the torus $y_j$.

In order to slide a handle or a torus (thought of as a connected sum of $S^1 \times D^2$) over a torus a Dehn twist must be performed fixing the boundary then kills generators 4, 5 and 7. Since our homotopy groups are defined to completely fix the loop contained in the torus the correspondence is preserved.

**Corollary 4.** The spaces $B\Gamma_{(g,e,t)}$ and $BH_{(g,e,t)}$ are $k$-equivalent.

**Proof.** This follows from $B\mathbb{Z}/2 \simeq \mathbb{R}P^\infty \simeq \mathbb{Q}S^\infty$. $S^\infty$ is contractible. So that in the $k$-homotopy category of spaces $Bh$ is an equivalence. □
6.1.1 Reduction of the Open Category

Observation. The epimorphism \( h \) as defined above is compatible with gluing the spherical boundary components,

\[
\begin{array}{ccc}
\Gamma_{(g,i+k,0)} \times \Gamma_{(g',k+r,0)} & \xrightarrow{\#} & \Gamma_{(g+g'+k-1,i+r,0)} \\
\downarrow h & & \downarrow h \\
H_{(g,i+k,0)} \times H_{(g',k+r,0)} & \xrightarrow{\#} & H_{(g+g'+k-1,i+r,0)}
\end{array}
\]

Proof. This follows from the definition of \( h \) above. Given two diffeomorphisms \( \varphi \in \text{Diff}(M_{(g,i+k,0)}, \partial) \) and \( \psi \in \text{Diff}(M_{(g',k+r,0)}, \partial) \), the action of \( \varphi \# \psi \) on \( i(G_{(g,i+k,0)}) \# i(G_{(g',k+r,0)}) \subset M_{(g+g'+k-1,i+r,0)} = M_{(g,i+k,0)} \# M_{(g',k+r,0)} \) is the same as the action of \( \varphi \) on \( i(G_{(g,i+k,0)}) \) glued to the incoming edges of \( \psi \) on \( i(G_{(g',k+r,0)}) \) as \( \varphi \) and \( \psi \) are required to fix a regular neighborhood of the boundary.

The same observation holds with groups involving torus boundary as long as either no gluing is performed or a factor of \( \# S^1 \times S^2 \) is introduced by the gluing of the underlying 3-manifolds.

Let \( \mathcal{OH} \) be the subcategory of the category of homotopy equivalences of graphs \( \mathcal{H} \) that consists of only equivalences of graphs with open edges. Then we have,

**Theorem 8.** In the category of dgsm categories the open category \( \mathcal{O} \) is isomorphic to,

\[
\mathcal{O}' = C_\ast(B\mathcal{OH}; k)
\]

Proof. The maps \( h \) induce a functor \( \mathcal{O} \to \mathcal{O}' \). One can choose sections of \( i \) of \( h \), \( i : H_{(g,e,t)} \to \Gamma_{(g,e,t)} \). So that there is a functor \( i : \mathcal{O}' \to \mathcal{O} \). We have \( hi = 1 \) and \( ih \approx_k 1 \). 

\( \square \)
6.1.2 The Open-Closed Category as a Module

As discussed in Chapter 2, the category $\mathcal{OC}$ defines an $\text{Ob}(\mathcal{OC}) - \mathcal{O}$ bimodule or a functor

$$\mathcal{OC} : \text{Ob}(\mathcal{OC}) \otimes \mathcal{O}^{\text{op}} \to \text{Ch}_k$$

in a natural way. If $(e \otimes n \otimes t \otimes m) \otimes o \otimes k \in \text{Ob}(\text{Ob}(\mathcal{OC}) \otimes \mathcal{O}^{\text{op}})$ then

$$\mathcal{OC}((e \otimes n \otimes t \otimes m) \otimes o \otimes k) = \text{Hom}_{\mathcal{OC}}(o \otimes k, e \otimes n \otimes t \otimes m)$$

The morphisms of category $\text{Ob}(\mathcal{OC})$ consisting of permutations of tensors act on the left and the open morphisms $c \in \text{Hom}_\mathcal{O}(o^{\otimes i}, o^{\otimes j})$ acts on the right by post-composition.

The category $\mathcal{OC}' = C^*_*(\mathcal{BH}; k)$ is also an $\text{Ob}(\mathcal{OC}') - \mathcal{O}^{\text{op}}$ bimodule. Since $\text{Ob}(\mathcal{OC}') = \text{Ob}(\mathcal{OC})$ and by the previous theorem $\mathcal{O}' \simeq \mathcal{O}$, $\mathcal{OC}'$ is quasi-equivalent to an $\text{Ob}(\mathcal{OC}) - \mathcal{O}^{\text{op}}$ bimodule. It follows from the corollary that,

**Theorem 9.** As an $\text{Ob}(\mathcal{OC}) - \mathcal{O}^{\text{op}}$ bimodules the categories $\mathcal{OC}$ and $\mathcal{OC}'$ are quasi-equivalent.
7 Triangulated spaces

Here we review the definitions of triangulated spaces and spaces $k$-homotopy equivalent to triangulated spaces.

7.1 Simplicial Complexes

A simplicial complex $A$ is a collection of sets such that if $\sigma \in A$ and $\tau \subset \sigma$ then $\tau \in A$. An $n$-simplex $\sigma$ of a simplicial complex $A$ is an element $\sigma \in A$ that satisfies $\# \sigma = n + 1$. The set of $n$-simplices of $A$ will be denoted by $A_n$. A vertex is a 0 simplex. A collection of vertices $\{v_0, \ldots, v_k\}$, $v_i \in A$, are said to span a simplex in $A$ if $\{v_0, \ldots, v_k\} \in A_k$.

A map of simplicial complexes $f : A \to B$ is a function which satisfies the property,

$$\{f(v_0), \ldots, f(v_k)\} \text{ spans a simplex if } \{v_0, \ldots, v_k\} \text{ spans a simplex}$$

We will denote the category of simplicial complexes by SC.

A simplicial subset $X$ of a simplicial complex $Y$ is an inclusion $X \hookrightarrow Y$.

For every simplicial complex $A$ there is a category $F(A)$ with objects the elements of $X$ and morphism sets generated by $\text{Hom}_{F(A)}(\sigma^k, \rho^{k-1})$ a unique non-trivial arrow if $\rho$ is a face of $\sigma$. A morphism of simplicial complex $A \to B$ induces a functor of categories $F(A) \to F(B)$.

The geometric simplices are defined by,
∆^n = \{(t_0, \ldots, t_n) \in [0,1]^n | \sum_k t_k = 1\} \subset \mathbb{R}^{n+1}

and these combine to give a functor \(| \cdot | : SC \to \text{Top}\) called geometric realization. If \(X\) is a simplicial complex then there is a functor \(F : F(A) \to \text{Top}\) defined by, \(F(\sigma) = \Delta^{[\sigma]}\). The geometric realization \(|A|\) of \(A\) is given as the colimit of the functor \(F\).

\[|A| = \text{colim} \, F = \prod_n A_n \times \Delta^n / \sim\]

If \(f : A \to B\) is a simplicial map then there is an induced map \(|f| : |A| \to |B|\) taking simplices to simplices.

### 7.2 Cellular Stratifications

A cellular stratification of a space \(X\) is a choice of CW structure.

\[X = \bigcup_j X^j\]

Where \(X^j\) is obtained from \(X^{j-1}\) by attaching \(j\) dimensional disks \(D^j\) along their boundary spheres, \(\partial D^j \to X^{j-1}\).

A cellular map \(\varphi : X \to Y\) between cellularly stratified spaces \(X\) and \(Y\) is a continuous map which is cellular with respect to the chosen stratifications on \(X\) and \(Y\). A cellular map \(f : A \to B\) is cellular on the nose if for every \(k\) cell \(\sigma^k\) of \(A\) there is a \(k\) cell \(\tau^k\) of \(B\) and \(f(\sigma)\) is homeomorphic to \(\tau\).

If \(X\) and \(Y\) are cellularly stratified simplicial complexes then \(|X| \times |Y|\) inherits a cellular stratification using the product of the CW complexes associated to \(|X|\) and \(|Y|\).

A space \(X\) is said to possess a \(k\)-cellular stratification or orbi-stratification if there exists a cellularly stratified space \(Y\) together with a discrete group \(G\) so that \(G\) acts cellularly, properly discontinuously with finite stabilizers on \(Y\), and \(X\) is
homeomorphic to \( Y/G \). For such a space \( X \) there is a filtration \( \{ F^k X \} \) induced from the filtration by skeleta of \( Y \) so that the \( k \)-skeleton is obtained from the \( k - 1 \) skeleton by attaching a family of orbi-cells.

\[
X^k = X^{k-1} \cup \coprod_{\sigma \subseteq Y^k} \sigma/\text{Stab}_G(\sigma)
\]

and there is a \( k \)-homotopy equivalence between the associated graded and a wedge of spheres.

\[
X^n/X^{n-1} \cong_k \bigvee_{j=0}^m S^n
\]

### 7.3 Open Simplicial Complexes

An open simplicial set is a simplicial complex \( X \) together with a simplicial subset \( \bar{X} \subset X \). Morphisms between open simplicial complexes \( \varphi : (X, \bar{X}) \to (Y, \bar{Y}) \) satisfy \( \varphi^{-1}(\bar{Y}) \subset \bar{X} \). The geometric realization of \( (X, \bar{X}) \) is the topological space \( |X| - |\bar{X}| \).

**Lemma 5.** If \( X \) is an open simplicial complex there exists a homotopy equivalent simplicial complex \( NX \). That is,

\[
|X| \simeq |NX|
\]

**Proof.** Analogous to the category \( F(A) \) associated to any simplicial complex \( A \) (section 7.1) define the category \( \mathcal{X} \) with objects \( x \in \text{Ob}(\mathcal{X}) \) if \( x \in X_k \) and \( x \not\in \bar{X}_k \) and morphisms generated by identity and \( \partial_j : x \to x' \) if \( x' = \partial_j x \) in \( X \). Let \( NX = N\mathcal{X} \) be the nerve of \( \mathcal{X} \). The simplicial complex whose \( n \) simplices are given by \( n \)-fold compositions,

\[
(N\mathcal{X})_n = \{ \{x_0, x_1, \ldots, x_n\} | x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_n \text{ exists in } \mathcal{X} \}
\]

For \( \tau, \sigma \in N\mathcal{X} \), \( \tau \subset \sigma \) if \( \tau \) is obtained by composing one or more of the arrows in \( \sigma \). The geometric realization of the nerve is called the spine.
There is a canonical inclusion of the space \( i : |X| \hookrightarrow |NX| \) defined by observing that \( |NX| \) is precisely the subset of the barycentric subdivision of \(|X|\) which excludes the simplices of \( \bar{X} \).

On each simplex of \( s \subset |X|, s \cong \Delta^k \) there is a retraction onto the image of \( i \) defined as follows. Let \( b \subset s \) be the portion of \( s \) contained in \( |\bar{X}| \). If \( s^b \) is the barycentric subdivision of \( s \) and \( y \subset s^b \) are the simplices disjoint from \( b \) then \( y \) is the image of \( |NX| \) in \( s \cap |X| \) and there is a collapse map \( r_s : s \to y \).

These maps can be chosen to agree on the faces of the simplices of \(|X|\) and so glue together to a map \( r : |X| \to |NX| \). We have \( r \circ i = 1 \) and \( i \circ r \simeq 1 \) can be obtained by collapsing the complementary simplices continuously.

This construction gives a functor from the category of open simplicial complexes to simplicial complexes. If \( \varphi : (X, \bar{X}) \to (Y, \bar{Y}) \) is a map of open simplicial complexes then there is a map of simplicial complexes \( N\varphi : NX \to NY \) where \((N\varphi)_k : (NX)_k \to (NY)_k \) is defined by,

\[
\{x_0 \to x_1 \to x_2 \to \cdots \to x_n\} \mapsto \{\varphi(x_0) \to \varphi(x_1) \to \varphi(x_2) \to \cdots \to \varphi(x_n)\}
\]

The continuous maps between realizations \(|\varphi| : |X| \to |Y|\) and \(|N\varphi| : |NX| \to |NY|\) are homotopic.
8 Outer Spaces

The goal of this and the next section is to construct a combinatorial model for a complex which computes the homology \( H_\ast(BH_{(g,e,t)}; k) \). We begin by constructing an open simplicial complex \( L_{(g,e,t)} \) whose geometric realization is a space equipped with a properly discontinuous action of \( H_{(g,e,t)} \) that has finite stabilizers. After taking the nerve we obtain a simplicial complex that has simplices which can be grouped into cells yielding a \( k \)-cellular stratification of the space \( BH_{(g,e,t)} \).

8.1 Open Outer Space

In what follows all graphs will be boundary labelled in sense defined above. However we will consistently write \( L_{(g,e,t)} \) instead of \( L_{(g,i+o,a+b)} \) because it is simpler.

We begin with a definition of an open simplicial complex \( L_{(g,e,t)} \) or a pair of simplicial complexes \( (L_{(g,e,t)}, \overline{L}_{(g,e,t)}) \) with \( \overline{L}_{(g,e,t)} \subset L_{(g,e,t)} \).

A graph \( G \) is labelled when paired with a map \( \varphi : G_{(g,e,t)} \to G \) that satisfies

1. The function \( \varphi \) preserves the \( e \) incoming and outgoing edges and identifies the ends of each of the \( t \) boundary tori of \( G_{(g,e,t)} \) with circles having \( t \) distinct base vertices in \( G \). By circle we mean cycles with one edge and one vertex.

2. If \( v \) is the vertex of \( G_{(g,e,t)} \). The induced map,

\[
\varphi_* : \pi_1(G_{(g,e,t)}, v) \to \pi_1(G, \varphi(v))
\]

is an isomorphism.
Two labelled graphs \((G, \varphi)\) and \((G', \psi)\) are equivalent if there is a graph isomorphism \(\rho : G \rightarrow G'\) so that the diagram below commutes,

\[
\begin{array}{ccc}
\pi_1(G, \varphi(v)) & \rightarrow & \pi_1(G', \psi(v)) \\
\downarrow & & \downarrow \\
\pi_1(G_{(g,e,t)}, v)
\end{array}
\]

**Definition.** Let \(L_{(g,e,t)}\) denote the set of equivalence classes \((G, \varphi)\) of labelled graphs \(G\) that have a labelling \(\varphi : G_{(g',e,t)} \rightarrow G\) such that \(g' \leq g\). The \(k\) simplices of the simplicial complex \(L_{(g,e,t)}\) are given by graphs with \(k + 1\) edges.

If \((G, \varphi) \in L_{(g,e,t)}\) is a \(k\) simplex then \((H, \psi) \subset (G, \varphi)\) if \(H\) is obtained from \(G\) by collapsing edges and \(\psi = \bar{\varphi}\) is the labelling induced on \(H\) by \(\varphi\) and the quotient.

While some edge collapses preserve the homotopy type of the underlying graph some do not. The additional data necessary to define the spaces in which we are interested \(L_{(g,e,t)} \subset L_{(g,e,t)}\) is given by the collection of simplices obtained by an edge collapse which isn’t an isomorphism on fundamental groups or an edge collapse that identifies the base vertices of two distinct tori. If \(t = 0\) then,

\[
(\bar{L}_{(g,e,t)})_k = \{(G, \varphi) \in (L_{(g,e,t)})_k \mid \varphi : G_{(g',e,t)} \rightarrow G \text{ and } G_{(g',e,t)} \not\approx G_{(g,e,t)}\}
\]

then \(L_{(g,e,t)}\) is an open simplicial complex.

**Definition.** The geometric realization of \(L_{(g,e,t)}\) will be denoted by \(Y_{(g,e,t)}\) and its quotient by \(X_{(g,e,t)} = Y_{(g,e,t)}/H_{(g,e,t)}\).

If \(t = 0\) and \(e = 0\) this is called Outer space since the construction is a model for the classifying space of the group \(\text{Out}(F_n)\) see [CV86]. If \(t = 0\) and \(e = 1\) this is known as “Auter space.” Other generalizations not involving diffeomorphisms that
fix the boundary can be found in [HV04, JW04, HW05]. These recent results were
used to prove a stabilization theorem for the homology of free groups analogous to
previous results for mapping class groups of surfaces.

**Theorem 10.** There is an action of the group $H_{(g,e,t)} = \pi_0 \text{Htpy}(G_{(g,e,t)}, \partial)$ on the
open simplicial complex $L_{(g,e,t)}$. The action is properly discontinuous. The stabilizer
of any given simplex is a finite group.

**Proof.** The group $H_{(g,e,t)}$ acts on the simplicial complex $L_{(g,e,t)}$ by changing the la-
belling. That is, if $(G, \varphi)$ so that $\varphi : G_{(g,e,t)} \to G$ is a simplex and $f \in H_{(g,e,t)}$
then $f(G, \varphi) = (G, \varphi \circ f)$. By changing the labelling the action of $H_{(g,e,t)}$
preserves the genus $g$ of the graphs so that if $f \in H_{(g,e,t)}$, $f : L_{(g,e,t)} \to L_{(g,e,t)}$ then
$f^{-1}(\bar{L}_{(g,e,t)}) \subset \bar{L}_{(g,e,t)}$ implies that $H_{(g,e,t)}$ acts on $(L_{(g,e,t)}, \bar{L}_{(g,e,t)})$ in the category of
open simplicial complexes defined above.

This action is almost free. If $(G, \varphi)$ is a simplex and $f \in H_{(g,e,t)}$ then $f(G, \varphi) =
(G, f \circ \varphi) = (G, \varphi)$ if and only if $f$ is an isomorphism as above of the graph $G$.
Since each graph isomorphism is determined by the manner in which it permutes the
edges, the size of the group of graph isomorphisms is bounded above by set of all
permutations on edges. So $\text{Stab}(G) = \text{Aut}(G)$ and $\# \text{Aut}(G) \leq \#E(G)!$.

That the space $Y_{(g,e,t)}$ is contractible is a standard fact about this aspect of
the theory. The proof of contractibility of $Y_{(g,e,t)}$ is essentially equivalent to the
proof which appears in Wahl and Jensen’s article. Their definition differs from
ours by disallowing separating edges of graphs and allowing the boundary cycles
to move throughout the graph. Collapsing separating edges in our construction is a
homotopy equivalence. Removing the generators from the groups associated to the
boundary is a special case of the contractibility argument given by Wahl and Jensen
be contractible [JW04].

**Corollary 5.** The quotient space $X_{(g,e,t)} = Y_{(g,e,t)}/H_{(g,e,t)}$ is a $k$-homotopy model for
the space $BH_{(g,e,t)}$. In particular,

$$C_*(BH_{(g,e,t)}; k) \simeq C_*(X_{(g,e,t)}; k)$$
There is a geometric interpretation of $X_{(g,e,t)}$. A metric graph is a graph together with a fixed length $l(e) \in \mathbb{R}_+$ assigned to each edge $e \in E(G)$. A metric graph is balanced if $\sum_{e \in E(G)} l(e) = 1$.

The space $X_{(g,e,t)}$ is homeomorphic to the space of balanced metric graphs homotopy equivalent to the graph $G_{(g,e,t)}$. For any balanced metric graph $G$ let, $e_0, \ldots, e_k$, be the edges of $G$ then $G$ is uniquely represented by the point given by the barycentric coordinates $(l(e_0), \ldots, l(e_k))$ of a $k$ simplex $\Delta$ associated to the topological type of $G$. If we allow the lengths of the edges of $G$ to vary they approach a codimension 1 face of $\Delta$ which has either been removed or not depending upon whether the homotopy type of the graph obtained by collapsing the edge changes or is preserved. So that for each topological type of graph $G$ there is an open simplex in the construction above and quotienting by the automorphism group gives the space of balanced metric graphs. The colimit over all appropriate topological types of graphs is the space $X_{(g,e,t)}$.

When the genus is zero and there are no tori there are no automorphisms and quotient is the space of metric trees which is in itself contractible. These spaces were explored in [BHV01] and used to establish a sheaf theoretic interpretation operadic algebra [GK94].

The $t$ boundary tori are represented by balloons attached to the graphs representing points in the moduli space $X_{(g,e,t)}$. The length of the edge at the end of each balloon is fixed. The length of the edge along which the ballon is attached to the rest of the graph is allowed to vary. As this edge length approaches zero, in the space of metric graphs, we approach either an open face or a face depending upon whether collapsing the edge identifies two base vertices or not respectively.

We metrize the graphs in this way because the edge of the balloon corresponding to a torus in a manifold $M_{(g,e,t)}$ is completely fixed by the action of any $b \in \Gamma(M_{(g,e,t)}, \partial)$. The edge about the torus of the balloon in the graph $G_{(g,e,t)}$ thought of as embedded in $M_{(g,e,t)}$ does not vary with respect to the action of the mapping class group. The edge that is used to attach the balloon to the rest of the graph is allowed to vary since $b$ may move the boundary torus about inside of $M_{(g,e,t)}$ as discussed in
Chapter 6. Since there are disjoint regular neighborhoods of the boundary tori in the construction of the cobordism category we can ask for the base vertices of the balloons representing them not to touch.

In contrast, the open edges are given fixed length or equivalently not given length in the moduli space. If taken to have a fixed positive length then when represented as a graph within $M_{(g,e,t)}$ this length reflects the disjointness of the regular neighborhoods of 2-spheres in the construction of the cobordism category. Allowing these lengths to vary is not necessary and would not add anything interesting to what follows, but if we did then it would be necessary for us to consider the scenario in which the collapse of an edge represented a boundary collision as we have done with the tori above.

### 8.2 Reduction To Spine

As described in 7.3 the open simplicial complex $L_{(g,e,t)}$ gives rise to an honest simplicial complex $L'_{(g,e,t)} = NL_{(g,e,t)}$ in a functorial manner. The geometric realization of $L'_{(g,e,t)}$ satisfies $|L'_{(g,e,t)}| \simeq |L_{(g,e,t)}|$.

An $n$-simplex in $L'_{(g,e,t)}$ is given by a sequence

$$(G_0, \varphi_0) \subset (G_1, \varphi_1) \subset \cdots \subset (G_n, \varphi_n)$$

where $(G_i, \varphi_i)$ is obtained from $(G_{i+1}, \varphi_{i+1})$ by collapsing one or more edges while preserving the homotopy type.

An equivalent way to specify simplices of the space $L'_{(g,e,t)}$ is to fix a forest $F_0 \subset G$ and a nested sequence of subforests $F_n \subset F_{n-1} \subset \cdots \subset F_0 \subset G$. This gives the simplex,

$$(G/F_0, \varphi) \subset (G/F_1, \varphi_1) \subset \cdots \subset (G_n/F_n, \varphi)$$

if $\varphi$ is a labelling of $G = G_n$.

In what follows we will require all forests $F \subset G$ of graphs $G$ to
1. Include all of the internal vertices of $G$.

2. Include *none* of the incoming or outgoing open boundary edges.

3. Include no two of the base vertices of the tori.

By functoriality the space $L'_{(g,e,t)}$ inherits an action of $H_{(g,e,t)}$. If $f \in H_{(g,e,t)}$ then $f : L_{(g,e,t)} \to L_{(g,e,t)}$ is defined by $f(G, \phi) = (G, \phi \circ f)$ so that $Nf : L'_{(g,e,t)} \to L'_{(g,e,t)}$ acts by

$$(G/F_0, \varphi_0) \subset (G/F_1, \varphi_1) \subset \cdots \subset (G/F_n, \varphi_n)$$

$$\mapsto (G/F_0, \varphi_0 \circ f) \subset (G/F_1, \varphi_1 \circ f) \subset \cdots \subset (G/F_n, \varphi_n \circ f)$$

It follows from the definition and discussion in the previous section that the stabilizer of an $n$ simplex is the subgroup of the automorphism group Aut($G$) given by those automorphisms which preserve the forest $F_0$ and its associated filtration and that the quotient is a $k$-homotopy model for $BH_{(g,e,t)}$.

**Definition.** We will denote by $L'_{(g,e,t)}$ the spine or the simplicial complex obtained from the nerve construction applied to the open simplicial complex $L_{(g,e,t)}$ defined in the previous section. The geometric realization of $L'_{(g,e,t)}$ will be denoted by $Y'_{(g,e,t)}$ and $X'_{(g,e,t)} = Y'_{(g,e,t)}/H_{(g,e,t)}$ the quotient by the action of $H_{(g,e,t)}$.

### 8.3 Cellular Stratification by Cubes

Applying the functor $N$ gives us compact spaces $X'_{(g,e,t)}$ and while the given simplicial structure gives a $k$-cellular stratification of $X'_{(g,e,t)}$ this triangulation is too fine for our purposes. Following Hatcher-Vogtmann, Kontsevich, Conant-Vogtmann and others to compute the homology we group together simplices that can be obtained from the same forest into a single cell [HV98, Kon94, CV03]. The cells and orbi-cells obtained form this construction will be called cubes.
Fix a graph and a labelling \((G, \varphi)\) defining an open simplex \(\sigma \subset Y_{(g,e,t)}\). The portion of the subdivision that lies in \(Y'_{(g,e,t)}\), that is, the portion not involving any simplices contained in \(Y_{(g,e,t)}\) is parameterized by the paths from the barycenter \(\sigma\) to a labelled graph isomorphic to \(G_{(g,e,t)}\). Each of these paths gives rise to a simplex, a sequence of edge collapses or, as discussed above, to a forest \(F \subset G\) together with a filtration \(0 = F_n \subset F_{n-1} \subset \cdots \subset F_0 \subset G\).

A cube \([G, F, \varphi] \subset Y'_{(g,e,t)}\) is obtained by gluing together all the simplices arising from different filtrations of the same choice of forest \(F \subset G\) for a given open simplex \(\sigma = (G, \varphi) \subset Y_{(g,e,t)}\).

\[
[G, F, \varphi] = \coprod_{F_0 \subset \cdots \subset F_m \subset F} (G/F_0 \subset \cdots \subset G/F_{m-1} \subset G/F_m) \times \Delta^m
\]

Or in fancy language, applying the forgetful functor on a simplicial (cellular) space indexed by labelled graphs with filtrations of forests to a cellular space indexed by labelled graphs with forests yields a coarser stratification. This is called the forested graph stratification.

Each cube \([G, F, \varphi]\) in \(Y'_{(g,e,t)}\) can be homeomorphically identified with a \(k\)-ball \([0,1]^k\), where \(k = \#E(F)\), by a map defined by assigning to each edge an axis. If \(B = \text{star}(G/F, \bar{\varphi}) \cap (G, \varphi)\) is the portion of the star of \(G/F\) contained in the open simplex associated to \((G, \varphi)\) then \([G, F, \varphi] = B \cap (G/(G - F), \bar{\varphi})\).

The codimension 1 faces of a cube \([G, F, \varphi]\) are given by two operations on graphs

1. Removing an edge from the forest. \([G, F, \varphi] \mapsto [G, F - e, \varphi]\) for some edge \(e \in E(F)\).
2. Collapsing an edge \( e \in F \). \([G, F, \varphi] \mapsto [G/e, F/e, \varphi]\) for some edge \( e \in E(F) \).

The group \( H_{(g,e,t)} \) now acts cellularly. The stabilizer of the cube \([G, F, \varphi]\) under the action of \( H_{(g,e,t)} \) is the subgroup of \( H_{(g,e,t)} \) consisting of automorphisms of \( G \) that send the forest \( F \subset G \) to itself.

Each cube \([G, F, \varphi]\) in \( Y'_{(g,e,t)} \) then descends to a cube \([G, F]\) in the quotient \( X'_{(g,e,t)} \). This cube is not necessarily a cell but an orbi-cell. This follows from identifying the cube in \( Y'_{(g,e,t)} \) with a cube \( C = [0,1]^k \) where each edge of \( F \) contributes to an axis as above and the graph \( G/F \) is situated at the origin. The portion of the cube that descends to \( X'_{(g,e,t)} \) is the quotient of \( C \) by the stabilizer \( \text{Aut}(G, F, \varphi) \). The action of \( \text{Aut}(G, F, \varphi) \) on \( C \) fixes the origin and permutes the axes so that \( C/\text{Aut}(G, F, \varphi) \) is a cone on the quotient of the boundary \( \partial C \).

**Lemma 6.** The quotient of an \( n \)-sphere by a finite linear group \( G \subset \text{GL}_n(\mathbb{R}) \) is \( k \)-homotopic to either a \( n \)-sphere or a \( n \)-ball. The latter case holds only when the action includes reflections.

For proof and discussion see [HV98]. So those cubes which have symmetries that do not include reflections survive the quotient.

In \( X' \) the tori are represented by trees containing the base vertex of the balloon.

```
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              /
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```

Forests representing tori with one and two outgoing boundaries. Cells of dimensions zero and one respectively.
8.4 Homology

In this section we complete the program of describing the homology of the mapping class groups of the manifolds which determine the morphism spaces of $OC$ and $O$. We begin by defining for each $(g, e, t)$, a generalized Cobar construction, an exact functor $G_{(g, e, t)}$ from the category of differential graded cooperads to chain complexes. The complexes $G$ will be those that generate the morphism spaces of the enveloping functor $\text{Cobar}(O)^b$ defined in Chapter 4. In the second subsection we show that this corresponds to the chain complex obtained from the stratification of $X'_{(g, e, t)}$ by cubes defined in the previous section.

8.4.1 From Operads to Graph Complexes

Fix a differential graded cooperad $P$. Let $S_{(g, e, t)}$ be the set of boundary labelled combinatorial graphs of genus $g + t$ with $e$ boundary edges and containing $t$ marked vertices. Special subgraphs isomorphic to a corolla with two edges identified we will call bonnets,

![Bonnet Graph]

Using the orientation convention described in 4.3 we define a chain complex $G_{(g, e, t)}(P)$ by,

$$G_{(g, e, t)}(P) = \bigoplus_{G \in S_{(g, e, t)}} P(G) \otimes \det(G)$$
The graphs are labelled by $P$ and oriented using vertices and half edges as described in section 4.3. The differential is the sum of the differential on $P$ together with the expanding differential on graphs the definition of which is identical to the one for trees found in 4.3. By construction we have

$$G_{(0,e,0)}(P) = \text{Cobar}(P)(e)$$

and,

$$\text{Hom}_{\text{Cobar}(P)}(x^\otimes n, x^\otimes m) = \bigoplus g G_{(g,n+m,0)}(P)$$

### 8.4.2 Cubical Chains Compute A Double Dual

Recall from 8.4 that the complex of cubical chains on $X'_{(g,e,t)}$ is spanned by cubes $[G, F]$ where $G$ is a boundary labelled graph with $t$ cycles representing boundary tori and $F \subset G$ is a forest containing all of the internal vertices of $G$, none of the boundary edges and no two vertices of the boundary tori.

The cubes are oriented by an ordering of the edges of $F$. Lemma 6 in the same section implies that the antisymmetry relation $[G, -F] = -[G, F]$ holds.

The differential is given by the sum over ways to remove an edge from a forest together with the sum over ways to contract an edge contained in the forest. In either case the cube is oriented by the induced orientation.

$$\partial [G, F] = \sum_{e \in F} [G/e, F/e] + \sum_{e \in F} [G, F - e]$$

The cooperad Bar(C) is the free cooperad on $n$-corolla satisfying the antisymmetry relation. The trees are edge oriented with contracting differential. The co-composition is given by degrafting trees. This is dual to the $L_\infty$ operad described in Chapter 4.

Since Cobar(Bar(C)) is a double complex while $C^\text{cell}_*(X')$ is merely a complex we must collapse the double grading of barbar to make sense of the equivalence to
follow. Let,

\[ \text{Cobar}(\text{Bar}(C))(n)_i = \bigoplus_j \text{Cobar}(\text{Bar}(C))(n)_{j,i} \]

The differential \( d \) remains the sum of the internal differential contracting the edges of \( \text{Bar}(C) \) and the external differential expanding the compositions in \( \text{Cobar} \).

**Theorem 11.** The \( k \)-homology of the mapping class groups can be computed by the generalized Cobar functor \( \mathcal{G} \),

\[ C^*_{\text{cell}}(X'_{(g,e,t)}; k) = \mathcal{G}_{(g,e,t)}(\text{Bar}(C)) \]

**Proof.** We first begin by assuming that \( t = 0 \) that is that there are no tori. It suffices to show that the operad \( \text{Cobar}(\text{Bar}(C)) \) is quasi-equivalent to the operad \( \mathcal{O} \) with \( \mathcal{O}(n) = C^*_{\text{cell}}(X'_{(0,n+1,0)}; k) \). This forms an operad because the cellular composition defined in Chapter 9 exists independently of the identification here. We will see that as complexes the two are plainly isomorphic. That is,

\[ \text{Cobar}(\text{Bar}(C))(n)_i = C^*_{\text{cell}}(X'_{(0,n+1,0)}; k) \]

In degree \( j \) the complex \( C^*_{\text{cell}}(X'_{(0,n+1,0)}; k) \) is spanned by forested trees \( (T,F) \) where the forest \( F \) contains \( j \) edges and a connected component associated to each internal vertex of \( T \). The cell \( (T,F) \) is oriented by an ordering of the edges in \( F \).

In bidegree \( (j,i) \) the complex \( \text{Cobar}(\text{Bar}(C))(n)_{j,i} \) is spanned by unrooted \( n \) trees \( T \) containing \( j = |T| \) internal vertices each of which is in turn labelled by a tree \( F_l \in \text{Bar}(C)(H(v)) \). The bidegree \( (j,i) = (|T|, \sum_{m=1}^{|T|} (|F_m| - 1)) \); the second coordinate being the total number of internal edges. The labelled tree \( T \otimes F_1 \otimes \cdots \otimes F_j \) is oriented by the convention described in 4.3 and discussed below.

Thus for the flattened complex \( T \otimes F_1 \otimes \cdots \otimes F_j \in \text{Cobar}(\text{Bar}(C))(n)_i \) if \( T \) is an unrooted \( n \) tree labelled by trees \( F_l \) whose internal edges total to \( i \).

Our isomorphism associates to a forested tree \( (T,F) \) with \( F = F_1 \cup \cdots \cup F_j \) the tree \( T/F \) with internal vertices labelled by the \( F_l \). The inverse map is obtained by doing the opposite.
The two differentials in either complex are the same. Removing an edge from a tree creates two separate trees which corresponds to a labelling of a vertex by a tree expanding into a labelling of two vertices by two trees which is the Cobar differential. Collapsing the edge of a tree corresponds to collapsing an edge within the labelling of a vertex which is the differential of Bar(C).

The orientations agree. Recall that the convention for the generalized Cobar functor $G$ is the same as that described in 4.3. A graph $G$ is oriented by,

$$\det(G) = \det(E(G)) \otimes \det(k^O) \otimes \det(H_0(G)) \otimes \det(H_1(G))^*[O - \chi]$$

where,

1. $E(G)$ are the internal edges of $G$. Those edges which are not part of the incoming or outgoing boundary $\partial G$.
2. $O$ is the number of outgoing boundary edges.
3. $\chi = \chi(G)$ is the Euler characteristic of $G$.

If the graph $G$ is a tree $T$ then this amounts to,

$$\det(T) = \det(E(T)) \otimes \det(k^{Or})[O_T]$$

That is an ordering of the internal edge and outgoing edges of $T$ situated in degree $\#E(T)$ the number of internal edges of $T$. A tree $T$ colored by a $j$ component forest $F_1 \otimes \cdots \otimes F_j$ is oriented by,

$$\det(T \otimes F_1 \otimes \cdots \otimes F_j) = \det(E(T)) \otimes \prod_{i=1}^{j} \det(E(F_i)) \otimes \det(k^{Or_i})$$

In our case the number of outgoing edges of $T$ is one. The incoming edges of $T$ are not oriented. The internal edges of $T$ join the labellings of two separate vertices by forest components $F_i$. One end of each edge of $T$ is an incoming edge of some forest component and the other end is an outgoing edge of some forest component.
The outgoing components of each forest must correspond to internal edges of $T$ except for the one outgoing edge corresponding to the outgoing edge of $T$. Thus there is a bijection between the set $E(T) \coprod \operatorname{Out}(T)$ and $\coprod_i \operatorname{Out}(F_i)$. Taking graded determinants yields the isomorphism,

$$\det(E(T)) \cong \det(E(T)) \otimes k \cong \bigotimes_{i=1}^j \det(k^{O_{F_i}})$$

The ordering of the internal edges of $T$ cancels with the orientations of the outgoing edges of the components of the forest and,

$$\det(T \otimes F_1 \otimes \cdots \otimes F_j) \cong \bigotimes_{i=1}^j \det(E(F_i)) \cong \det(G, F)$$

In $X'$ the cells associated to the boundary tori are the trees contain the base vertex of the balloon about the torus.

We represent these graphically by a loop resembling a bonnet attached to the vertex of an $n$ corolla which has been labelled by a tree. This is the extension of $\mathcal{G}$ described above.
8.5 Corollaries

The following reduction is computed using a spectral sequence argument [Kon94, CV03]. Since $\text{Bar}(C)^* = L_\infty \simeq L$,

**Corollary 6.** (Kontsevich and Conant-Vogtmann) The $k$-homology of the mapping class groups can be computed by the generalized Cobar functor $\mathcal{G}$,

$$C_*(X'_{(g,e,t)}; k) \simeq \mathcal{G}_{(g,e,t)}(L^*)$$

The morphisms of the open category and open closed category coming directly from $k$-chains on the spaces $X'_{(g,e,t)}$ can be identified with a slightly smaller operad, because $C_\infty \simeq \text{Cobar(Bar}(C))$,

**Corollary 7.**

$$\text{Hom}_O(e^\otimes i, e^\otimes j) \simeq \text{Hom}_{C_\infty}(e^\otimes i, e^\otimes j)$$

we also have,

**Corollary 8.** The $\text{Ob}(\mathcal{OC}) - \mathcal{O}$ bimodule $\mathcal{OC}$ is quasi-isomorphic to the $\text{Ob}(\mathcal{OC}) - \mathcal{O}$ bimodule defined by,

$$(e^\otimes n \otimes t^\otimes m) \otimes o^\otimes k \mapsto \coprod_g \mathcal{G}_{(g,n+k,m)}(L^*)$$

**Proof.** Recall that,

$$\mathcal{OC}((e^\otimes n \otimes t^\otimes m) \otimes o^\otimes k) = \text{Hom}_{\mathcal{OC}}(e^\otimes n \otimes t^\otimes m, o^\otimes k)$$

Theorem 9 stated that as bimodules $\mathcal{OC}$ was quasi-isomorphic to $\mathcal{OC'}$,

$$\mathcal{OC'}((e^\otimes n \otimes t^\otimes m) \otimes o^\otimes k) = \coprod_g C_*(BH_{(g,n+k,m)}; k)$$

The corollary follows from the identification,

$$\coprod_g C_*(BH_{(g,n+k,m)}; k) \simeq \coprod_g C_*(X'_{(g,n+k,m)}; k) \simeq \coprod_g \mathcal{G}_{(g,n+k,m)}(L^*)$$

$\square$
9 The Open Category

We concluded the last section with an equivalence relating the chain complexes that compromise the morphisms of the categories we are most interested in: \( \mathcal{OC} \) and its subcategories. These chain complexes are quasi-isomorphic to ones defined in an essentially combinatorial way by graphs labelled with the L operad.

Unfortunately, this is not an equivalence of categories in all cases. While the complexes that make up the morphisms of the categories can be reduced to combinatorics the gluing maps that define the composition at the level of mapping class groups discussed in section 7 do not descend to a cellular map.

The composition along boundary spheres (or boundary edges) does descend to a cellular map. Given two boundary labelled composable forested graphs \( (G, F) \) and \( (G', F') \). Form the graph \( G \# G' \) by gluing the relevant ends together and eliminating the resulting bivalent vertices. The forests \( F \) and \( F' \) together form a forest \( F \cup F' \) of \( G \# G' \) because forests are not permitted to contain boundary edges. This can be pictured by,

\[
\begin{array}{ccc}
(G,F) & \times & (G',F) \\
\end{array}
\]

The composition map is defined by first observing that there is an equivariant composition on the total spaces \( Y_{(g,e,0)} \) that is cellular on the nose. In the sense that a composition of cells is precisely a product of cells. This then descends to a composition on the \( k \)-cellularly stratified orbi-spaces \( X'_{(g,e,0)} \) from which our complexes

\[
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\]
were defined. Lastly we observe that the composition above agrees with both the composition in 6.1.1 necessitated by $k$-equivalence in the Hatcher-Vogtmann-Wahl theorem and the composition used by the Cobar construction in 4.3 and so in the dgsm categories of 4.2.

**Theorem 12.** The quasi-isomorphisms of 8.6,

\[
\begin{align*}
\varphi_{ij} \otimes \varphi_{jk} & \quad \underset{\circ}{} \quad \varphi_{ik} \\
\text{Hom}_{Cobar(Bar(C))}(e^{\otimes i} \otimes e^{\otimes j}) \otimes \text{Hom}_{Cobar(Bar(C))}(e^{\otimes j} \otimes e^{\otimes k}) & \quad \underset{\circ}{} \quad \text{Hom}_{Cobar(Bar(C))}(e^{\otimes i} \otimes e^{\otimes k})
\end{align*}
\]

respect the composition on the nose.

**Proof.** We show that the gluing conducted for composition is orbi-cellular with respect to the cube decomposition of the classifying spaces. The composition on $O'$,

\[
\begin{align*}
\text{Hom}_{O'}(e^{\otimes i} \otimes e^{\otimes j}) \otimes \text{Hom}_{O'}(e^{\otimes j} \otimes e^{\otimes k}) & \quad \underset{\circ}{} \quad \text{Hom}_{O'}(e^{\otimes i} \otimes e^{\otimes k}) \\
\overset{\cong}{=} & \\
\prod_g C_*(BH(g,i+j,0);k) \otimes \prod_g C_*(BH(g',j+k,0);k) & \quad \underset{\circ}{} \quad \prod_g C_*(BH(g,i+k,0);k)
\end{align*}
\]

is constructed using maps,

\[
\circ : C_*(BH(g,i+j,0);k) \otimes C_*(BH(g',j+k,0);k) \rightarrow C_*(BH(g+g'+j-1,i+k,0);k)
\]

which are in turn induced by maps

\[
\circ : BH(g,i+j,0) \times BH(g',j+k,0) \rightarrow BH(g+g'+j-1,i+k,0)
\]

There are $k$-homotopy equivalences
from the space $BH_{(g,i+j,0)}$ to $X'_{(g,i+j,0)}$. The spaces $X'_{(g,i+j,0)}$ are stratified by orbi-cells $[G,F]$ indexed by forested graphs $(G,F)$ having dimension determined by the number of edges in $F$.

Residing above each orbi-cell is a collection of cells $[G,F,\varphi]$ in $Y'_{(g,i+j,0)}$ indexed in the orbit of the action of $H_{(g,e,t)}$ by their labellings $\varphi$. There is a group action,

$$H_{(g,i+j,0)} \longrightarrow Y'_{(g,i+j,0)}$$

$$X'_{(g,i+j,0)}$$

Given a cell $[G,F,\varphi]$ of dimension $n$ in $Y'_{(g,i+j,0)}$ and a cell $[G',F',\varphi']$ of dimension $m$ in $Y'_{(g',j+k,0)}$ there is a composite $[G\#G', F \cup F', \varphi\#\varphi']$ of dimension $n + m$ and a homeomorphism,

$$[G,F,\varphi] \times [G',F',\varphi'] \rightarrow [G\#G', F \cup F', \varphi\#\varphi']$$

defined by identifying each cell with a cube in $\mathbb{R}^{#E(F)}$ as described in 8.4. These homeomorphisms together produce the composition,

$$\circ : Y'_{(g,i+j,0)} \times Y'_{(g',i+k,0)} \rightarrow Y'_{(g+g'+j-1,i+k,0)}$$

this is equivariant with respect to the action of $H_{(g,i+j,0)} \times H_{(g',j+k,0)}$ on the left and $H_{(g+g'+j-1,i+k,0)}$ on the right using the map

$$\circ' : H_{(g,i+j,0)} \times H_{(g',j+k,0)} \rightarrow H_{(g+g'+j-1,i+k,0)}$$
described in 6.1.1. That is, if \( a \in H_{(g,i+j,0)} \), \( b \in H_{(g',j+k,0)} \) and \( a \circ' b \in H_{(g+g'+j-1,i+k,0)} \) then,

\[
\begin{array}{c}
\left[ G, F, \varphi \right] \times \left[ G', F', \varphi' \right] \xrightarrow{\circ} [G\#G', F \cup F', \varphi\#\varphi'] \\
a \times b \quad a \circ' b
\end{array}
\]

\[
\begin{array}{c}
[G, F, \varphi \circ a] \times [G', F', \varphi' \circ b] \xrightarrow{\circ} [G\#G', F \cup F', \varphi\#\varphi' \circ (a \circ' b)]
\end{array}
\]

and so defines the desired composition on the quotient. For two cubes \((G, F)\) and \((G', F')\) choose honest cells \([G, F, \varphi]\) and \([G', F', \varphi']\) in the fiber above each in the total space. Then the composition \(\circ\) is orbi-"on the nose,"

\[
\begin{array}{c}
[G, F, \varphi] \times [G', F', \varphi'] \xrightarrow{\sim} [G\#G', F \cup F', \varphi\#\varphi'] \\
(G, F) \times (G', F') \xrightarrow{\sim} (G\#G', F \cup F')
\end{array}
\]

since the vertical arrows below are \(k\)-homotopy equivalences. Taking chains and repeating the construction above to obtain the reduced complex it can be seen that the differential obtained acts as a derivation with respect to this composition law.

Given the above following holds,

**Corollary 9.** The category of h-split \(O\)-modules is equivalent to the category of \(\text{Cobar(Bar}(C))\) algebras with a choice of invariant inner product.

Given the above and the discussion in 4.3,

**Corollary 10.** The category of h-split \(O\) modules is equivalent to the category of \(C_\infty\) algebras with a choice of invariant inner product.
10 Extension and Torus

Recall that every dgsm category $\mathcal{C}$ yields a $\mathcal{C} - \mathcal{C}$ bimodule, $\mathcal{C} \otimes \mathcal{C}^{op} \to \text{Ch}_k$ given by

\[ \mathcal{C}(x \times y) = \text{Hom}_\mathcal{C}(y, x) \]

If $\mathcal{X}, \mathcal{Y} \subset \mathcal{C}$ are subcategories then the action of $\mathcal{C} \otimes \mathcal{C}^{op}$ on $\mathcal{C}$ pulls back to an action of $\mathcal{X} \otimes \mathcal{Y}^{op}$. The categories $\text{Ob}(\mathcal{O} \mathcal{C})$ and $\mathcal{O}$ are both subcategories of $\mathcal{O} \mathcal{C}$. In this section we will study the open-closed category $\mathcal{O} \mathcal{C}$ as a $\text{Ob}(\mathcal{O} \mathcal{C}) - \mathcal{O}$ bimodule. We will see that it is flat and that given an $\mathcal{O}$-module it determines the complex associated to the torus object,

\[ (\mathcal{O} \mathcal{C} \otimes \mathcal{O} A)(t) \]

by the extension $\mathcal{O} \mathcal{C} \otimes \mathcal{O} - : \mathcal{O} \text{-mod} \to \mathcal{O} \mathcal{C} \text{-mod}$. We will give an explicit description of this complex.

10.1 The Boundary Torus

As noted in 8.4 the boundary tori in the forested graph stratification of the space $X'_{(g,e,t)}$ are represented by trees containing the base vertex in addition to other parts of the cycle representing the boundary torus. This was illustrated in 8.5.2. Using the identification Theorem of 8.5,

\[ C_*(X'_{(g,e,t)}; k) = G_{(g,e,t)}(\text{Bar}(C)) \simeq G_{(g,e,t)}(L^*) \]
We can think of the complex computing the relevant homology as trivalent graphs containing forests, the trees of which satisfy the Jacobi (or IHX) relation - that is graphs labelled by $L(n)^*$ or $C_\infty$ graphs, which by abuse of notation, will be denoted $\mathcal{G}_{(g,e,t)}(C_\infty)$. We will represent the boundary tori with subgraphs which for better or worse we will call bonnets. The bonnet with $n$ incoming legs will be denoted $T(n)$. Pedantically, the graph is an $n+2$ corolla with 2 edges sewn together labelled by the generator $m_{n+2}$.

![Diagram](#)

The boundary of the trivial bonnet, $T(0)$ is zero. While the boundary of the cell associated to the tori derives from the differential in the Cobar construction of 4.3, the sum over all edge expansions, which at the cellular level was shown to be the same as the sum over all edge deletions in 8.5.2. With $C_\infty$ labellings this amounts to all possible ways to expand a collection of $k$ incoming edges into a product.

We will see in a moment that these generate $\mathcal{O}C$ as a $\text{Ob}(\mathcal{O}C) - \mathcal{O}$ bimodule.

### 10.2 The Complex Associated with Extension

**Theorem 13.** The category $\mathcal{O}C$ when considered as an $\text{Ob}(\mathcal{O}C) - \mathcal{O}$ bimodule is freely generated by the bonnets $T(n)$.

**Proof.** It follows from Corollary 5 in 8.6 that,

$$
\mathcal{O}C((e^\otimes n \otimes t^\otimes m) \otimes o^\otimes k) = \coprod_g \mathcal{G}_{(g,n+k,m)}(C_\infty)
$$

If $G \in \mathcal{G}_{(g,n+k,m)}(C_\infty)$ is a basis element then $G$ is a $C_\infty$ labelled graph from $k$ open edges to $i$ open edges and $j$ bonnets. We can inductively absorb any of the
graph $G$ that doesn’t involve the bonnets into an orbit of a torus under the action of $\mathcal{O}$.

We need only consider $\text{Hom}_{\mathcal{O}(\mathcal{C})}(\sigma^k \otimes \iota^i \otimes \tau^j)$ with $i = 0$ and $j = 1$. This is because we can change incoming edges into outgoing edges and vice versa using the inner product contained in the $\mathcal{O}$ action and multiple bonnets must be composites of tori with respect to the open composition provided by the Cobar construction.

We now show that excluding the torus $T(n)$ the remainder of the graph can be absorbed into the action of $\mathcal{O}$. In what follows the labellings of the graphs are drawn on tiny disks taken to be small enough not to interfere.

Choose an embedding of $G$ into $\mathbb{R}^3$ so that

1. The bonnet lies in the plane

$$\mathbb{R}^2 = \{ (x, y, 0) | (x, y) \in \mathbb{R}^2 \} \subset \mathbb{R}^3$$

2. The outgoing edges end in some fixed vertical translate $\mathcal{R}^2 + (0, 0, n)$ with $n \in \mathbb{Z}_+$. 

3. Every internal vertex $v \in G$ is at a distinct height $h(v) \in \mathbb{Z}$, i.e. is the only vertex contained in the plane $\mathbb{R}^2 + (0, 0, h(v))$.

After choosing an embedding that satisfies the first two conditions, the third can be obtained by perturbing the graph if any two vertices are aligned and then stretching the graph that results (there is no metric structure on the diagram) gives three.

Then if $n = 0$ there are no vertices besides those contained in $T(n)$. If $n > 0$ then the portion of the graph contained in the region

$$\mathbb{R}^2 \times [n - 3/2, n] \subset \mathbb{R}^3$$

is a subgraph of $G$ that can be identified as a composition of a single corolla with one or more inner product operations. The rest follows by induction.
Given a $C_\infty$ algebra $A$ together with invariant inner product we know that $A$ defines uniquely an h-split $\mathcal{O}$ module which, by abuse of notation, we will also call $A$. For each $A$ the extension given by the tensor product allows us to define a functor $\mathcal{O}C \to \text{Ch}_k$.

The two theorems above tell us that $A$ defines an open-closed topological field theory that is an h-split $\mathcal{O}C$ module: $i_*(A)$. While the open category as a subcategory in $\mathcal{O}C$ must act according to the $C_\infty^b$ module structure determined by the operad structure the chain complex associated to the torus $t \in \text{Ob}(\mathcal{O}C)$ is new structure that is functorially determined by the geometry underlying this construction.

In what follows we unwind the definitions in order to determine the complex associated to the torus object.

**Observation.** Let $A$ be a homotopy commutative algebra with invariant inner product then the complex $i_*(A)$ associated to the boundary torus,

$$i_*(A)(T) = (\mathcal{O}C \otimes_\mathcal{O} A)(T)$$

is isomorphic to the complex Torus($A$) defined below.

Recall that,

$$(\mathcal{O}C \otimes_\mathcal{O} A)(t) = \bigoplus_j \mathcal{O}C(t,e^{\otimes j}) \otimes_k A(e^{\otimes j}) = \bigoplus_j \text{Hom}_{\mathcal{O}C}(e^{\otimes j},t) \otimes_k A^{\otimes j}$$

Modulo the action of $\mathcal{O}$ given by the diagram,

$$\mathcal{O}C(t,e^{\otimes k}) \otimes \mathcal{O}(e^{\otimes j},e^{\otimes k}) \otimes A(e^{\otimes j}) \to \mathcal{O}C(t,e^{\otimes j}) \otimes A(e^{\otimes j})$$

As a left $\mathcal{O}$-mod each $f \in \text{Hom}_\mathcal{O}(e^{\otimes j},e^{\otimes k})$ induces a map $f_* : A^{\otimes j} \to A^{\otimes k}$ and as a right $\mathcal{O}$-mod each such $f$ induces a map,
Given by post-composition. If \( g \otimes e^\otimes k \in \text{Hom}_{OC}(e^\otimes k, t) \otimes A^\otimes k \), the diagram above amounts to the relation,

\[
f^*(g) \otimes e^\otimes k \sim g \otimes f^*(e^\otimes k)
\]

Now each complex \( \text{Hom}_{OC}(e^\otimes j, t) \) is quasi-isomorphic to a chain complex of graphs,

\[
\text{Hom}_{OC}(e^\otimes j, t) \cong \oplus_G \mathcal{G}_{(g,e,t)}(C_\infty)
\]

containing one boundary torus and \( j \) outgoing edges which, by Theorem 13, under the action of \( \mathcal{O} \) is generated by the bonnets \( T(n) \). So each equivalence class of \( (OC \otimes \mathcal{O} A)(t) \) under the relation \( \sim \) has a unique representative of the form,

\[
k\langle T(n) \rangle \otimes_k A^\otimes n
\]

The differential is determined by the internal differential \( \delta \) of \( A \) and the sum of all possible ways to add an edge to a collection of incoming edges at a vertex of the boundary torus. The latter amounts to the sum over pictures,

The orientation of the graphs on the right hand side is taken to be the one induced by the left hand side as described in the Cobar construction of section 4.3. In algebraic form, let
\[ p \text{Torus}(A) = \bigoplus_{j=1}^{\infty} A^\otimes j \]

Because the \( C_\infty \) operad’s generators \( m_n \) vanish on shuffle products and we’ve labelled the bonnets by elements of it we must quotient \( p \text{Torus}(A) \) by the shuffle relations. Define the shuffle product of tensors by,

\[
(a_1 \otimes \cdots \otimes a_i) \ast (a_{i+1} \otimes \cdots \otimes a_n) = \sum_{\sigma \in \text{Sh}(i,n-1)} \pm a_{\sigma(1)} \otimes \cdots \otimes a_{\sigma(n)}
\]

and let \( I \) be the ideal of \( p \text{Torus}(A) \) generated by the images of the shuffle products and define,

\[
\text{Torus}(A) = \frac{\text{Torus}(A)}{I}
\]

Then given the \( A_\infty \) relation

\[
d(a_1 \otimes \cdots \otimes a_n) = \sum_{i,j=1}^{n-1} \sum_{s=0}^{n-j} (-1)^{j+s(j+1)} a_1 \otimes \cdots \otimes m_j (a_{s+h+1} \otimes \cdots \otimes a_{s+h+j+1}) \otimes \cdots \otimes a_n
\]

An internal differential from \( A \),

\[
\delta(a_1 \otimes \cdots \otimes a_n) = \sum_{i=1}^{n} a_1 \otimes \cdots \otimes \partial(a_i) \otimes \cdots \otimes a_n
\]

The differential on \( \text{Torus}(A) \) is given by the sum of the two above.

### 10.3 Flatness and Exactness

Given a homologically split \( \mathcal{O} \) module or a \( C_\infty \) algebra with invariant inner product the inclusion \( i : \mathcal{O} \hookrightarrow \mathcal{O} \mathcal{C} \) induces an extension,

\[
i_s(A) = \mathcal{O} \mathcal{C} \otimes_{\mathcal{O}} A
\]
In order for the extension to be an open-closed field theory in the sense discussed in section 5.2 we must show that \( i_*(A) \) is h-split and in order to describe the complex \( i_*(A)(t) \) a dramatic simplification can be made,

\[
\mathcal{OC} \otimes^L_O A \simeq \mathcal{OC} \otimes_O A
\]

by observing that as an \( \text{Ob}(\mathcal{OC}) - O \) bimodule the category \( \mathcal{OC} \) is flat. The following theorems set out to accomplish the latter and the former.

In both cases the theorem follows because there is a natural filtration given on the bimodule \( \mathcal{OC} \) given by the degree of the bonnets. A bonnet with vertex labelled by \( m_n \) ultimately must come from a cell of underlying dimension \( n - 2 \). For instance the bonnet in degree 0 represented by a trivalent graph must come from the trivial forest (or zero dimensional cube) covering only the base point of the relevant cycle.

Define a filtration \( \mathcal{F} \) of \( \mathcal{OC} \) then so that \( \mathcal{F}^0 \mathcal{OC} \) contains the identity elements of the open category \( \mathcal{OC}(e^{\otimes i}, e^{\otimes i}) \) for all \( i \) and the associated graded \( \text{Gr}^n \mathcal{OC} \) is precisely the \( n \)th bonnet \( T(n) \). Since \( dT(n) \) is a sum of bonnets of lower degree this is a filtration of complexes. This induces a filtration \( \mathcal{F} \) on \( \mathcal{OC} \otimes_O A \) such that,

\[
\text{Gr}^n(\mathcal{OC} \otimes_O A)(e^{\otimes i} \otimes t^{\otimes j})
\]

consists of placing the identity factors on the \( i \) edges and labelling the \( j \) bonnets by elements of \( A^{\otimes n} \). Showing that this is true is a computation nearly identical to that of the previous section.

We will exploit the following familiar lemma,

**Lemma 7.** If \( \varphi : A \to A' \) is a map of filtered complexes such that \( \varphi_0 : \mathcal{F}^0 A \to \mathcal{F}^0 A' \) is a quasi-isomorphism and \( \varphi_* : \text{Gr}^n A \to \text{Gr}^n A' \) is a quasi-isomorphism then \( \varphi_n : \mathcal{F}^n A \to \mathcal{F}^n A' \) is a quasi-isomorphism for all \( n \). In particular \( \varphi \) is a quasi-isomorphism.

**Theorem 14.** If \( A \) is an h-split \( O \)-module then \( \mathcal{OC} \otimes_O A \) is an h-split \( \text{Ob}(\mathcal{OC}) \)-module.
Proof. We must check that the maps,

\[(\mathcal{O}C \otimes_\mathcal{O} A)(x) \otimes (\mathcal{O}C \otimes_\mathcal{O} A)(y) \to (\mathcal{O}C \otimes_\mathcal{O} A)(x \otimes y)\]

are quasi-isomorphisms. Since this is true in filtration degree 0 it follows by induction if it holds for the associated graded. A collection of \(i\) bonnets labelled by \(A\) tensored with a collection of \(j\) bonnets labelled by \(A\) is quasi-isomorphic to a collection of \(i + j\) bonnets labelled by \(A\).

\[\text{Theorem 15. As an } \text{Ob}(\mathcal{O}C) - \mathcal{O} \text{ bimodule } \mathcal{O}C \text{ is } \mathcal{O} \text{ flat. That is, the functor } i_* : \mathcal{O}-\text{mod} \to \text{Ob}(\mathcal{O}C)-\text{mod} \text{ given by }\]

\[i_*(A) = \mathcal{O}C \otimes_\mathcal{O} A\]

is exact.

Proof. Given a quasi-isomorphism of \(C_\infty\) algebras \(\varphi : A \to A'\). We must check that the induced map,

\[\mathcal{O}C \otimes_\mathcal{O} A \to \mathcal{O}C \otimes_\mathcal{O} A'\]

is a quasi-isomorphism. Since this is true in filtration degree 0 it follows by induction if it holds for the associated graded.

\[\text{Gr}^n(\mathcal{O}C \otimes_\mathcal{O} A) \to \text{Gr}^n(\mathcal{O}C \otimes_\mathcal{O} A')\]

is the map between bonnets labelled by tensor powers of \(A\) and \(A'\) induced by \(\varphi\) and so a quasi-isomorphism.

\[\square\]

10.4 Deligne’s Conjecture

Corollary 11. There is an action of the category \(\mathcal{C}\) on the complex Torus(\(A\)) specifically,
\[
\text{Hom}_C(t^{\otimes i}, t^{\otimes j}) \otimes \text{Torus}_*(A)^{\otimes i} \to \text{Torus}_*(A)^{\otimes i}
\]

**Proof.** Notice if we consider \( A \) as a \( \mathcal{O} \)-mod and \( \mathcal{O}C \) as an \( \mathcal{O}C - \mathcal{O} \) bimodule then we can define an \( \mathcal{O}C \) module associated to \( A \) by \( \mathcal{O}C \otimes \_ A \). Given the inclusion \( i : \mathcal{C} \hookrightarrow \mathcal{O}C \) then \( i^*(\mathcal{O}C \otimes \_ A) \) is a \( \mathcal{C} \)-mod. If \( X = i^*(\mathcal{O}C \otimes \_ A)(t) \) is the chain complex associated to the torus there is an action,

\[
\text{Hom}_C(t^{\otimes i}, t^{\otimes j}) \otimes X^{\otimes i} \to X^{\otimes j}
\]

which gives rise to the homology action,

\[
H_*(\text{Hom}_C(t^{\otimes i}, t^{\otimes j})) \otimes H_*(X)^{\otimes i} \to H_*(X)^{\otimes j}
\]

Earlier we considered \( \mathcal{O}C \) as an \( \text{Ob}(\mathcal{O}C) - \mathcal{O} \) bimodule and saw that \( \text{Torus}(A) = j^*(\mathcal{O}C \otimes \_ A) \). On the other hand the complex associated to the torus is independent of the choice of \( \text{Ob}(\mathcal{O}C) \) verses \( \mathcal{O}C \) in considering \( \mathcal{O}C \) as a bimodule. In either case the definition is the same,

\[
j^*(\mathcal{O}C \otimes \_ A)(t) = \bigoplus_k \text{Hom}_{\mathcal{O}C}(e^{\otimes k}, t) \otimes A(e^{\otimes k}) = \bigoplus_k \left( \bigoplus_g \mathcal{G}_{(g,k+0,1)}(C_\infty) \right) \otimes A(e^{\otimes k})
\]

So \( X \) is the same as \( \text{Torus}(A) \).

\[\square\]

### 10.5 Harrison Homology

The operad \( C_\infty \) being quasi-isomorphic to the operad \( C \) implies that the categories of differential graded homotopy commutative algebras and differential graded commutative algebras are equivalent. In what follows we define the Harrison complex for a dg commutative algebra.
Barr defined the Harrison complex of an associative commutative algebra to be the subcomplex \( CH_*(A, A) \subset C_*(A, A) \) of the Hochschild complex spanned by the cokernel of the shuffle product on the free tensor algebra of \( A \) [Bar68].

Given the Barr complex of a differential graded associative algebra,

\[
C_*(A, A) = \bigoplus_{n=0} A^\otimes n+1
\]

and its differential

\[
d(a_0 \otimes \cdots \otimes a_n) = \sum_{i=0}^{n-1} \pm a_0 \otimes \cdots \otimes d(a_i) \otimes \cdots \otimes a_n
\]

\[
\pm m_2(a_0, a_n) \otimes a_1 \otimes \cdots \otimes a_{n-1}
\]

\[
+ \sum_{i=0}^{n-2} \pm a_0 \otimes \cdots \otimes m_2(a_i, a_{i+1}) \otimes \cdots \otimes a_{n-1}
\]

The subcomplex of shuffle products is spanned by the set

\[
\text{Sh}_*(A, A) = \{(a_1 \otimes \cdots \otimes a_i) * (a_{i+1} \otimes \cdots \otimes a_n) | 1 < i < n\}
\]

Then the Harrison complex is defined to be the quotient of the Barr complex by the subcomplex of shuffles.

\[
CH_*(A, A) = C_*(A, A) / \text{Sh}_*(A, A)
\]

**Observation.** Given an associative commutative algebra \( A \). The Harrison complex of \( A \) can be identified with the chain complex associated to the torus: \( \text{Torus}(A) \).

The observation is supported by the agreement between the internal differential in both cases. For a differential graded commutative algebra \( m_n = 0 \) for \( n > 2 \) and the second differential involving higher \( A_\infty \) terms becomes the second part of the sum above.
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