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In recent years, extracting environmental information from diffuse ambient noise has become an increasingly viable alternative to traditional active source methods. Due to uncontrollable factors such as noise field directionality, presence of spatially compact sources and unknown medium properties, results from ambient noise processing are often biased and need careful interpretation. Thus it is important to develop robust approaches that can perform well in the presence of such detriments.

The first part of the dissertation focuses on interpreting the coherence and attenuation estimates from seismic arrays. Adaptive array processing using stations from
the Southern California Seismic Network is used to identify the presence of multiple seismic waves, namely the fundamental and first mode Rayleigh wave, and body waves. The spatial coherence function (SCF) is modeled as a linear superposition of these waves, with the proportions estimated from data. The SCF shows beating and phase cancellation effects due to the interactions between wavenumbers, which could be misinterpreted as attenuation. The array geometry is also shown to limit the ranges at which the coherence can be estimated well.

The second part of the dissertation focuses on developing statistical techniques to mitigate the effects of spatially compact sources on the noise processing. Analytical expressions are derived for the asymptotic eigenvalues of the true spatial covariance matrix (CM) for a uniform line array in three and two dimensional isotropic noise fields with and without attenuation. Using random matrix theory, the asymptotic probability density of the eigenvalues of the sample covariance matrix (SCM) also is derived in each of these scenarios. These analytical results provide upperbounds for the noise eigenvalues of the SCM.

In the third part of the dissertation, the analytical results are combined with a sequential hypothesis testing framework. This then is used to identify the outliers (which correspond to strong and spatially compact sources) in shallow water ocean acoustic data. The cross-correlation results after rejecting these outliers are shown to be unbiased and converge faster with a higher signal-to-noise ratio. The performance of the eigenvalue rejection technique under different noise model assumptions also is investigated.
INTRODUCTION

Exploring an ocean or seismic environment traditionally has been performed using active sources, which transmit known signals into the environment which are then recorded by a set of receivers after being modified by the environment. Sources of opportunity such as earthquakes also have been used to in tomographic applications to image the Earth’s interior. Despite their widespread use, the use of active sources is not without its drawbacks. For instance, active sources realistically can only be deployed in regions that readily are accessible. The logistics involved in successfully carrying out an active source experiment in remote locations and the costs involved make this a highly unattractive option. Earthquakes, which are free active sources, primarily occur only at the plate boundaries which limits the profiling resolution in seismically inactive regions.

In recent years, it has been demonstrated both theoretically and experimentally [1–5], that temporal cross-correlations of a diffuse noise field recorded on a pair of receivers yielded the Green’s function (impulse response) between those two points, shaped by the spectrum of the noise field. This is in fact the very quantity that is recovered in active source profiling experiments. Since ambient noise is ubiquitous, this result has generated significant interest in retrieving information from the diffuse background noise. This technique has diverse applications such as ocean acoustic
terferometry [6,7], passive fathometer [8,9], imaging the interior of the earth [10–12], etc.

1.1 Challenges in Ambient Noise Processing

While the utility of using ambient noise for extracting environmental information has been established in the literature, there remain practical challenges in the processing of ambient noise data and the interpretation of the results. For instance, theory [1, 2] has shown that cross-correlations of noise recorded on two sensors in a diffuse noise field yields a set of peaks whose locations correspond to the travel-time for various propagation paths. However, such perfectly diffuse noise fields are seldom realized outside of controlled laboratory experiments.

In shallow waters, the ambient ocean acoustic noise field also contains contributions from strong and spatially compact sources such as ships or other anthropogenic sources. These discrete noise sources often are persistent and overwhelm the cross-correlation results, thus introducing a bias in the travel time estimate [7]. This typically is worked around by either discarding the data that is contaminated by detrimental sources or increasing the averaging time so that their effect is minimized. However, neither of these approaches are appealing if ambient noise processing is to eventually replace traditional active source techniques and be used in real time monitoring systems.

In seismology, although it is easy to remove the transient spatially compact sources (earthquakes) by time-gating, similar biases exist in the travel time estimates due to the directionality of the noise field (e.g. increased microseismic noise near the coasts) [13]. The noise directionality also influences the spatial coherence between two sensors and must be accounted for before interpreting the results [14]. In these cases, increased averaging time does not help reduce the bias since the directionality is characteristic of the environment.

These challenges form the backdrop for the contributions of this dissertation:

1. In order to interpret the information contained in the estimated spatial coherence from an array of sensors, it is important to know the characteristics of the
noise field. Using sensors from the Southern California Seismic Network, the
spatial spectrum of the ambient seismic noise field is analyzed and a data driven
model for the spatial coherence function is developed. The influence of the array
gometry and data processing on the coherence also is studied, which provides
valuable constraints on the quality of the estimates.

2. The spatial sample covariance matrix or the cross-spectral density matrix
(CSDM) is an important quantity in array processing. By exploiting the symme-
try in the CSDM for a uniform line array of sensors in an isotropic noise field,
analytical results are obtained for the eigenvalues and eigenvalue densities of
the CSDM using random matrix theory (RMT). The resulting density is shown
to have finite support on the real axis, which provides an upperbound on the
magnitude of the eigenvalues of the CSDM from noise. This is valuable in
noise processing applications since the eigenvalues are related to the power
of the noise sources, thus providing a means for identifying the strong and
spatially compact sources. The results also are extended to the case when there
is attenuation in the medium.

3. The eigenvalue bounds thus derived are employed in a statistical testing frame-
work to reject the spatially compact sources. The approach provides a viable
alternative to wholesale rejection of contaminated data. By using the aforemen-
tioned analytical results and analyzing the data in the eigendomain, only the
specific contaminants are rejected leaving much of the remaining data available
for use. A significant improvement in the signal-to-noise ratio is also demon-
strated and performance of the approach under different noise field assumptions
is also studied.

1.2 Spatial Coherence Functions

The spatial coherence function (SCF) of a noise field describes the correlation
between the frequency domain response at two sensors in a noise field. SCFs typi-
cally are used to study the performance of sensor arrays in noise fields with a specified
directional density function (related to the noise power in each direction). Recent advances in ambient noise interferometry have seen a renewed interest in the study of SCFs of noise fields, because the cross-correlations of noise between sensors (which is then used to retrieve the Green’s function between the two points) is related to the SCF by the Fourier transform.

Consider plane waves at a frequency $f$, impinging on two sensors at positions $A$ and $B$. From the complex valued signals $\psi_A(f)$ and $\psi_B(f)$ recorded on them, the power spectral densities (PSD) at the sensors is given by

$$P_{ii}(f) = T^{-1} \langle \psi_i(f) \psi_i^*(f) \rangle, \quad i = \{A, B\},$$

(1.1)

where $T$ is the time interval, $^*$ denotes the complex conjugate and $\langle \cdot \rangle$ the ensemble average and the cross-spectral density (CSD) is given by

$$P_{AB}(f) = T^{-1} \langle \psi_A(f) \psi_B^*(f) \rangle.$$  

(1.2)

The SCF between these two sensors is defined as the normalized cross-spectral density,

$$\Gamma_{AB}(f) = \frac{P_{AB}(f)}{\sqrt{P_{AA}(f)P_{BB}(f)}}.$$  

(1.3)

In a three dimensional, homogeneous, and lossless medium, plane wave noise fields can be considered to be generated by point sources distributed uniformly on the surface of a sphere of infinite radius. Due to the spatial symmetry, the PSD is the same at every point in the field. Consider the CSD of the noise from an infinitesimal solid angle $d\Omega$ incident on two sensors at $A$ and $B$ separated by a distance $r$ [Figure 1.1 (a)]:

$$dP_{AB}(f) = \langle \psi_A(f) \psi_B^*(f) \rangle d\Omega$$

$$= \langle |\psi_A(f)|^2 \rangle e^{-2\pi f r \cos(\theta)/c} \sin(\theta) d\theta d\varphi,$$

(1.4)

where $c$ is the velocity of sound in the medium and $T$ is taken to be 1. The second step follows from the fact that the output at $B$ is just a time shifted version of that at $A$. The PSD is obtained similarly as $dP_{ii}(f) = \langle |\psi_i(f)|^2 \rangle d\Omega$, for $i = A, B$. Since the PSD is the same everywhere, without loss of generality, we can assume $\langle |\psi_i(f)|^2 \rangle$ to be unity.
Integrating over the entire sphere, the SCF is obtained as [15]

\[
\Gamma_{AB}^{(3D)}(\beta) = \frac{\int_0^{2\pi} \int_0^\pi e^{-2\pi fr\cos(\theta)/c} \sin(\theta) \, d\theta \, d\phi}{\int_0^{2\pi} \int_0^\pi \sin(\theta) \, d\theta \, d\phi} = \frac{\sin \left( \frac{2\pi fr}{c} \right)}{\left( \frac{2\pi fr}{c} \right)} = \text{sinc}(2\pi \beta)
\]  

where \( \beta = fr/c \) is the spacing to wavelength ratio. Thus, the SCF is independent of the position of the sensors and depends only on their separation distance.

Figure 1.1: Illustration of sensor locations and geometry in (a) three dimensions and (b) two dimensions

Similarly, in a two dimensional, homogeneous and lossless medium, the plane wave noise field can be considered to be generated by point sources distributed uniformly on the circumference of a circle of infinite radius [Figure 1.1 (b)]. Proceeding as before, the SCF is obtained by integrating over the circumference as [16]

\[
\Gamma_{AB}^{(2D)}(\beta) = \frac{\int_0^{2\pi} e^{-2\pi fr\cos(\theta)/c} \, d\theta}{\int_0^{2\pi} \, d\theta} = J_0 \left( \frac{2\pi fr}{c} \right) = J_0(2\pi \beta)
\]
where \( J_0 \) is the Bessel function of the first kind and order zero. As in (1.5), the SCF depends only on the separation distance between the sensors.

In Chapter 2, the SCF for the seismic noise field is modeled as a linear combination of the above noise fields. In Chapters 3–6, the SCF is the generating function for the entries of the CSDM matrix.

### 1.3 Random Matrix Theory

Random matrix theory (RMT) is a branch of mathematics that deals with the study of the eigenvalues of matrices whose elements follow a known probability distribution. RMT first originated in multivariate statistics [17] but gained widespread attention and popularity after Wigner used the distribution of eigenvalues of a random matrix to explain the statistics of energy levels in heavy nuclei \([18–21]\). Today, RMT has applications in a variety of fields such as finance \([22]\), signal processing \([23–25]\), information theory and wireless networks \([26]\), graph theory \([27]\), elastodynamics \([28]\) and wave propagation and scattering in random media \([29–31]\).

Given an \( N \times N \) square matrix \( A \) with eigenvalues \( a_i \), the empirical cumulative distribution (ECD) \( P_A(x) \) of the eigenvalues is defined as

\[
P_A(x) = \frac{\# \{ a_n \leq x \}}{N},
\]

where \( \# \) denotes the cardinality of the set. For certain distributions of the elements of \( A \), in the limit \( N \to \infty \) the ECD converges almost surely to a well defined distribution \( P(x) \) \([32]\) and the corresponding probability density function \( (dP(x)/dx) \) is often referred to as the asymptotic eigenvalue density. Most results in RMT are derived in an asymptotic setting although they hold good for moderate sized matrices as well. Although the eigenvalues of random matrices have been the primary focus, recent results also discuss the behavior of the eigenvectors \([33]\).

The practical utility of these results primarily are due to the properties of *ergodicity* and *universality*. Ergodicity implies that the asymptotic results are independent of the specific realization of the matrix allowing such results to be applied to a specific instance. Often the asymptotic results hold for different distributions of the matrix
elements, a property referred to as universality, which allows the results to be used in several classes of problems.

In this dissertation, RMT is used to study the eigenvalues of the CSDM, which is a normalized Wishart matrix. Wishart matrices arise frequently in multivariate statistics (covariance and precision matrices), signal processing (cross-spectral density matrices), finance (inter-stock correlation matrix), etc.

**Definition 1.1 (Wishart Matrices).** *The $N \times N$ matrix $W = XX^H = \sum_{m=1}^{M} x_m x_m^H$, where $X \in \mathbb{C}^{N \times M}$ is a Gaussian random matrix with columns $x_m \sim \mathcal{CN}(0, \Sigma)$, is called a Wishart matrix with $M$ degrees of freedom, and is denoted $S \sim \mathcal{W}(\Sigma, M)$.*

For the null case when $\Sigma = I$, the asymptotic eigenvalue density of $\frac{1}{M}W$ in the limit $N,M \to \infty$ and $N/M = \nu$, is given by the Marčenko–Pastur (MP) density [34],

$$
\overline{P}_{MP}(\lambda) = \begin{cases} 
\frac{\sqrt{(l_+ - \lambda)(\lambda - l_-)}}{2\pi \nu \lambda} & L < \lambda < l_+ \\
0 & \text{otherwise}
\end{cases}
$$

(1.8)

where $l_- = (1 - \sqrt{\nu})^2$ and $l_+ = (1 + \sqrt{\nu})^2$ are the upper and lower limits of the “spreading” of the eigenvalues of the SCM around the true eigenvalue which is 1. As shown in Figure 1.2, the spreading of the eigenvalues increases for larger $\nu$ (fewer observations
$M$ compared to the dimension $N$), and as $\nu \to 0$, all eigenvalues are equal to that of the true covariance matrix.

In Chapter 3, expressions similar to (1.8) are derived for the case when $\Sigma$ corresponds to the CSDM in an isotropic noise field. Corresponding relations for the upperbound ($l_+$) then are used in Chapter 6 to reject the strong and spatially compact noise sources.

1.4 Scope of This Dissertation

The bulk of this dissertation is contained in four chapters — Chapters 2, 3, 4 and 6. These chapters are a full reprint of papers that were either published in a professional journal or submitted for consideration in one.

Chapter 2 deals with the challenges involved in estimating the spatial coherence using a random array of sensors in a directional noise field. The seismic noise field in the 0.05–0.2 Hz band primarily is due to microseisms, which are continuous seismic background noise generated by ocean waves. The SCF typically is modeled as a superposition of plane waves propagating along the surface (fundamental mode Rayleigh waves). Using adaptive beamforming on stations from the Southern California Seismic Network, we identify the presence of higher mode Rayleigh waves. In addition, body waves that are generated in the deep ocean from distant storms and propagate through the Earth’s mantle and core, also are consistently observed in the microseism band. An improved model for the seismic SCF then is obtained by incorporating the effect of these waves as linear combinations of the elementary SCFs in Chapter 1.2. The resulting SCF shows beating and phase cancellation effects from interactions between the different wavenumbers associated with the different seismic waves and these could be misidentified as being due to attenuation in the medium. The influence of the array geometry and signal processing techniques on the estimation of coherence also is discussed and taken into consideration.

Chapter 3 derives the asymptotic eigenvalues of the true noise covariance matrix (CM) for a line array with equidistant sensors in an isotropic noise field. The CM in the frequency domain is a symmetric Toeplitz sinc matrix which is shown to have
at most two distinct eigenvalues in the asymptotic limit of an infinite number of sensors. For line arrays with inter-element spacing less than half a wavelength, the CM turns out to be rank deficient, which has implications in algorithms that require the inverse of the CM. The asymptotic eigenvalue density of the spatial sample covariance matrix (SCM) or CSDM then is derived using RMT for all ratios of the inter-element spacing to the wavelength. These analytical results are useful because they provide an upper bound on the eigenvalues of the SCM from background noise. These then can be used to determine statistically those eigenvalues that are due to detriments (e.g. nearby ships) in the noise field as is done in Chapter 6.

Chapter 4 derives analytical expressions for the eigenvalues of the CM in the presence of attenuation. It is shown that attenuation has effects similar to that of a low-pass filter and tends to raise the value of the lower eigenvalues while lowering those of the large eigenvalues. The asymptotic eigenvalue density for the SCM in this case is obtained as an approximation using the polynomial method of random matrices [35, 36].

Chapter 5 examines the eigenvalues of the SCM for a towed array in deep water. The coherent noise is modeled as in Chapters 3 and 4 and it is shown that the eigenvalues from data compare well with theory. The eigenvalues also show a sharp drop in power for element spacing to wavelength ratios less than 1/2, which is related to the edge of the visible region.

Chapter 6 applies the theoretical results in Chapter 3 to shallow water experimental data. As mentioned in Section 1.1, the influence of spatially compact sources in the ocean (usually ships) often results in a bias of the travel time estimates obtained from the cross-correlations. A sequential hypothesis testing framework using the analytical results of Chapter 3 is developed. Applying the test to acoustic data from the Shallow Water 2006 experiment reveals eigenvalues dominated by loud sources that are statistical outliers for the assumed diffuse noise model. Travel times obtained from cross-correlations using only the diffuse noise component (i.e., by discarding or attenuating the outliers) converge to the predicted travel times based on the known array sensor spacing and measured soundspeed at the site. These estimates are also stable temporally, thus demonstrating the effectiveness of this approach.
Finally, Chapter 7 presents the conclusions and possible future extensions of this research.
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FACTORs INFLUENCING THE ESTIMATE OF SPATIAL COHERENCE FROM SEISMIC ARRAYS

Recent studies have demonstrated that the coherence of seismic noise between two stations can be used to retrieve the phase velocity and attenuation. In this article, we study some of the factors that influence the estimate of the coherence in the microseism band (0.05–0.2 Hz). High resolution adaptive beamforming using stations from the Southern California Seismic Network shows a persistent presence of a higher mode Rayleigh and body waves are consistently observed in the microseism band. The presence of multiple seismic waves has implications for the spatial coherence function (SCF) between pairs of sensors. Assuming only the fundamental mode Rayleigh wave and a uniform noise distribution, the SCF is a zeroth order Bessel function with a wavenumber corresponding to the fundamental. Here, the SCF is modeled as a sum of the SCF for each wavetype and such a model is shown to better describe the observed coherence. The resulting SCF shows multi-path effects from interactions between the wavenumbers associated with the different seismic waves, and these could be misidentified as being due to attenuation or focusing and defocusing effects from anisotropy in the medium. The estimated coherence from the data also is influenced by other fac-
tors such as the geometry of the array, inhomogenities in the medium and the data processing.

2.1 Introduction

There has been significant interest over the past decade, in using the seismic ambient noise field for various applications such as surface wave tomography [1–3], seismic imaging [4] and studies of phase velocity anisotropy [3], among several others. Much of this interest stemmed from the observation that averaging the cross-correlations of diffuse waves between a pair of receivers yielded the Green’s function between the two points [5, 6], followed by several key theoretical developments [7–9] and experimental evidence of its success [10–13].

Recently, several works have focused on using the coherence (normalized cross-spectral density) of seismic noise between two stations to retrieve the medium phase slowness and the frequency dependent attenuation coefficient [14–18]. Estimates of attenuation inherently are more difficult because they are influenced in non-trivial ways by several factors such as noise directionality [19], site amplification factors, focusing and defocusing effects [20], and scattering in the medium. The noise directionality can be overcome by binning the coherence into distinct distance bins and averaging the observations in each bin amounts to an azimuthal average, which renders the noise field reasonably isotropic [15]. However, [21] and [22] demonstrated numerically that in order to recover the attenuation from noise cross-correlations, the noise distribution must be known. Using a ray-theoretical framework to analyze the effect of source distribution on the amplitudes of noise cross-correlations and coherence, it was shown that the azimuthal anisotropy impacts the amplitudes significantly, and is not overcome by averaging [23].

In this article we investigate the influence of array processing and the noise field on the estimate of the coherence. Although averaging is ubiquitous in ambient noise applications, depending on the quantity being averaged, it can result in biased estimates or produce altogether incorrect results. For example, in section 2.4 and 2.4.2 we discuss how the geometry of the array (here SCSN) impacts the coherence estimate
due to decreasing number of raypaths with distance. Likewise, averaging neighboring
frequency bins to obtain a stable result can introduce attenuation-like behavior due to
the oscillatory nature of the coherence.

Adaptive beamforming on the Southern California Seismic Network (SCSN) ar-
ray (section 2.3.3) in the microseism band (0.05–0.2 Hz) shows persistent higher mode
Rayleigh waves and body waves between 0.12–0.2 Hz (section 2.5.1). Microseisms
are continuous seismic signals generated by ocean waves, classified simply as single
frequency (SF) or double frequency (DF) microseisms. Here, the terms refer to the
frequency bands: 0.05–0.12 Hz for the SF and 0.12–0.2 Hz for the DF microseisms.
Although higher mode Rayleigh waves have been reported previously [24–26], and
P-waves from pelagic storms are also known to be present at the higher frequen-
cies [24, 27–30], the coherence is often modeled as only consisting of the fundamental
mode. Modeling the coherence as a linear superposition of the different seismic waves,
and results show that it better describes the coherence estimated from data (section 2.6),
than the simple isotropic model.

2.2 Background

2.2.1 Spatial Coherence Functions

The spatial coherence function (SCF) of a noise field describes the correlations
between the response at two stations in the frequency domain. Consider seismic sur-
face waves at a frequency $f$, with a normalized azimuthal weight function $W(\theta)$, in-
cident on two stations $A$ and $B$ positioned $r$ apart with an interstation azimuth of $\zeta$.
From the complex valued signals $\psi_A(f)$ and $\psi_B(f)$ recorded, the cross-spectral density
(CSD) is given by

$$P_{AB}(f) = T^{-1}\langle \psi_A(f)\psi_B^\dagger(f) \rangle,$$

(2.1)

where $T$ denotes the time interval, $\dagger$ denotes the complex conjugate and $\langle \cdot \rangle$ the ensemble average. The SCF between these two sensors is defined as the normalized cross-
spectral density,

$$\Gamma(r,\zeta) = \frac{P_{AB}(f)}{\sqrt{P_{AA}(f)P_{BB}(f)}},$$

(2.2)
where $P_{AA}(f) = T^{-1}\langle \psi_A(f)\psi_A^\dagger(f) \rangle$ and $P_{BB}(f) = T^{-1}\langle \psi_B(f)\psi_B^\dagger(f) \rangle$ are the respective power spectral densities.

Following [31, equation (19)], the SCF for a given noise distribution $W(\theta)$ is obtained by integrating over all azimuths, as:

$$
\Gamma_{2D}(r, \zeta) = \frac{1}{2\pi} \int_0^{2\pi} W(\theta) \exp(i2\pi fr \cos(\theta - \zeta) s) \, d\theta \\
= \sum_{v=0}^{\infty} i^v \epsilon_v J_v(2\pi fr s) [a_v \cos(v\zeta) + b_v \sin(v\zeta)] 
$$

(2.3)

where $s$ is the frequency dependent slowness (inverse phase velocity) of the medium, $\epsilon_v$ is 1 for $v = 0$ and 2 otherwise, and $a_v, b_v$ are the Fourier coefficients of $W(\theta)$. Thus for arbitrary noise fields, the SCF depends on the inter-station azimuth $\zeta$. When the noise field is isotropic, then $W(\theta) = 1$ and only the $v = 0$ term is non-zero, and the SCF is $\Gamma_{2D}(r) = J_0(2\pi fr s)$ [32], i.e. it is independent of the interstation azimuth $\zeta$ and is simply a function of the frequency $f$ and the separation distance $r$.

For body waves, which propagate three dimensionally, the SCF for a noise distribution $W(\theta, \varphi)$ is given by [31, equation (43)],

$$
\Gamma_{3D}(r, \xi, \zeta) = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi W(\theta, \varphi) \sin(\theta) \exp[i2\pi fr s] \\
\times (\sin(\theta) \sin(\xi) \cos(\varphi - \zeta) + \cos(\theta) \cos(\xi)) \, d\theta \, d\varphi \\
= \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} i^n P_n^m(\cos(\xi)) j_n(2\pi fr s) \\
\times [a_n^m \cos(m\xi) + b_n^m \sin(m\xi)] 
$$

(2.4)

where $\xi$ is the inter-station angle from the z-axis, $P_n^m$ is the associated Legendre function of the first kind, order $m$ and degree $n$, $a_n^m$ and $b_n^m$ are the coefficients in the spherical harmonic expansion of $W(\theta, \varphi)$ and $j_n$ is the spherical Bessel function of order $n$.

When the noise field is isotropic, then $W(\theta, \varphi) = 1$ and only the $n = 0$ term remains, and the SCF is $\Gamma_{3D} = j_0(2\pi fr s)$ [33] (or sinc).

The effect of medium attenuation on the coherence often is modeled by a multiplicative exponential term, $e^{-\alpha r}$, where $\alpha$ is the attenuation coefficient [15,34–36]. The coherence (in 2D) then is written as

$$
\Gamma_{\alpha}(r, \zeta) = e^{-\alpha r} \Gamma(r, \zeta) 
$$

(2.5)
where $\Gamma_\alpha$ denotes the SCF with attenuation. When the noise field is isotropic, (2.5) reduces to $\Gamma_\alpha(r) = e^{-\alpha r} J_0(2\pi frs)$, which is the relation used for attenuation tomography [15, 16]. However, recent works [20, 23, 37] suggest that the attenuation factor in the coherence due to an isotropic surface wave field might not be exponential.

### 2.2.2 Estimating the SCF from seismic arrays

In general, the seismic ambient noise field is not isotropic, and the observed coherence between station pairs depends on the distribution of noise sources [23, 31]. High density seismic networks such as the SCSN have several station pairs of varying inter-station azimuths and distances (over 10000 pairs for SCSN). It then is possible to leverage the multitude of pairs available at a certain distance of separation to mitigate the effect of the directionality of the noise field, at the cost of assuming uniform medium properties for the entire study region.

[15] suggested averaging the observed coherence for multiple station pairs at a fixed separation distance, to approximate an isotropic noise distribution. Mathematically, this can be seen by integrating (2.3) over all station pair azimuths ($\zeta$ from 0 to $2\pi$). Regardless of the noise distribution $W(\theta)$, only the $\nu = 0$ term remains.

From the observed inter-station coherencies $\tilde{\Gamma}(r_{ij}, \zeta_{ij})$, the “average spatial coherence” (ASC) for the array is obtained by binning the observations into $\Delta_d$ wide bins and averaging them [15]. The average coherence $\tilde{\Gamma}_n$ for the $n$th distance bin $d_n$ is obtained as

$$\tilde{\Gamma}_n = \mathfrak{R} \left( \tilde{\Gamma}(r_{ij}, \zeta_{ij}) \right) \forall (i,j) \in D_n$$

where $D_n = \{(i,j) \mid d_n \leq r_{ij} < d_{n+1}\}$ is the set of station pairs in the $n$th distance bin and $\mathfrak{R}$ denotes the real component. The imaginary part of the ASC is zero for a symmetric $W(\theta)$ and the averaging reduces the imaginary part [15, 38], thus justifying the use of only the real part.

The diminishing number of raypaths with increasing distance of separation and lack of raypaths along certain azimuths (especially at greater distances) are important to the interpretation of the observed ASC (section 2.8).
2.3 Data and Signal Processing

2.3.1 Pre-processing

Data recorded on broadband seismic stations in southern California [Figure 2.3 (a)] were collected for the entire year of 2007 at a sampling rate of 1 Hz. We use only the vertical component data in the 0.05–0.2 Hz frequency range. After removing instrument glitches in the raw data, the data were divided into snapshots of 1800 s each (30 minutes), windowed with a Blackman–Harris window and Fourier transformed with a 2048 point fast Fourier transform.

Earthquakes and other teleseismic events tend to skew the results in noise processing due to their disproportionate power compared to the background noise field. We remove outliers in the data by computing the median of the snapshot power across a 24 hour sliding window for each frequency, and discarding snapshots that have powers that are more than 1.5 median absolute deviations away from the median [39]. This approach has similarities to time domain techniques that use the ratio of the peak amplitude to the root mean square amplitude as a rejection criterion [40]. In the frequency domain, a different threshold can be used at each frequency.

2.3.2 The Normalized Cross-Spectral Density Matrix

The spatial covariance matrix (SCM) or the cross-spectral density matrix from \(M\) observations of the \(N\) dimensional snapshot vector \(x_m = [x_{m1}, \cdots, x_{mN}]^T\), where \(N\) is the number of stations, is defined as

\[
\Sigma = \frac{1}{M} \sum_{m=1}^{M} x_m x_m^H.
\]  

(2.7)

In general, due to site amplification factors or differences in sensor characteristics, the powers at different sensors are not identical. The normalized cross-spectral density matrix (CSDM) is:

\[
\tilde{\Sigma}' = \chi \Sigma \chi^T,
\]  

(2.8)

where \(\chi = \text{diag}(\frac{1}{\sqrt{\Sigma_{11}}}, \cdots, \frac{1}{\sqrt{\Sigma_{NN}}})\), and the site amplifications are removed as sources of uncertainty.
We compute the CSDM for each month, using the snapshots that satisfy the criteria in section 2.3.1. With the normalization in (2.8), the $ij$th element of the CSDM gives an $M$-sample estimate of the coherence between the $i$th and $j$th station pair as in (2.2).

### 2.3.3 High Resolution Capon Beamforming

For a given frequency $f$, azimuth $\theta$, and slowness $s$, the plane wave look vector $v(\theta, s)$ is given by:

$$v(\theta, s) = \frac{1}{\sqrt{N}} e^{2\pi f p_\theta s}$$

(2.9)

where the projection vector

$$p_\theta = [r_1 \cdot u_\theta, \ldots, r_N \cdot u_\theta]^T,$$

(2.10)

$r_i$ is the position vector of the $i$th station (with the origin at the mean latitude and longitude), and $u_\theta$ is the unit vector along $\theta$.

The weight vector $w(\theta, s)$ for the Capon beamformer [41] (or the minimum variance distortionless response beamformer) is constrained to have unit gain in the look direction, while at the same time minimizing the output power, thus leading to the optimal weights

$$w_{\text{mvdr}}(\theta, s) = \frac{\Sigma^{-1} v(\theta, s)}{v^H(\theta, s) \Sigma^{-1} v(\theta, s)}$$

(2.11)

If $\Sigma^{-1}$ is not invertible (for noise processing, $M > N$, and $\Sigma'$ often is invertible due to uncorrelated noise), then the matrix can be made full rank by loading the diagonal to constrain the white noise gain [42]. In comparison, the weights for the conventional beamformer are given by $w_{\text{conv}}(\theta, s) = v(\theta, s)$. The beamformer outputs then are given by

$$B(\cdot) = w^H(\cdot) \Sigma' w(\cdot)$$

(2.12)

### 2.4 Factors Influencing the Coherence

Factors independent of the noise field or the environment such as limitations imposed by the array geometry and artifacts from data processing can affect the esti-
mate of the coherence. Understanding these issues is beneficial in the interpretation of the coherence estimates in Section 2.6.

2.4.1 Diminishing Raypaths With Distance

Figure 2.1 (a) shows a smoothed 2D histogram of the station pairs density along distance and azimuth range for the entire SCSN. The SE-NW bias of the inter-station azimuths (arising due to the layout of the stations along the Bight) is evident from the higher density of station pairs between 80–140°. The distribution is symmetric, so only 0–180° is shown. The distribution becomes thin beyond about 350 km, occupying progressively fewer azimuths.

It is useful to have a simple rule of thumb for selecting the range in which the ASC is well estimated. This can be derived intuitively for random regional arrays such as the SCSN. Assuming the stations are normally distributed in range in all directions around the mean latitude and longitude (around 34° N, 117° W for the SCSN), then the number of raypaths with distance is Rayleigh distributed. The raypath distribution for the SCSN (solid) is shown in Figure 2.1 (b) and it resembles a Rayleigh distribution with its mode at about 160 km (the deviation is explained by the higher station density in the Los Angeles basin thus having more shorter paths).

From the histograms in Figure 2.1 (a) and (b), it is clear that the ASC generally is better estimated between about 20–380 km (over 10 raypaths/km) and bins outside this range generally provide noisy estimates. Using the ASC estimates outside this range to estimate the true SCF or attenuation might result in biased results.

2.4.2 Uneven Azimuthal Distribution of Raypaths

Figure 2.1 (c)–(f) shows the distribution of the inter-station azimuths (every 15°) at different distance bins (sector plots), and the individual station pairs that belong to the bin. While in principle, equation (2.6) amounts to an azimuthal average across all station pairs, in practice, this average is biased because of the layout of the array (e.g. a NW–SE bias in the SCSN). The potential bias arising from increased number of station pairs along certain azimuths [see the increased density of stations between
Figure 2.1: (a) Smoothed 2D histogram of the inter-station distances and azimuths for stations in the Southern California Seismic Network. (b) Raypath histogram with distance (solid) approximated by a Rayleigh distribution (dashed). (c)–(f) Inter-station azimuthal distribution (sector chart) at different distance bins showing the azimuthal bias at smaller separations and lack of sufficient station pairs at larger separations. The station pairs that are present in each bin is shown by the connected pairs.
90–135° azimuth in Figure 2.1 (a) and also excess paths along 250° in (c) and (e) and along 280–315° in (d) can be reduced by implementing an azimuthal binning.

We bin the station pairs in $D_n$ into $\Delta \theta$ wide azimuth bins, compute the mean in each range bin and then azimuthally average the means, in order to ensure a more equal weighting from all azimuths. The ASC then is given by

$$\tilde{\Gamma}'_n = \Re \left( \frac{1}{\# A_{ln}} \sum_l \Gamma(r_{ij}, \zeta_{ij}), (i,j) \right) \forall \in A_{ln}$$

(2.13)

where $A_{ln} = \{(i,j) | \theta_l \leq \zeta_{ij} < \theta_{l+1}, (i,j) \in D_n\}$ is the set of station pairs that are in the $n$th distance bin and $l$th azimuth bin $\theta_l$, and $\#$ denotes cardinality of the set (empty sets are not considered). The ASC $\tilde{\Gamma}'$ is estimated by substituting $\tilde{\Gamma}(r_{ij}, \zeta_{ij}) = \tilde{\Sigma}_{ij}'$ in (2.13).

Equations (2.6) and (2.13) are identical when each azimuth has the same number of inter-station pairs. However, a drawback of (2.13) is that it ignores the variances at different azimuths [as does (2.6)], since the noise distribution and the anisotropy in the region are unknown. In other words, it weights azimuth bins with just a single path (poorly estimated) the same as bins with a large number of raypaths (well estimate) [e.g., see azimuthal distribution of raypaths for 300-301 km in Figure 2.1 (e)].

### 2.4.3 Interference Due to Frequency Averaging

It is common in signal processing to average neighboring frequency bins to get a robust estimate of the frequency content in the bin centered at $f_c$, at the expense of an increased bandwidth. Since each frequency bin is associated with a different wavenumber ($k = 2\pi f s$), such an averaging will introduce attenuation-like effects in the coherence due to wavenumber interference.

For example, consider isotropic surface noise with a white power spectrum in a lossless medium. Using a sampling frequency of 1 Hz and an FFT length of 2048 points, the bin width is $\Delta f \approx 0.48$ mHz. Thus, averaging 10 bins centered at $f_c \approx 0.14$ Hz gives an effective bandwidth of $\approx 4.8$ mHz. As a result of this averaging, the SCF then is an average of the SCF at each individual bin.

Figure 2.2 (a) shows the individual SCFs for different frequency bins that were averaged. At greater separation distances, the coherences are sufficiently out of phase from one another to introduce interference effects. As seen in Figure 2.2 (b), the result
Figure 2.2: (a) Variation in SCF for a 2D isotropic noise field in a lossless medium within a 4.8 mHz bandwidth centered at 0.14 Hz (10 frequency bins; only every other bin is shown for clarity) (b) Resulting SCF due to frequency averaging (solid), showing apparent attenuation relative to the true SCF at 0.14 Hz (dashed).

of such an average introduces an apparent attenuation (solid) that was not originally present in the true SCF (dashed).

Fitting an $e^{-\alpha r}$ model to the apparent attenuation gives $\alpha \approx 1.9 \times 10^{-3}$ km$^{-1}$, which is similar to previously published values for the attenuation coefficient [43] (values for $\alpha$ from apparent attenuation vary from $1.3 \times 10^{-3}$ km$^{-1}$ at 0.05 Hz to $2.5 \times 10^{-3}$ km$^{-1}$ at 0.2 Hz for the scenario above). Thus it is important to minimize frequency averaging, and if performed, the possibility of apparent attenuation must be taken into consideration.
2.5 The Ambient Seismic Noise Field

Capon and conventional beamformer output is shown at different frequencies and months in Figure 2.3 (the beamforming is performed by discretizing the $\theta-s$ space every $1^\circ$ from $0-360^\circ$ in the azimuth and every $0.0025$ s/km from $0.15-0.4$ s/km slowness). The frequencies and months were chosen to highlight different aspects of the seismic noise field, namely:

1. SF and DF microseism noise that propagates as fundamental mode Rayleigh wave ($R_0$) and appear predominantly from the west [Figure 2.3 (b)–(d), between $0.3-0.33$ s/km slowness] [44].

2. First mode Rayleigh wave ($R_1$), usually seen between $0.12-0.2$ Hz [Figure 2.3 (c) at about $0.23$ s/km slowness; also see section 2.5.1]

3. Body waves from distant storms and $R_0$ (and often $R_1$) at the lower end of the DF microseism band [Figure 2.3 (d) at $<0.1$ s/km slowness] [28]. Also, weak body wave signals in the SF microseism band [Figure 2.3 (b)]

4. Dominant body waves from storms at the higher end of the DF microseism band [Figure 2.3 (i); see also [29]]

These waves are present at predictable times and frequencies, showing that the seismic noise field is composed of much more than just $R_0$. This forms the basis for further discussion in sections 2.6 and 2.7.

2.5.1 Fundamental and Higher Mode Rayleigh Waves

Excitation of Rayleigh waves in a layered, anisotropic medium generates higher modes in addition to the fundamental, with the frequency–phase speed relationship given by the dispersion equation. Barring a few exceptions [24–26, 45], most studies using seismic noise only retrieve the dominant fundamental mode Rayleigh wave. We observe consistent and significant contributions from both the $R_0$ and $R_1$ of the Rayleigh waves in the DF microseism frequency band ($0.12-0.2$ Hz) in addition to P wave microseisms (section 2.5.2).
Figure 2.3: (a) Stations in the Southern California Seismic Network (▲) and key azimuths (dashed) from the center of the array (★). (b)–(d) Capon beamformer outputs for different months and frequencies normalized by the maximum in each panel. The first mode of the surface Rayleigh wave, $R_1$, is seen in the DF microseism band (c). Body waves from distant storms are also seen at slownesses less than 0.1 s/km. (f)–(i) Conventional beamformer outputs for the same month and frequencies as in (b)–(e). The higher mode is not observable due to the lower resolution of the conventional beamformer.
Figure 2.4 shows the Capon beamformer output for all months in 2007 between 0.15–0.4 s/km slowness. The $R_1$ wave is consistently observed at 0.24 s/km slowness, alongside the $R_0$ at 0.32 s/km. The generating regions of $R_1$ are confined to a smaller azimuthal region to the west of the array than $R_0$. They are observed at other azimuths when accompanied by powerful storms such as those in the Labrador Sea and N Atlantic Ocean in the winter months [see 30°–60° in Figure 2.3 (a) and (b)], or hurricanes in the Gulf of Mexico and the Atlantic Ocean [see 60–120° in Figure 2.3 (h)]. $R_1$ especially is illuminated strongly at certain specific azimuths [see azimuths 270° and 315° in (a)–(f), and 250° in (c), (d), (f), (k)].

The phase slownesses of the two modes are estimated and compared against the simulated dispersion curves [46]. A velocity and density profile is obtained at each of the station locations [47] (sampled every 1 km in depth till 60 km) and averaged to obtain a mean velocity model for Southern California [see Figure 2.5 (b) for the resulting model].

The dominant mode in the slownesses of interest is $R_0$, and its phase slowness (averaged over the region of study) can be obtained from the beamformer output by averaging across all azimuths and searching for the maximum in a restricted slowness space (here, 0.2–0.4 s/km) as [48]

$$s^{(R_0)} = \arg\max_s \langle B(\theta, s) \rangle_{\theta}, \quad 0.2 \leq s \leq 0.4, \quad f \in [0.05, 0.2] \quad (2.14)$$

The $R_0$ phase slownesses [medians shown by circles in Figure 2.5 (c)] are very consistent across different months.

Since $R_1$ is present only in the 0.12–0.2 Hz band, it can be estimated as in (2.14) but by further restricting the slowness space to exclude the fundamental mode:

$$s^{(R_1)} = \arg\max_s \langle B(\theta, s) \rangle_{\theta}, \quad 0.2 \leq s \leq s_{\text{max}}, \quad f \in [0.12, 0.2] \quad (2.15)$$

where $s_{\text{max}}$ is either a sufficiently large value (here, 0.27 s/km) or a frequency dependent value such as $s_{\text{max}} = f/3 + 3/14$ (based on the simulated dispersion curve). Both approaches give identical results (squares in Figure 2.5).

The estimated slownesses for both modes agree very well with the predictions. The dispersion of the fundamental and higher modes can be used to estimate the shear wave velocity with depth for the region.
Figure 2.4: Capon beamformer outputs at 0.15 Hz between 0.15–0.4 s/km slowness for all months in 2007 (each subplot is normalized by its maximum). The first mode $R_1$ of the Rayleigh wave is observed throughout the year, primarily to the west of the array. $R_1$ also is observed at other azimuths when accompanied by a storm or hurricane activity [between 30–60° in (a) and (b) from storms in the Labrador Sea and the N Atlantic; between 60–120° in (h) from Atlantic hurricanes].
Figure 2.5: Density (a) and compressional and shear velocity (b) profiles for Southern California obtained by averaging the respective quantities at all station locations. (c) Average slowness estimates for $R_0$ (●), $R_1$ (■) and their corresponding theoretical curves obtained using the model in (b).
2.5.2 Body Waves from Distant Storms

Propagating energy at low slownesses (below 0.1 s/km), corresponding to body waves, have been known to originate from deep water storms [24, 27, 29]. The body wave energy is strongest above 0.16 Hz [28], but it is seen throughout the DF microseism band [29], and there even have been observations of P waves in the SF microseism band [49], and also is seen in Figure 2.3 (b) below 0.1 s/km.

The body wave arrivals seen in Figure 2.3 (d) and (e) are backprojected assuming a grid of sources and travel time tables [50] corresponding to an assumed propagation path (P, PP, etc.) [29]. The high energy regions in the backprojected maps in Figure 2.6 (P, PP and PKPbc) correspond well with the respective hindcasts. Specifically, note the absence of strong P waves from an 8.0 Mw earthquake in Peru (15 August 2007) in Figure 2.6 (b) and (c) which was removed in the outlier rejection (section 2.3.1), indicating that the energy observed is mostly from storms in the Southern Ocean.

In February, the body waves in the 0.17–0.2 Hz band primarily are from storms in the NW Pacific [Figure 2.6 (d)–(f)] and the P waves from the Atlantic storms seen in the hindcasts are observed at lower frequencies (0.16–0.18 Hz). The storms from the Southern Ocean are observed throughout the frequency band of interest.

2.6 Model for the SCF

As in section 2.5 shows, the ambient seismic noise field in southern California contains (in the microseism band) \( R_0 \) and \( R_1 \) Rayleigh waves (at DF microseism frequencies), and body waves from distant storms. It stands to reason that the estimated ASC will be influenced by these waves, possibly in undesirable ways, and thus must be taken into consideration.

The ASC \( \Gamma \) is obtained as in (2.13) with \( \Delta_d = 1 \) km and \( \Delta_\theta = 15^\circ \). To avoid insufficient averaging in each bin, we compute the ASC only for those distance bins that have at least 10 station pairs (i.e., \( \# \mathcal{D}_n \geq 10 \)). For the entire SCSN, this covers the distance bins between approximately 20–380 km and changes depending on the number of stations actually used (see section 2.4). In this section, we explore the spectral (spatial) contents of the observed ASC and show how the phase cancellation effects
Figure 2.6: Mean ocean wave height for August 2007 (a) and body wave backprojections for the P, PP and PKPbc phases at 0.13 Hz (b) and (c). (d)–(f) same as in (a)–(c), at 0.2 Hz in February. The body wave signals primarily are from storms in the N Pacific and NW Atlantic.
from multiple waves modifies the ASC to be different from the simple order Bessel model.

### 2.6.1 Spectral Decomposition of the ASC Using the Hankel Transform

Hankel transforms (HT) or Fourier–Bessel transforms are integral transforms where the kernel is a Bessel function. The HT of order zero \( \mathcal{H}_0 \) of a function \( h(x) \), \( x > 0 \) is given by

\[
\mathcal{H}_0(k) = \int_0^\infty h(x)xJ_0(kx)\,dx
\]  
(2.16)

and the inverse transform is

\[
h(x) = \int_0^\infty \mathcal{H}_0(k)kJ_0(kx)\,dk
\]  
(2.17)

where \( k = 2\pi f s \) is the spatial frequency (or wavenumber). Since the ASC from Rayleigh waves is approximately azimuthally isotropic due to the averaging in (2.13), the HT is a natural choice to decompose the ASC. The HT is related to the \( f-k \) transform or 2D Fourier transforms that often are used in seismology, and efficient numerical algorithms exist [51] to compute the discrete HT from the observed data.

Figure 2.7 shows the HT (circles) for the ASC at different frequencies and months and the HT for the theoretical isotropic noise SCF (using the estimated slowness for \( R_0 \) in section 2.5.1) also is overlaid (see circles in Figure 2.8 for the respective ASCs). The spectrum of the ASC at 0.07 Hz [Figure 2.7 (a)] closely resembles that of the theoretical SCF, whereas the ASCs in the DF microseism band show the presence of \( R_1 \) and body waves in addition to \( R_0 \) [Figure 2.7 (b)–(d)]. \( R_1 \) generally is weaker at the lower end of the DF band [Figure 2.7 (c)] than the upper end [Figure 2.7 (d)]. The peak at about 0.2 s/km slowness in Figure 2.7 (b) possibly is due to a second mode Rayleigh wave [see at azimuths 30° and 210° in Figure 2.4 (j)]. Body waves are seen at slownesses below 0.1 s/km [see “P/PP” and “PKP” in Figure 2.7 (b)–(d)].

The presence of multiple propagation paths at each frequency (even without considering the effects of scattering), suggests that the underlying SCF might be better modeled as a superposition of 2D surface (including higher modes) and 3D body waves.
Figure 2.7: HT of the ASC (gray line, circles) showing the contributions from different waves to the spatial spectrum. The HT of $\mathcal{R}_0$ is also shown (black) for comparison. $\mathcal{R}_1$ is seen in the DF microseism band (b)–(d), weaker at the lower end of the band (c) and stronger at the upper end (d). P and PP phases between 0.04–0.1 s/km (b)–(d) and PKP phase between 0.02–0.04 s/km (d).

of different slownesses, rather than only the fundamental mode Rayleigh wave. In other words, the model SCF $\Gamma_{\text{model}}(r)$ is

$$\Gamma_{\text{model}}(r) = \sum_{m \in \mathcal{R}} q_m J_0(2\pi f_{s(m)} r) + \sum_{p \in \mathcal{P}} q_p \text{sinc}(2\pi f_{s(p)} r)$$ \hspace{1cm} (2.18)

where the $q_{(\cdot)}$ indicates the relative contribution of the component to the SCF, $\mathcal{R}$ denotes the different Rayleigh wave modes (here, $\mathcal{R}_0$ and $\mathcal{R}_1$) and $\mathcal{P}$ denotes the different body wave phases.

### 2.6.2 Multipath Effects on the ASC

Using the estimates $\tilde{s}^{(\mathcal{R}_0)}$ in (2.14) and $\tilde{s}^{(\mathcal{R}_1)}$ in (2.15), we estimate the $q$’s and $s^{(p)}$’s in (2.18) from the ASC by the following minimization:

$$\arg\min_{q_{\mathcal{R}_0}, q_{\mathcal{R}_1}, q_{\mathcal{P}}, q_{\mathcal{P}_1}, q_{\mathcal{P}_2}, s^{(\mathcal{P}_1)}, s^{(\mathcal{P}_2)}} \left\| \tilde{\Gamma}' - \sum_{m \in \mathcal{R}_0, \mathcal{R}_1} q_m J_0(2\pi f_{s^{(m)} d_n}) - \sum_{p \in \mathcal{P}_1, \mathcal{P}_2} q_p \text{sinc}(2\pi f_{s^{(p)} d_n}) \right\|_1$$
where \( s^{(P)} \) is constrained to be between 0 and 0.1 s/km, and the \( \ell_1 \) norm is used to reduce the impact of outliers in the data. The best fit SCF \( \tilde{f}_{\text{true}} \) then is obtained by substituting the estimated quantities in (2.18). We only search for at most two body wave phases (any of P, PP or PKP) since there are usually around 1–2 distinct peaks (with a large spread) in the DF microseism band. The number of \( P \) components can be increased appropriately based on the number of peaks below 0.1 s/km in the corresponding HT.

The best fit SCF thus obtained are shown in Figure 2.8 (thick solid lines; circles with thin lines are the observed ASC) for the same frequencies and months considered in Figure 2.7. The multi-component SCF model in (2.18) captures closely the weak “beating” effects in the ASC [clearly seen in Figure 2.8 (c)] arising due to the interference between the different wavenumbers corresponding to different propagation paths (\( R_0 \) and \( R_1 \) have the same raypath but propagate at different wavespeeds). While for most purposes a simple \( R_0 \) only model might suffice, the results here show that even modest contributions from additional wavenumbers can cause phase cancellation effects, which could influence the estimation of the attenuation.

The contribution from the body waves is shown by the dashed lines which captures the long wavelength fluctuations of the ASC [Figure 2.8 (c)]. The impact of P-wave microseisms is more pronounced on the ASC at higher frequencies, especially in the Winter months (Dec–Feb), when the body waves primarily originate from large storms in the west Pacific and north Atlantic. The resulting ASC [Figure 2.8 (d)] is more sinc-like, than a Bessel (from the estimated \( q_s \), 67% of the SCF is due to body waves).

### 2.6.3 Composition of the SCF

The composition of the multi-component SCF also varies with season and frequency. From the estimated \( q \)'s, we compute the percentages of \( R_1, R_2 \) and \( P \) (combined) and the relationship between the them is studied via a simplex plot (or ternary plot) in Figure 2.9. The plot represents the contributions as observed by the SCSN array using (2.18) for noise in the S California region, and will be different for a different array and region. For any point in the simplex plot, the corresponding contribution
Figure 2.8: Observed ASC (circles, thin gray lines) for different months and frequencies, and the best-fit SCF (solid, black) obtained from (2.19). The fit was computed only between 20–380 km (shaded region) due to insufficient raypaths at shorter and longer distances (see section 2.4). The contribution of the P waves to the SCF is shown by dashed lines. In (d), the SCF primarily is due to P waves, and the fast decay of the coherence could be misinterpreted as being due to attenuation.
Figure 2.9: Simplex plot showing the relative contributions of $R_0$, $R_1$ and $P$ waves to the SCF in the SF microseism band (a) and DF microseism band (b). The values for each component (vertex) at a given point is read from the scale on the corresponding side. In the SF band (a), $R_1$ is not observed and the SCF is dominated by $R_0$ with small contributions from $P$ waves. Between 0.12–0.2 Hz [DF band, (b)], the SCF is composed of the $R_0$, $R_1$ and $P$ waves ($P$, $PP$ and $PKPbc$ phases are seen with smaller contributions from other phases). Lower frequencies (smaller circles) have a larger $R_0$ component in the SCF compared to the higher frequencies. During the winter months (Dec–Feb), the higher frequencies (larger circles) have a larger $P$ component than $R_1$.

from the three components (vertices) is read from the scale on the corresponding side (using guidelines directly opposite the vertex).

In the SF microseism band, $R_1$ is not observed and the SCF is dominated by $R_0$ [see cluster at the $R_0$ vertex in Figure 2.9 (a)] throughout the year. Modest contributions from body waves are occasionally observed [such as the signals under 0.1 s/km slowness in Figure 2.3 (b)] and these are likely due to $P$ waves generated when distant storms make landfall [29].

In comparison, the contributions are more spread out in the DF band [Figure 2.9 (b)]. At the lower end of the frequency band (smaller circles), the SCF still is predominantly due to Rayleigh waves but shows increasing $R_1$ contribution with frequency (larger circles towards the $R_1$ vertex). At the higher end, much of the contribution to the SCF comes from body waves (see larger circles towards the $P$ vertex). Still, at most months and frequencies, at least 75% of the SCF is due to $R_0$ (most circles fall within the bottom 25% of the triangle, corresponding to $> 75\% R_0$).
The colors of the circles also show a seasonal dependence in the relative contributions. During the northern hemisphere Winter (red, blue and purple shades corresponding to Dec–Mar), contribution from body waves is higher at the higher frequencies (large circles close to $P$) compared to the rest of the year (green and yellow shades). More generally at most frequencies the blue/red shade circles are closer to $P$ than $R_0$. At no time or frequency does $R_1$ exceed $R_0$, which just reflects the fact that $R_0$ is the dominant mode.

2.7 Discussion

As discussed in Section 2.4 several extrinsic factors influence the coherence estimate, and the presence of multiple seismic waves (Section 2.5) significantly alters the shape of the SCF (Section 2.6). Although we have minimized the influence of these factors in the processing and explicitly accounted for multiple seismic waves in this article, interpreting the ASC and information derived from it (such as attenuation) also depends on the inhomogeneity of the medium.

2.7.1 Effect of Velocity Inhomogeneity

Although it is well accepted that azimuthal averaging helps improve the distribution of noise sources (brings it closer to isotropic), its role in mitigating the focusing and defocusing effects of velocity inhomogeneity is not fully understood. The station pairs at a particular distance bin also span regions with different velocities. For instance, in the 200–201 km bin [map in Figure 2.1 (d)], nearly half the station pairs fall in the Los Angeles basin area which has higher attenuation and lower velocity than the rest but the estimate of the coherence for that bin includes contributions from both regions [similarly for the 300–301 km bin in Figure 2.1 (e)]. As the distance increases, the number of available station-pairs decreases as well as being predominantly in low attenuation, high velocity regions (even rays crossing through the Los Angeles basin spend only a fraction of the total distance in the basin).

By averaging over a wide region, it is likely that the ASC contains local interference effects (i.e., at certain distance bins) from multiple wavenumbers arising from
inhomogenities. This is evident in Figure 2.8 (a), where the ASC estimates beyond 350 km are progressively shifted slightly to the right (in addition to being noisy, as explained in section 2.4) of the best-fit SCM (which fits the 20–300 km range very well). A shift to the right corresponds to a higher velocity and is due to most of the paths being in a higher velocity region. In regions with high velocity variation, averaging the coherence across different phase slownesses might introduce phase cancellations, which can have the same effect as attenuation (see section 2.6.2).

2.7.2 Challenges in Estimating the Attenuation Coefficient

Theoretical results do not consider the case when the SCF is composed of contributions from different seismic waves (distinct wavenumbers at each frequency). Each wave possibly decays with a different attenuation factor and have different geometric spreading losses, depending on its propagation path. In addition, as shown in section 2.6.2, the interference and phase cancellations from interacting wavenumbers also could have attenuation-like effects. These uncertainties, combined with the effect of scattering which has hitherto been ignored, make estimating attenuation from coherence challenging.

For the ASCs obtained in section 2.6 from (2.13), Figure 2.10 shows the logarithm of the envelopes of the ASC (circles, thin gray lines; computed using the Hilbert transform and smoothed over half a $R_0$ wavelength) and of the best-fit SCFs (solid). While the ASC shows some signs of attenuation [e.g., see Figure 2.10 (c) beyond 250 km], the exact relationship governing the attenuation is not immediately apparent. For instance, the estimated true SCF has comparable amplitudes similar to the ASC at different, well-separated ranges [compare the ASC (circles) and estimated SCF (solid) at 30–80, 150–220, 310–350 km in Figure 2.10 (b) and 30–70, 120–220 km in (c)], and generally a higher amplitude at ranges in between these [sometimes lower, e.g. at 230 and 450 km in Figure 2.10 (b)].

This could be due to the effects of focusing and defocusing, which was assumed to be negligible due to the distance and azimuth averaging of the ASC, and due to the interference between the different waves (similar patterns in the ASC are also observed in Figure 6 of [15]). However, it is clear that by not accounting for the multiple waves,
one might miss the overall trend of the coherence and interpret increases in coherence at farther distances to be just noise. As a result, a simple exponential decay model (dot-dashed, computed using an SCF with only $R_0$) tends to over estimate the attenuation. Retrieving meaningful estimates of the attenuation coefficient from the ASC would require careful disentangling of the effects of medium anisotropy.

### 2.8 Conclusions

Our analysis of seismic noise using the Southern California Seismic Network (SCSN) shows a clear presence of fundamental and first mode surface Rayleigh waves and body waves in the microseism band (0.05–0.2 Hz). The higher mode Rayleigh waves are persistent and seen throughout the year primarily from the west. The dispersion curves are estimated for both the modes and they closely resemble the predicted dispersion using velocity models for southern California. These curves will be useful in studying subsurface layering, especially in inversions for shear wave velocities.

Additional factors such as the array geometry and velocity anisotropy affect
the coherence estimates. For random regional arrays such as the SCSN, the number of raypaths with distance is approximately Rayleigh distributed, which gives a rule of thumb for the distances at which there are sufficient raypaths. Within this range, the coherence from data generally is well estimated (approximately 20–380 km for the SCSN) and is noisy elsewhere.

By modeling the underlying spatial coherence function (SCF) as a linear combination of the above wave types (with the ratios estimated from data), we show that it describes the observed coherence better than a simple zeroth order Bessel function model which corresponds to only the fundamental mode. The interactions between the wave types in the SCF leads to beating and phase cancellation effects which could be interpreted as being due to attenuation or the focusing and defocusing effects of velocity anisotropy.
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The asymptotic eigenvalues are derived for the true noise covariance matrix (CM) and the noise sample covariance matrix (SCM) for a line array with equidistant sensors in an isotropic noise field. In this case, the CM in the frequency domain is a symmetric Toeplitz sinc matrix which has at most two distinct eigenvalues in the asymptotic limit of an infinite number of sensors. Interestingly, for line arrays with inter-element spacing less than half a wavelength, the CM turns out to be rank deficient. The asymptotic eigenvalue density of the SCM is derived using random matrix theory (RMT) for all ratios of the inter-element spacing to the wavelength. When the CM has two distinct eigenvalues, the eigenvalue density of the SCM separates into two distinct lobes as the number of snapshots is increased. These lobes are centered at the two distinct eigenvalues of the CM. The asymptotic results agree well with analytic solutions and simulations for arrays with a small number of sensors.

### 3.1 Introduction

Over the past decade, it has been shown that cross-correlations of a diffuse field between a pair of receivers yields the Green’s function between them [1,2]. Since
ambient noise is ubiquitous, the immense potential of this technique to image remote areas of the ocean and the interior of the earth using arrays of sensors and naturally occurring noise has made it a rich area of current research in seismology [3, 4] and ocean acoustics [5, 6], and structural engineering [7] among others. The use of many receivers and the random nature of the ambient noise field provides a good setting for the application of random matrix theory (RMT) [8, 9]. Here, we study the eigenvalues of noise covariance matrices from an array of sensors.

In array processing problems, the noise field often is assumed to be \textit{isotropic}, i.e., it consists of random waves propagating towards the array from all directions. The spatial coherence function $\Gamma$ of the noise recorded on two sensors in a 3-D isotropic noise field is [10]

\begin{equation}
\Gamma = \text{sinc}(2\beta)
\end{equation}

where $\text{sinc}(x) = \sin(\pi x)/(\pi x)$ and $\beta$ is the ratio of the spacing between the sensors to the wavelength under consideration ($\beta = f\Delta x/c$, where $f$ is the frequency, $\Delta x$ is the spacing between the sensors, and $c$ is the speed of wave propagation in the medium). For a linear array of $N$ equidistant sensors, the elements of the covariance matrix $\Sigma$ (CM) of the noise field (normalized to unit power on each sensor) are given by

\begin{equation}
\Sigma_{ij} = \text{sinc}(2\beta|i - j|),
\end{equation}

which is a symmetric Toeplitz matrix. Thus, the spatial correlations are only dependent on $\beta$ and the separation $|i - j|$.

With real noise data, the sample covariance matrix (SCM) $\hat{\Sigma}$ is estimated from $M$ i.i.d. observations of the array snapshot vector (i.e., the Fourier coefficients of the observation vector at a particular frequency) $\psi_m$, $m = \{1, \ldots, M\}$ as

\begin{equation}
\hat{\Sigma} = \frac{1}{M} \sum_{m=1}^{M} \psi_m \psi_H^m.
\end{equation}

The eigenvalues of the SCM deviate from the true CM and the density of these eigenvalues,

\begin{equation}
\hat{p}(\lambda) = \frac{1}{N} \sum_{n=1}^{N} \delta(\lambda - \lambda_n)
\end{equation}
where $\lambda_n$ are the eigenvalues of $\Sigma$, are typically studied using random matrix theory (RMT), in the asymptotic limit as the array dimension and the observation dimension both grow large proportionately, i.e., $N,M \to \infty$, $N/M = \nu$, the ratio of the number of array elements to the number of snapshots. RMT also has applications in a wide variety of fields such as signal detection [11], communication via antennas [12], information theory and wireless networks [13], elastodynamics [14] and wave propagation and scattering in random media [15–17].

Prior work involving RMT and eigenvalue densities relevant to this article include [18, 19]. While [18] deals with estimating the true eigenvalues of the CM from the observed SCM for a few distinct sources, we focus on the asymptotic eigenvalue density of the SCM for a noise only model (i.e., no sources). Knowledge of these densities could be used in monitoring environments, i.e., a change in the density could be interpreted as a change in the environmental conditions. The results also could be used in conjunction with [19] to identify eigenvalues corresponding to strong interferers in the environment (e.g., ships in ocean acoustics and earthquakes in seismology). In Section 3.3.2, it is shown that the SCM for isotropic noise fields is rank deficient even when the number of snapshots is more than the number of array elements (i.e., $\nu \leq 1$). This result is certainly important to consider in applications which require the inverse of the SCM, such as adaptive beamforming.

The rest of the paper is organized as follows. A statistical model for the SCM is chosen in Section 3.1.1, followed by a recap of known results for an uncorrelated noise SCM. Section 3.1.3 discusses preliminary details that aid in the derivation of the eigenvalues in Section 3.2. In Section 3.3, the asymptotic eigenvalue density of the SCM is derived using Stieltjes transforms and studied in detail for all values of $\beta$. The asymptotic results are compared with analytical results for finite $N$ in Section 3.4 and using simulations for practical values of $N$ in Section 3.5, followed by conclusions in Section 3.6.

### 3.1.1 Statistical Model for the SCM

The noise snapshot vector is modeled as a stationary, zero-mean, complex Gaussian stochastic process with covariance $\Sigma$, i.e., $\psi_m \sim \mathcal{CN}(0, \Sigma)$. Realizations of
the noise SCM then can be generated from the true CM $\Sigma$ as [18]

$$\tilde{\Sigma} = \frac{1}{M} \Sigma^{1/2} X \left( \Sigma^{1/2} X^H \right)^H,$$

(3.5)

where $X$ is an $N \times M$ random matrix belonging to the Gaussian unitary ensemble (GUE)\(^1\) whose entries are zero-mean complex Gaussian random variables drawn from $\mathcal{CN}(0,1)$, and $\Sigma^{1/2}$ is a non-negative definite square root of the true CM, $\Sigma$.

Here we restrict our focus to $\nu \leq 1$, i.e., there are at least as many snapshots as the number of array elements, because the stationarity of the environment over reasonable intervals allows for sufficient averaging (i.e., snapshot starved scenarios are not considered).

### 3.1.2 Uncorrelated Noise at $\beta = 1/2$

At $\beta = 1/2$ (half-wavelength spacing) the off-diagonal terms in (3.2) are zero and $\Sigma = I$. In other words, the noise is spatially uncorrelated from sensor to sensor.

The eigenvalue density of the SCM in this case, in the limit $N, M \to \infty$ and $N/M = \nu$, is given by the Marčenko–Pastur (MP) density [20],

$$\tilde{p}_{MP}(\lambda) = \begin{cases} \frac{\sqrt{(l_+ - \lambda)(\lambda - l_-)}}{2\pi \nu \lambda} & L < \lambda < l_+ \\ 0 & \text{otherwise} \end{cases}$$

(3.6)

where $L = (1 - \sqrt{\nu})^2$ and $l_+ = (1 + \sqrt{\nu})^2$ are the upper and lower limits of the “spreading” of the eigenvalues of the SCM around the true eigenvalue which is 1.

This holds true for multiples of the half wavelength spacing i.e., $\beta = q/2$, $q \in \mathbb{N}$ and for all other values of $\beta$, the noise is correlated and the densities of the SCM will deviate from the simple MP density.

### 3.1.3 Preliminaries

Symmetric sinc Toeplitz matrices (henceforth referred to as sinc matrices) also arise in solutions to certain differential equations [21], covariance matrix tapering [22, 23], etc. In general, the eigenvalues of an infinite dimensional Toeplitz

\(^1\)The distribution of the elements in a GUE random matrix is invariant to transformations by a unitary matrix.
Figure 3.1: Schematic showing the sinc function and its Fourier transform when $\beta$ is (a,b) less than the Nyquist frequency (c,d) at the Nyquist frequency, i.e. $\beta = 1/2$ and (e,f) greater than the Nyquist frequency.
matrix constructed from absolutely summable sequences with an absolutely summable Fourier series (called Wiener class Toeplitz matrices) are related to the Fourier series of the sequence [24, 25]. Although the underlying sinc sequence in $\Sigma$ is not absolutely summable, this result still holds, as shown in Section 3.2.

The relation between the Fourier transform of the sinc function and the eigenvalues of the sinc matrix has been shown previously [26, 27]. The eigenvalues of the finite dimensional sinc matrix also were studied in detail in the context of discrete prolate spheroidal wave functions [21,27] for $\beta \leq 1/2$ and for block Toeplitz sinc matrices in the context of asynchronous CDMA systems [28]. In Section 3.2, we consider the asymptotic eigenvalues of the true CM $\Sigma$ for all $\beta \in (0, \infty)$, as the array dimension $N \to \infty$.

A key to understanding the asymptotic behavior of the eigenvalues is the behavior of the Fourier transform of the sampled sinc function when it is oversampled or undersampled (see Fig. 3.1). Consider the infinite sequence $\text{sinc}(2\beta n)$ where $n \in \mathbb{Z}$, i.e., a sampling interval of $\Delta x$ corresponding to the inter-element spacing of the line array. The Fourier transform of the continuous sinc function is a rectangular function of bandwidth $2\beta$ (highest frequency $\beta$). In order to avoid aliasing in the Fourier transform of the sampled sinc, we need $2\beta \leq 1$, or $\beta \leq 1/2$. At the Nyquist sampling $\beta = 1/2$ (and at multiples of $1/2$), the sinc is sampled at only its peak and zeros, and corresponds to a unit sample. As a result, the Fourier transform is 1 [see Fig. 3.1(c,d)]. When $\beta < 1/2$, it is oversampled and the Fourier transform is zero outside the bandwidth of the sinc [see Fig. 3.1(a,b)]. When $\beta > 1/2$, the sinc function is undersampled and this introduces aliasing in the Fourier space [see Fig. 3.1(e,f)]. These behaviors of the Fourier transform are reflected in the eigenvalues of the CM.

### 3.1.4 Notations

Throughout this paper, matrices are represented by bold, uppercase symbols and vectors by bold, lowercase symbols. With the exception of $\nu$, quantities pertaining to the SCM are denoted with a carat, $. In order to compare infinite dimensional
matrices, a normalized rank is defined as

$$\mathcal{R}(\cdot) = \lim_{N \to \infty} \frac{\text{rank}(\cdot)}{N}$$

(3.7)

For convenience, $N$ is implicitly assumed even in Section 3.2.1, although the same can be done for odd $N$ (asymptotic result remains unchanged).

### 3.2 Asymptotic Eigenvalues of the Noise CM

#### 3.2.1 Derivation of the Eigenvalues

Let $f_n = \text{sinc}(2\beta n)$, $n \in \mathbb{Z}$ be an even sequence that is absolutely square summable, with a Fourier transform

$$\varphi(\kappa) = \sum_{n=\infty}^{\infty} f_n e^{-i2\pi \kappa n}$$

(3.8)

where $\kappa$ is the spatial frequency.

**Proposition 3.1** (Asymptotic eigenvalues of the sinc matrix $\Sigma$). *Defining $\lambda_k$ and $u_k$ as

$$\lambda_k = \sum_{n=-N/2}^{N/2-1} f_n e^{-i2\pi nk/N}$$

(3.9)

and

$$u_k = \frac{1}{\sqrt{N}} \left[1, e^{-i2\pi k/N}, \ldots, e^{-i2\pi k(N-1)/N}\right]^T$$

(3.10)

where $k \in \{-N/2, \ldots, N/2 - 1\}$ is the equivalent of a discrete Fourier transform spatial frequency bin, then as $N \to \infty$, $\lambda_k$ and $u_k$ are the eigenvalues and eigenvectors of $\Sigma$.*

**Proof.** If $\lambda_k$ and $u_k$ are the eigenvalues and eigenvectors of $\Sigma$, then the equation

$$\Sigma u_k = \lambda_k u_k$$

(3.11)

must hold as $N \to \infty$. Writing $\Sigma$ as

$$\Sigma = \begin{bmatrix}
    f_0 & f_1 & \cdots & f_{N-1} \\
    f_{-1} & f_0 & \cdots & f_{N-2} \\
    \vdots & \vdots & \ddots & \vdots \\
    f_{-N+1} & f_{-N+2} & \cdots & f_0
\end{bmatrix}$$

(3.12)
the $j$th element ($j = 1, \ldots, N$) of the vector $\Sigma u_k$ is

$$ [\Sigma u_k]_j = \frac{1}{\sqrt{N}} \sum_{n=1-j}^{N-j} f_n e^{-i2\pi k(n+j-1)/N} $$

$$ = \frac{1}{\sqrt{N}} \sum_{n=1-j}^{N-j} \alpha_{jkn}, \quad (3.13) $$

where $\alpha_{jkn} = f_n e^{-i2\pi k(n+j-1)/N}$ is introduced as a shorthand notation. Similarly, the $j$th element of the vector $\lambda_k u_k$ is

$$ [\lambda_k u_k]_j = \frac{1}{\sqrt{N}} \sum_{n=-N/2}^{N/2-1} \alpha_{jkn} \quad (3.14) $$

Subtracting (3.13) from (3.14):

$$ [\Sigma u_k - \lambda_k u_k]_j = \frac{1}{\sqrt{N}} \left\{ \begin{array}{ll}
-j & \sum_{n=-N/2}^{N/2-1} \alpha_{jkn} + \sum_{n=N/2}^{N-j} \alpha_{jkn} \quad j \leq N/2 \\
-j & \sum_{n=1-j}^{N-j} \alpha_{jkn} - \sum_{n=N-j+1}^{N/2-1} \alpha_{jkn} \quad j > N/2 
\end{array} \right. \quad (3.15) $$

Using the triangle inequality and reverting to the original notation, (3.15) results in

$$ \left| [\Sigma u_k - \lambda_k u_k]_j \right|^2 \leq \frac{1}{N} \left\{ \begin{array}{ll}
-j & \sum_{n=-N/2}^{N/2-1} |f_n|^2 + \sum_{n=N/2}^{N-j} |f_n|^2 \quad j \leq N/2 \\
-j & \sum_{n=1-j}^{N-j} |f_n|^2 - \sum_{n=N-j+1}^{N/2-1} |f_n|^2 \quad j > N/2 
\end{array} \right. \quad (3.16) $$

Taking the norm of the entire vector, and combining the terms in the first and last components, the terms in the second and penultimate components and so forth, we get

$$ \| \Sigma u_k - \lambda_k u_k \|_2^2 \leq \frac{1}{N} \sum_{j=1}^{N/2} \left( \sum_{n=-N+j}^{-j} |f_n|^2 + \sum_{n=j}^{N-1} |f_n|^2 \right) $$

$$ \leq \frac{2}{N} \sum_{j=1}^{N/2} \sum_{n=j}^{N-j} |f_n|^2 = \frac{2}{N} \sum_{j=1}^{N/2} \sum_{n=j}^{N-j} \text{sinc}^2(2\beta n) $$

$$ \leq \frac{1}{2\beta^2 N} \sum_{j=1}^{N/2} \sum_{n=j}^{\infty} \frac{1}{n^2} \quad (3.17) $$
Since the functions $1/x^2$ (and $1/x$) are strictly convex on $(0, \infty)$, the RHS of (3.17) can be simplified as:

$$
\sum_{j=1}^{N/2} \sum_{n=j}^{\infty} \frac{1}{n^2} < \sum_{j=1}^{N/2} \int_{j-1/2}^{\infty} \frac{dx}{x^2} < \sum_{j=1}^{N/2} \frac{1}{j-1/2} < \int_{1/2+\epsilon}^{N/2+1/2} \frac{dy}{y-1/2} = \ln \left( \frac{N}{2\epsilon} \right)
$$

(3.18)

From (3.17) and (3.18), $\exists \epsilon > 0$ independent of $N$, such that $\ln(\frac{N}{2\epsilon})/(2\beta^2 N)$ goes to zero independent of $k$ as $N \to \infty$. Hence,

$$
\|\Sigma u_k - \lambda_k u_k\|_2 \to 0 \text{ as } N \to \infty \forall k
$$

(3.19)

or $\lambda_k$ and $u_k$ are the eigenvalues and eigenvectors of $\Sigma$ respectively. $\square$

When $N \to \infty$, from (3.9) and (3.8), $\lambda_k = \varphi(k/N)$ i.e., $\varphi(\kappa)$ sampled uniformly at $N$ points in $[-1/2, 1/2)$. As illustrated in Fig. 3.1, $\varphi(\kappa)$ only takes on one or two distinct values. Thus, the eigenvalue density $p(\lambda)$ of $\Sigma$ can be written succinctly as

$$
p(\lambda) = \xi_1 \delta(\lambda - \Lambda_1) + \xi_2 \delta(\lambda - \Lambda_2),
$$

(3.20)

where $\Lambda_{1,2}$ are the two distinct eigenvalues and $\xi_{1,2}$ are their multiplicity ratios defined as follows:

1. For $\beta < 1/2$ (oversampling)

$$
\varphi(\kappa) = \frac{1}{2\beta} \operatorname{rect} \left( \frac{\kappa}{2\beta} \right),
$$

(3.21)

where $\operatorname{rect}(x) = 1 \forall |x| \leq 1/2$ and 0 elsewhere. Hence, the two distinct values of $\lambda_k$ are

$$
\Lambda_1 = \frac{1}{2\beta} \text{ and } \Lambda_2 = 0
$$

(3.22)

and the multiplicity ratios are related to the bandwidth as

$$
\xi_1 = 2\beta \text{ and } \xi_2 = 1 - 2\beta.
$$

(3.23)

In this case, $\Sigma$ is rank deficient due to the zero eigenvalues.

2. For $\beta = 1/2$ (Nyquist sampling) and multiples thereof, $\Lambda_1 = \Lambda_2 = 1$ and $\Sigma = I$. 

3. For $\beta > 1/2$ (undersampling) and not a multiple of $1/2$, aliasing is introduced due to the folding of the eigenvalue spectrum onto itself [see Fig. 3.2(b)]. As a result, both $\Lambda_1$ and $\Lambda_2$ are non-zero when $\beta > 1/2$ and $\beta \neq q/2$, $q \in \mathbb{N}$, resulting in $\Sigma$ being full rank. $\Lambda_{1,2}$ then can be written as

$$\Lambda_1 = \frac{q + 1}{2\beta} \text{ and } \Lambda_2 = \frac{q}{2\beta},$$

with $q$ such that $q < 2\beta \leq q + 1$. The term $q/(2\beta)$ accounts for the folding of the spectrum. Similarly, the multiplicity ratios are given by

$$\xi_1 = 2\beta - q \text{ and } \xi_2 = q + 1 - 2\beta.$$  \hspace{1cm} (3.25)

### 3.2.2 Physical Interpretation and Effects of Finite Arrays

For $\beta \leq 1/2$, the eigenvectors (3.10) of the non-zero eigenvalues correspond to waves from specific angles $\theta_\kappa$ impinging on the array

$$\theta_\kappa = \arcsin \left( \frac{\kappa}{\beta} \right).$$

(3.26)

Thus $\theta_0 = 0$ corresponds to a wave impinging at broadside and $\theta_{\pm \beta} = \pm \pi/2$ corresponds to the array end-fire direction (see Fig. 3.2). The zero eigenvalues $\Lambda_2$ for $\beta < 1/2$ correspond to the invisible space [29, §3.3.2], as it does not correspond to any propagating wave [see Fig. 3.2(b)].

For finite $N$ the transition between $\Lambda_1$ and $\Lambda_2$ becomes more gradual due to truncation effects similar to the effect observed for finite Fourier transforms and this is discussed in Section 3.5. Approximations for the eigenvalues in the transition region for finite $N$ are described in [21], scaled down by a factor of $2\beta$.

### 3.3 Asymptotic Eigenvalue Density of the Noise SCM Using Random Matrix Theory

For the statistical assumptions made in (3.5), the eigenvalue density $\tilde{p}(\lambda)$ of $\hat{\Sigma}$ converges to a probability density function that is related to the true eigenvalue spectral density $p(\lambda)$ of $\Sigma$ [30].
Figure 3.2: (a) Distinct eigenvalues $\Lambda_1$ (solid) and $\Lambda_2$ (dashed) of $\Sigma$ versus $\beta$, the ratio of spacing to wavelength. The dotted line marks $\beta = 1/2$ the half-wavelength spacing. (b) Change in eigenvalues versus spatial frequency and $\beta$. The invisible space and aliased regions also are marked.
The behavior of the eigenvalues of the SCM in the asymptotic limit, is characterized by the Stieltjes transform of its distribution [31]. In this section, we present the relevant results from RMT in Section 3.3.1, followed by the derivation for the densities for all $\beta$ in Sections 3.3.2–3.3.4.

### 3.3.1 Background

For the density $\tilde{p}(\lambda) : \mathbb{R} \to \mathbb{R}$, its Stieltjes transform $\hat{s} = \hat{s}(z)$ is a complex valued function defined as

$$\hat{s}(z) = \int_{-\infty}^{\infty} \frac{\tilde{p}(\lambda)}{\lambda - z} d\lambda, \quad z \in \mathbb{C}^+ = \{ z \in \mathbb{C} \mid \text{Im}[z] > 0 \}$$

Equation (3.27) can be inverted explicitly to retrieve the density as [13]

$$\tilde{p}(\lambda) = \lim_{\epsilon \to 0^+} \frac{1}{\pi} \text{Im}[\hat{s}(\lambda + i\epsilon)]$$

Since for all $\beta \in (0, \infty)$, $\Sigma$ is bounded in spectral norm and the observations follow Gaussian statistics in (3.5), the Stieltjes transform $\hat{s}$ of the asymptotic eigenvalue density $\tilde{p}(\lambda)$ is a solution to [30]:

$$\hat{s} = \sum_{i=1,2} \frac{\xi_i}{\Lambda_i (1 - \nu - \nu z \hat{s}) - z}$$

As $\nu \to 0$, $\hat{s} \to s$, which is the Stieltjes transform of $p(\lambda)$, the eigenvalue density of $\Sigma$ in (3.20), and is given by

$$s = \sum_{i=1,2} \frac{\xi_i}{\Lambda_i - z}$$

Considering (3.29) for $z \to \lambda \in \mathbb{R} \setminus \{0\}$ and simplifying, $\hat{s}$ then is the root of a polynomial with real coefficients (whose degree is 2 or 3, depending on the number of distinct non-zero eigenvalues of $\Sigma$). Since the array element spacing, frequency of interest and the ratio of number of array elements to the number of snapshots are known, (3.29) can be solved in terms of $\beta$ (or equivalently, $\Lambda_i$ and $\xi_i$) and $\nu$.

Since $\tilde{p}(\lambda)$ has not been defined at $\lambda = 0$, we define it as follows, using the fact that the area under the density is 1:

$$\tilde{p}(0) = 1 - \int_{\lambda > 0} \tilde{p}(\lambda) d\lambda$$

(3.31)
Figure 3.3: (a) Asymptotic eigenvalue density for $\nu = 1/4$ and $\beta = 1/4$ (dashed, $\Lambda_1 = 2$) and $\beta = 1/2$ (solid, M-P density, $\Lambda_1 = 1$). Only the contribution from the non-zero eigenvalue is shown for $\beta = 1/4$. The extent of spreading is marked by symbols and the non-zero eigenvalue $\Lambda_1$ in each case is marked by an arrow. (b) Change in the spreading of the densities in (a) for different $\nu$.

Noting that covariance matrices are non-negative definite (i.e., eigenvalues are non-negative) and that the normalized ranks $R(\Sigma)$ and $R(\Sigma)$ are equal in the asymptotic limit, it follows that

$$\tilde{p}(0) = p(0) = \begin{cases} \xi_2 & \beta < 1/2, \\ 0 & \text{otherwise.} \end{cases}$$  (3.32)

### 3.3.2 Density for Spatially Oversampled Case ($\beta < 1/2$)

In this section, the eigenvalue density is first derived from the MP density using linear algebra and then again using Stieltjes transforms in order to illustrate concepts essential in Section 3.3.4.
Using the eigendecomposition $\Sigma = U \Lambda U^H$ in (3.5) gives

$$\tilde{\Sigma} = \frac{1}{M} U \Lambda^{1/2} X^\prime (\Lambda^{1/2} X')^H U^H,$$

(3.33)

where $X'$ is also an $N \times M$ random matrix with elements $\sim CN(0,1)$ (since $X$ is GUE).

From (3.22), the eigenvalues of $\Sigma$ and $\Lambda$ are $\Lambda_1$ with multiplicity ratio $\xi_1$ and zero with multiplicity ratio $\xi_2$. Due to the zero eigenvalue, only the upper $\xi_1$ portion of $X'$ contributes to the matrix multiplication in the asymptotic limit or equivalently, the array elements to snapshot ratio decreases to $\nu = \nu \xi_1$. Hence the distribution of the non-zero eigenvalue of $\tilde{\Sigma}$ also follows the MP density in (3.6), albeit with $\nu$ instead of $\nu$.

So, the eigenvalue density of $\tilde{\Sigma}$ can be written as

$$\tilde{p}(\lambda) = \begin{cases} \xi_1 \frac{\sqrt{\lambda_+ - \lambda - \lambda_+}}{2 \pi \xi_1 \lambda} & \lambda_- < \lambda < \lambda_+ \\ \xi_2 \delta(\lambda) & \text{otherwise} \end{cases}$$

(3.34)

Here, $\lambda_{\pm}$ are modified forms of $\lambda_\pm$ in (3.6), to account for $\nu$ and the scaling by $\Lambda_1$, given by

$$\lambda_{\pm} = \Lambda_1 \left(1 \pm \sqrt{\nu}\right)^2 = \frac{(1 + \sqrt{2 \beta \nu})^2}{2 \beta}$$

(3.35)

The first term in (3.34) accounts for the density due to the spreading of the non-zero eigenvalue $\Lambda_1$ [see Fig. 3.3(a)] and the second term in (3.34) is the density due to the zero eigenvalue. The density at $\lambda = 0$ remains unchanged from that of the true CM as in (3.32). Note that although the first term is similar in form to the M-P density in (3.6), the spreading $\lambda_{\pm}$ is different and is given by (3.39).

Equation (3.34) also can be arrived at using the Stieltjes transform in Section 3.3.1. Using $\Lambda_i$ and $\xi_i$ from (3.22) and (3.23), (3.29) simplifies to

$$\nu \lambda^2 \dot{s}^2 + \lambda [2 \beta \lambda - 2(\beta - 1) \nu - 1] \dot{s} + 2 \beta (1 - \nu + \lambda) + \nu - 1 = 0,$$

(3.36)

To obtain the density $\tilde{p}$ from (3.28), (3.36) is solved for $\dot{s}$, keeping only the solution where $\text{Im}[\dot{s}] > 0$ since $\tilde{p}(\lambda) > 0$, resulting in

$$\text{Im}[\dot{s}] = \sqrt{-D}/(2 \nu \lambda^2) \quad \text{for} \quad D < 0$$

(3.37)

where the discriminant $D$ is factored as

$$D = \lambda^2 \left[4 \beta^2 (\nu - \lambda)^2 - 4 \beta (\nu + \lambda) + 1\right]$$

$$= 4 \beta^2 \lambda^2 (\lambda - \lambda_-)(\lambda - \lambda_+),$$

(3.38)
with
\[
\lambda_{\pm} = \frac{(1 \pm \sqrt{2\beta^2})}{2\beta} = \left(\sqrt{\Lambda_1} \pm \sqrt{\nu}\right)^2,
\] (3.39)
which is identical to (3.35). Hence, the real roots of the discriminant \(D\) provide the bounds for the density. \(\text{Im}[\hat{s}]\) can then be written as
\[
\text{Im}[\hat{s}] = \begin{cases} 
\frac{\xi_1 \sqrt{(\lambda_+ - \lambda)(\lambda - \lambda_-)}}{2\nu\lambda} & \lambda_- < \lambda < \lambda_+, \\
0 & \text{otherwise}
\end{cases}
\] (3.40)
and from (3.28) and (3.32), (3.34) can be obtained.

Typically, in array processing applications, zero eigenvalues are encountered only when the SCM is snapshot starved \((\nu > 1)\). However, from (3.34), the SCM always will be degenerate for \(\beta < 1/2\).

### 3.3.3 Density for Spatially Nyquist Sampled Case \((\beta = 1/2)\)

The density in this case and for all \(\beta = q/2, q \in \mathbb{N}\) is given by the M-P density as discussed in Section 3.1.2. Equation (3.34) is a generalized form of M-P and indeed (3.6) follows from (3.34) for \(\Lambda_1 = 1\) and \(\xi_2 = 0\). From Fig. 3.3(b), it is clear that the spreading of the eigenvalues is wider in the oversampled case (dashed) than the Nyquist sampled case (solid), even though the noise power on each sensor is the same.

### 3.3.4 Density for Spatially Undersampled Case \((\beta > 1/2)\)

Eigenvalue densities for SCMs, where the true CM has two non-zero eigenvalues (with multiplicities), have been studied in the context of detecting signals in uncorrelated noise [32]. Proceeding as in the previous section, (3.29) simplifies to
\[
\hat{s}^3 \lambda^2 \Lambda_1 \Lambda_2 \nu^2 + \hat{s}^2 \lambda \nu [\lambda(\Lambda_1 + \Lambda_2) + 2\Lambda_1 \Lambda_2 (\nu - 1)]
\]
\[
+ \hat{s} \left[\lambda^2 + \lambda \nu(\Lambda_2 \xi_1 + \Lambda_1 \xi_2) + \lambda(\Lambda_1 + \Lambda_2)(\nu - 1) + \Lambda_1 \Lambda_2 (\nu - 1)^2 \right] + \lambda + (\Lambda_1 \xi_2 + \Lambda_2 \xi_1)(\nu - 1) = 0.
\] (3.41)
The above cubic has one real root and the other two roots, if complex, exist as conjugate pairs. Normalizing (3.41) to the form \(\hat{s}^3 + a_2 \hat{s}^2 + a_1 \hat{s} + a_0 = 0\), the desired solution for
Figure 3.4: Asymptotic eigenvalue density of the SCM for $\beta = 3/4$ and $\nu = 1/40$ (dot-dashed), $\nu = 1/4$ (dashed) and $\nu_{s} \approx 0.115$ the value of $\nu$ where the two regions combine (dotted). Each of these densities have finite intervals, marked by symbols. The eigenvalues $\Lambda_1$ and $\Lambda_2$ of the true CM $\Sigma$ are shown by the arrows.
Figure 3.5: (a) Spreading of the asymptotic eigenvalue density for $\beta = 3/4$, showing the intervals of supports for $\nu = 1/4$ (dashed, circles), $\nu = 1/40$ (dot-dashed, diamonds) and $\nu = \nu_s \approx 0.115$ (horizontal solid line, squares) where the density splits into two intervals. (b) Change in $\nu_s$ with $\beta$ for $\beta \in (1/2, 1)$ and the solid square marks $\nu_s$ corresponding to $\beta = 3/4$ in (b).

Im$\hat{s}$ is given by

$$\text{Im}[\hat{s}] = \text{Im} \left[ \frac{1 + i\sqrt{3}}{2} R + \frac{1 - i\sqrt{3}}{2R} Q \right],$$

(3.42)

where $R = \sqrt{P + \sqrt{-D}}$ and $Q = (a_2^3 - 3a_1)/9$, with the discriminant $D = Q^3 - P^2$ and $P = (-2a_2^3 + 9a_1a_2 - 27a_0)/54$. Finally, to obtain the density from (3.28), Im$[\hat{s}]$ is replaced with $|\text{Im}[\hat{s}]|$ to include the positive contribution from the conjugate solution (see Fig. 3.4).

As in the previous section the real roots of the discriminant $D$ (considering it as a polynomial in $\lambda$) give the bounds where $\overline{p}(\lambda) > 0$. The spreading of the eigenvalue density [Fig. 3.5(a)] can be understood from a physical viewpoint as follows.
When the SCM $\Sigma$ is formed from a relatively smaller number of snapshots, i.e., $M \sim N$ or $\nu \sim 1$, there is a larger uncertainty as to what the true eigenvalues are (small sample size). This results in the eigenvalues of the SCM spreading across the two true eigenvalues and resulting in a single spread out region [dashed line in Fig. 3.4 and Fig. 3.5(a)].

When the number of snapshots is much larger than the number of array elements i.e., $\nu \ll 1$, the uncertainty in the sample eigenvalues reduces and there are two intervals where $\hat{p}(\lambda) > 0$, localized around each of the true eigenvalues [dot-dashed line in Fig. 3.4 and Fig. 3.5(a)]. Having two distinct intervals is equivalent to the discriminant having four real roots.

The presence of two lobes in the eigenvalue density of the SCM has implications in signal detection. For example, if one were unaware of this phenomenon, one might conclude erroneously that the lobe associated with the larger eigenvalue is due to a signal, when in reality, it is only noise. Therefore, it is of interest to determine at what value of $\nu$ the density splits in two so as to take into account when processing data.

In Fig. 3.5(a), the curve splits into two distinct lobes at $\nu \approx 0.115$. The $\nu$ where this occurs, $\nu_s$, is a double root and can be obtained by setting the discriminant of the discriminant of the cubic to zero (see Appendix), and is found as

$$\nu_s = \frac{(\Lambda_1 - \Lambda_2)^2}{\left[ (\Lambda_1^2 \xi_1)^{1/3} + (\Lambda_2^2 \xi_2)^{1/3} \right]^3}$$

(3.43)

The resulting curve for $\nu_s$ for $\beta \in (1/2, 1)$ is shown in Fig. 3.5(b). At all values of $\nu$ below this curve, the density will have two lobes.

### 3.4 Eigenvalue Density of the SCM for Finite $N$

Matrices of the type $XX^H$, where $X$ is a GUE random matrix, are known as Wishart matrices [33] and the joint probability densities of their eigenvalues have been known for a while [34–37]. These densities are generally expressed as hypergeometric functions of the matrices themselves and are complicated and difficult to work with for both numerical and analytical analysis [37]. In recent work, the form of these
Figure 3.6: Asymptotic eigenvalue density (dashed line) and the analytical density for finite $N$, with $N = 20$ array elements, and (a–c) spacing to wavelength ratios $\beta = 1/4, 1/2$ and $3/4$ respectively for $\nu = 1/4$ (ratio of number of sensors to number of snapshots) i.e. $M = 80$ and (d) $\beta = 3/4$ for $\nu = 1/40$, i.e. $M = 800$
expressions were simplified by rederiving in terms of the product of two determinants [38,39].

The results from [39] are applied to the isotropic noise SCM and the corresponding densities for different $\beta$ are given in (3.44) and (3.45) in Appendix 3.B. In Fig. 3.6 the analytical densities for $N = 20$ (solid line) and the asymptotic density (dashed line) are shown for different values of $\beta$. The simpler asymptotic solution holds well for modest values of $N$, although it does not capture the effect of the transition eigenvalues [Fig. 3.6 in panel (a) around 0.5 and panel (d) around 0.8]. The number of local peaks in the solid line is the same as the number of distinct eigenvalues of the finite SCM, and correspond to the expectation of the means of the individual eigenvalues.

Evaluation of (3.44) and (3.45) are computationally intensive even for modest $N$. The computational complexity increases drastically with $N$ [roughly $O(N^4)$], and the large exponents of both large and small numbers in the expressions make it unsuitable for numerical work without significant effort due to the limitations of floating point arithmetic. This is not immediately apparent from [39], as only the $N = 3$ case is considered there. In comparison, the asymptotic result captures most of the features of the eigenvalue density, and can be easily calculated from (3.34) or (3.42).

### 3.5 Simulations

A Monte–Carlo simulation is performed to compare the theoretical asymptotic results with the empirical eigenvalue density obtained for a finite $N$. In Fig. 3.7 and Fig. 3.8, realizations of the SCM are obtained as in (3.5) and the empirical densities of the eigenvalues are averaged over 1000 realizations in order to obtain statistically stable distributions. The asymptotic solution (solid lines) are obtained from (3.34) for $\beta = 1/4$, (3.6) for $\beta = 1/2$ and (3.28) with (3.42) for $\beta = 3/4$.

Fig. 3.7 shows the resulting empirical densities when $\nu = 1/4$ and different $\beta$ for $N = 100$ [Fig. 3.7(a–c)] and $N = 20$ [Fig. 3.7(d–f)] respectively. In Fig. 3.7(a), nearly half the area is due to the peak at $\lambda = 0$ [exactly half in the asymptotic limit, as $\hat{p}(0) = \xi_2 = 1/2$ from (3.32)]. The asymptotic solutions describe the empirical densities
Figure 3.7: Asymptotic eigenvalue density (solid line) and the empirical eigenvalue density (grey), with \( N = 100 \) array elements, \( \nu = 1/4 \) (ratio of number of sensors to number of snapshots) and spacing to wavelength ratios \( \beta \) of (a) 1/4 (b) 1/2 and (c) 3/4. (d,e,f): Same as in (a,b,c) except with \( N = 20 \). The dotted lines show the locations of the distinct non-zero true eigenvalues. In (a) and (d), the \( y \)-axis is only shown between 0–0.5 so as to display the density due to the non-zero eigenvalue prominently.
quite well, except for tails at large $\lambda$ as opposed to a sharp edge in the asymptotic case, which become more prominent as $N$ decreases [e.g., Fig. 3.7(b) vs Fig. 3.7(e)].

Another clear consequence of finite $N$, is the contribution from transition eigenvalues, seen between 0.1–0.8 in Fig. 3.7(a,d) for $\beta = 1/4$. While their effect is not seen in Fig. 3.7(c,f) at $\nu = 1/4$ for $\beta = 3/4$, it becomes apparent when the number of snapshots is increased to $\nu = 1/40$ in Fig. 3.8(c,f). Here, the densities localize around the two asymptotic eigenvalues ($\Lambda_1 = 4/3$ and $\Lambda_2 = 2/3$) and the contributions from the transition eigenvalues [centered around $n/N = \xi_1 = 0.5$ in Fig. 3.8(a,d), where $\xi_1$ is from (3.25)] fill up the region in between them. Even at $\nu = \nu_s \approx 0.115$, when the density splits in the asymptotic case, the empirical density does not split entirely because of the transition eigenvalues, resulting in a non-zero contribution in Fig. 3.8(b,e).

Both of the above effects (tails and contributions from transition eigenvalues) are due to the finite dimension of the SCM and hence, they are not present in the asymptotic result. These effects become more pronounced as $N$ decreases, because the transition eigenvalues form a larger percentage of the total number of eigenvalues [6/20 in Fig. 3.8(d) vs. 6/100 in Fig. 3.8(a)]. The difference between the largest eigenvalue of the CM in Fig. 3.8(a,d) and the corresponding asymptotic value in (3.24) is on the order of $10^{-14}$ for $N = 20$ and $10^{-15}$ for $N = 100$, indicating that the analytic solution is quite accurate.

### 3.6 Conclusions

In this article, the asymptotic eigenvalue densities have been derived for noise covariance matrices (CM) for line arrays with uniformly spaced elements in an isotropic noise field. The CM has at most two distinct eigenvalues for all values of $\beta$, the ratio of inter-element spacing to wavelength. From independent observations of the noise field, a sample noise covariance matrix (SCM) is formed using more snapshots than the number of array elements and its eigenvalues are analyzed using random matrix theory (RMT).

When the sensors are spaced less than half a wavelength apart, the SCM is always singular, no matter how many snapshots are used. For spacings of more than
Figure 3.8: Effect of transition eigenvalues on the empirical eigenvalue density (grey) for $\beta = 3/4$ and (a)–(c) $N = 100$ and (d)–(f) $N = 20$. (a) and (d): Eigenvalues of the CM. The $x$-axis is a normalized index where $n = \{1, \ldots, N\}$. Only eigenvalues deviating from either $\Lambda_1$ or $\Lambda_2$ by 0.1% are marked. (b) and (e): Empirical density of the SCM $\nu = \nu_s$ when the density splits. (c) and (f): Same as (b) and (e) for $\nu = 1/40$. The asymptotic density is shown by the solid line.
half a wavelength apart, the SCM is full rank if sufficient snapshots are used, but the
eigenvalue density can split into two distinct densities.

Analytical results for finite Wishart matrices and simulations with finite SCMs
confirm the asymptotic results derived using RMT. The results hold well even for arrays
with as low as 20 sensors.
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### 3.A Outline of Approach to Solve for $\nu_s$

The derivation of (3.43) is tedious and the intermediate equations are lengthy
and hence, omitted. An outline of the approach is provided here with hints.

1. Starting with (3.41), calculate the discriminant of the polynomial in $\hat{s}$. The result
   is a polynomial of degree 8 in $\lambda$ that can be factored into a product of $\lambda^4$ and a
   quartic in $\lambda$.

2. Noting that $\lambda > 0$, only the quartic needs to be considered. Calculating the
discriminant of the quartic results in a polynomial of degree 23 in $\nu$, which can
be factored into a product of $\nu^{14}$ and a polynomial of degree 9 in $\nu$.

3. Again, discarding the $\nu^{14}$ term, the remaining degree 9 polynomial can be simp-
plified into a cube of a cubic in $\nu$. Finally, $\nu_s$ is the real root of

$$
\nu^3 \left( \Lambda_1^2 \xi_1 + \Lambda_2^2 \xi_2 \right)^3 - 3\nu^2 (\Lambda_1 - \Lambda_2)^2 \left( \Lambda_1^4 \xi_1^2 - 7\Lambda_2^2 \Lambda_1^2 \xi_1 \xi_2 + \Lambda_2^4 \xi_2^2 \right) + 3\nu (\Lambda_1 - \Lambda_2)^4 \left( \Lambda_1^2 \xi_1 + \Lambda_2^2 \xi_2 \right) - (\Lambda_1 - \Lambda_2)^6 = 0,
$$
which upon simplifying, gives (3.43).

3.B Eigenvalue Density of the SCM for Finite N

Let $\Sigma_N$ and $\Sigma_N^*$ denote the isotropic noise CM and SCM when $N$ is finite and $\sigma_1, \ldots, \sigma_N$ be the eigenvalues of $\Sigma_N$. The following expressions are adapted from [39], using the notation followed in this text where necessary.

3.B.1 Density When $\beta = q/2$, $q \in \mathbb{N}$

Using (38) in [39], the density for finite $N$ when $\beta = q/2$, $q \in \mathbb{N}$ (i.e., $\Sigma$ is the identity matrix) is

$$
\widehat{p}_N(\lambda) = K \sum_{n=1}^{N} \sum_{n'=1}^{N} (-1)^{n+n'} (M\lambda)^{n+n'-2+M-N} \\
\times e^{-M\lambda} \det(\Omega(n, n'))
$$

(3.44)

where

$$
K = \frac{M}{\prod_{i=1}^{N} (M-i)! \prod_{j=1}^{N} (N-j)!} \\
\Omega_{ij}(n, n') = N^{-1/(N-1)} \left[ \mu_{ij}(n, n') + M - N \right]!
$$

$$
\mu_{ij}(n, n') = \begin{cases} 
  i + j - 2 & \text{if } i < n \text{ and } j < n' \\
  i + j & \text{if } i \geq n \text{ and } j \geq n' \\
  i + j - 1 & \text{otherwise}
\end{cases}
$$

3.B.2 Density for All Other $\beta$

Using (41) in [39], the density for all other $\beta$ for finite $N$ is

$$
\widehat{p}_N(\lambda) = K' \sum_{n=1}^{N} \sum_{n'=1}^{N} (-1)^{n+n'} (M\lambda)^{M-N+n-1} \\
\times e^{-M\lambda/\sigma_{n'}} \det(\Omega'(n, n'))
$$

(3.45)
where

\[
K' = K \prod_{i=1}^{N} \frac{1}{(i-1)!} \frac{\det(\Sigma_N)^{-M}}{\det(V)} \\
V_{ij} = (-\sigma_j)^{1-i} \\
\Omega_{ij}(n,n') = N^{-1/(N-1)} (\sigma_{r(i,n')})^{M-N+r(i,n)} \\
\times (M - N + r(i,n) - 1)! \\
r(i,j) = \begin{cases} 
  i & i < j \\
  i + 1 & i \geq j
\end{cases}
\]
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EFFECT OF MEDIUM ATTENUATION ON
THE ASYMPTOTIC EIGENVALUES OF
NOISE COVARIANCE MATRICES

Covariance matrices of noise models are used in signal and array processing to study the effect of various noise fields and array configurations on signals and their detectability. Here, the asymptotic eigenvalues of noise covariance matrices in 2D and 3D attenuating media are derived. The asymptotic eigenvalues are given by a continuous function, which is the Fourier transform of the infinite sequence formed by sampling the spatial coherence function. The presence of attenuation decreases the value of the large eigenvalues and raises the value of the smaller eigenvalues (compared to the attenuation free case). The eigenvalue density of the sample covariance matrix also shows variation in shape depending on the attenuation, which potentially could be used to retrieve medium attenuation properties from observations of noise.

4.1 Introduction

Covariance matrices (CMs) play a central role in several applications such as direction of arrival estimation [1, 2], signal detection from limited data [3–5], channel
estimation in wireless communications [6,7] and ambient noise processing [8–10]. Estimating the CM or its eigenvalues from finite observations [11,12] also plays an important role in these applications. The presence of structure in the CM (e.g., a Hermitian Toeplitz matrix [13]) makes it possible to gain analytical insights into the asymptotic behavior of the eigenvalues.

Here, we are concerned with the spatial CMs from measurements of noise on a uniform line array (ULA). We derive the asymptotic eigenvalues for CMs in 2D and 3D media with attenuation, and demonstrate that the attenuation has a significant effect on the eigenvalues of the CM. We further demonstrate using a random matrix theory based approximation [14], that the eigenvalue density of the sample covariance matrix (SCM) is also affected by the attenuation, which is of interest in the development of signal processing algorithms based on the physics of propagation in a given medium.

## 4.2 Background

### 4.2.1 The Spatial Coherence Function

Consider two sensors $\Delta x$ apart, and the signals recorded on them, $\psi_1(f)$ and $\psi_2(f)$ at frequency $f$. The respective power spectral densities are $P_{11}(f) = \langle \psi_1(f) \psi_1^*(f) \rangle$ and $P_{22}(f) = \langle \psi_2(f) \psi_2^*(f) \rangle$ where $^*$ denotes the complex conjugate and $\langle \cdot \rangle$ the ensemble average. The spatial coherence function (SCF) between these two sensors is defined as the normalized cross-spectral density (henceforth, the dependence on $f$ is dropped),

$$\Gamma = \frac{P_{12}}{\sqrt{P_{11}P_{22}}}$$

The functional forms of $\Gamma$ are well known for uncorrelated and uniformly distributed sources in the medium. In 2D and 3D media without attenuation, the respective SCFs are [15]

$$\Gamma_{0}^{2D}(\beta) = J_0(2\pi\beta)$$

$$\Gamma_{0}^{3D}(\beta) = \text{sinc}(2\beta)$$

where $\text{sinc}(z) = \frac{\sin(\pi z)}{\pi z}$, $\beta = \frac{f\Delta x}{c} \geq 0$ is the spacing to wavelength ratio, $c$ is the phase
speed and the subscript 0 indicates no attenuation. The SCFs in (4.2) and (4.3) are not dependent on the individual sensor locations, but only on their separation distance.

The effect of medium attenuation (assumed homogeneous) is introduced using a term that exponentially decays with the distance of separation between the sensors (which manifests in $\beta$) [16–19] and the SCF is

$$\Gamma_\delta(\beta) = e^{-2\pi \beta \delta} \Gamma_0(\beta)$$

(4.4)

where $\delta$ is the loss tangent.

### 4.2.2 The Spatial Covariance Matrix

For a ULA of $N$ sensors with a uniform spacing $\Delta x$, the SCF of the noise field between the $i$th and the $j$th sensors is $\Gamma_\delta(\beta|i-j|$) where $\beta$ now is redefined as the spacing to wavelength ratio for adjacent sensors. The normalized CM $\Sigma_\delta$ (or the normalized cross-spectral density matrix) of the frequency domain observations at frequency $f$ is then related to $\Gamma_\delta$ as

$$\Sigma_\delta(i,j) = \Gamma_\delta(\beta|i-j|).$$

(4.5)

$\Gamma_\delta(\beta|i-j|)$, with constant $\beta$ can be considered to be sampled from the continuous function $\Gamma_\delta(\beta|x|)$ at integer values of $x$. $\Gamma_\delta(\beta|x|)$ is used in Section 4.3 to derive the asymptotic eigenvalues of $\Sigma_\delta$.

The spatial CM is an important quantity in analyzing noise data, as the time domain cross-correlation between any two pairs of sensors can be obtained simply by taking the inverse Fourier transform of the corresponding element (as a function of frequency). The framework also allows one to use eigenanalysis techniques such as principal components analysis and RMT.

The CM in (4.5) is a Hermitian Toeplitz matrix with real and non-negative eigenvalues. The asymptotic eigenvalues of $\Sigma_\delta$ as $N \to \infty$ are related to the Fourier transform of the underlying infinite sequence $\Gamma_\delta(\beta|n|)$, $n \in \mathbb{Z}$ in the Toeplitz matrix (sampled from $\Gamma_\delta(\beta|x|)$ with a sampling interval of 1), if the sequence is absolutely summable [13]. The property of absolute summability of $\Gamma_\delta(\beta|n|)$ guarantees the existence of its Fourier transform $\varphi_\delta(\kappa)$ and the absolute convergence of the error between the samples of $\varphi_\delta(\kappa)$ and the eigenvalues of $\Sigma_\delta$ as $N \to \infty$. 
4.3 Asymptotic Eigenvalues of the CM

For a general CM with a corresponding $\Gamma_{\delta}$, which may not be absolutely summable, the matrix based approach in [8] may be used to show a weaker convergence of the error term. The Fourier transform of $\Gamma_{\delta}$ is

$$\varphi_{\delta}(\kappa) = \sum_{n=-\infty}^{\infty} \Gamma_{\delta}(\beta|n|) e^{-i2\pi \kappa n}$$  \hspace{1cm} (4.6)

where $\kappa \in [-\frac{1}{2}, \frac{1}{2})$ is the normalized spatial frequency (cycles/sample). $\varphi_{\delta}(\kappa)$ is a continuous function describing the asymptotic eigenvalues of $\Sigma_{\delta}$. Using the continuous Fourier transform (CFT) $G_{\delta}(\gamma)$ of the SCF,

$$G_{\delta}(\gamma) = \int_{-\infty}^{\infty} \Gamma_{\delta}(\beta|x|) e^{-i2\pi \gamma x} dx,$$  \hspace{1cm} (4.7)

where $\gamma$ is the ordinary spatial frequency, (4.6) is written as

$$\varphi_{\delta}(\kappa) = \sum_{n=-\infty}^{\infty} G_{\delta}(\kappa - n).$$  \hspace{1cm} (4.8)

Since $\Gamma_{\delta}$ is real and even, $G_{\delta}$ and $\varphi_{\delta}$ are also real and even. For the attenuation free case, $\Gamma_{0}^{2D}$ and $\Gamma_{0}^{3D}$ are bandlimited functions, hence only the $n = 0$ term contributes in (4.8) for $\beta \leq \frac{1}{2}$ (i.e., no spatial aliasing).

In the following section, we obtain the asymptotic eigenvalues of the CM in attenuating media for the 2D and 3D noise fields i.e., when the SCF is given by (4.4) and also establish the convergence of empirical results for 2D media without attenuation.

4.3.1 2D Medium With Attenuation

The infinite sequence $\Gamma_{\delta}^{2D}(\beta|n|)$ from (4.4), is absolutely summable because of the presence of an attenuation term. Noting that $|J_{0}(x)| \leq 1$, we have $\forall \delta > 0$:

$$\sum_{n=-\infty}^{\infty} |\Gamma_{\delta}^{2D}(\beta|n|)| = \sum_{n=-\infty}^{\infty} |e^{-2\pi \beta \delta |n|} J_{0}(2\pi \beta n)|$$

$$\leq \sum_{n=-\infty}^{\infty} e^{-2\pi \beta \delta |n|} = \frac{e^{2\pi \beta \delta} + 1}{e^{2\pi \beta \delta} - 1} < \infty$$
Figure 4.1: (a) SCF $\Gamma_\delta^{2D}(\beta)$ for $\delta = 0$ (solid), 0.1 (dashed) and 1 (dot-dashed). (b) Approximate eigenvalues from sampling the Fourier transform $\varphi_\delta^{2D}(\kappa)$ of the SCF at $N = 30$ equispaced samples in $[-1/2,1/2]$ for $\beta = 1/4$ and (c) numerical eigenvalues of the spatial CM $\Sigma_\delta$ for $N = 30$ sensors for the same values of $\delta$ and $\beta$. (d)–(f) Same as in (a)–(c) for 3D media.

The CFT of the SCF $\Gamma_\delta^{2D}$ is evaluated by using the integral representation of the Bessel function:

$$
\mathcal{G}_\delta^{2D}(\gamma) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i2\pi \gamma x} e^{-2\pi \beta |x|} \int_0^\pi e^{2\pi \beta x \cos(\theta)} d\theta dx
$$

$$
= \Re \left[ \frac{1}{\pi^2} \int_0^\pi \frac{d\theta}{\beta \delta + i\gamma - i\beta \cos(\theta)} \right]
$$

$$
= \frac{1}{\pi} \Re \left[ \frac{1}{\sqrt{(\beta \delta + i\gamma)^2 + \beta^2}} \right] \quad (4.9)
$$

(the second step follows from the fact that the imaginary part of the integrand is odd, and the last step is obtained using the substitution $u = \tan \theta/2$). $\varphi_\delta^{2D}(\kappa)$ is then obtained using (4.8) and (4.9).

When $\delta = 0$ (i.e., no attenuation), $\mathcal{G}_0^{2D}$ in (4.9) reduces to the CFT of $\Gamma_0^{2D}$ in (4.2) and $\varphi_0^{2D}(\kappa)$ for $\beta \leq 1/2$ [only the $n = 0$ term contributes in (4.8)] is [10]

$$
\varphi_0^{2D}(\kappa) = \frac{\text{rect} \left( \frac{\kappa}{2\beta} \right)}{\pi \sqrt{\beta^2 - \kappa^2}} \quad (4.10)
$$
where \( \text{rect}(x) = 1 \forall |x| \leq \frac{1}{2} \) and 0 otherwise. The convergence of \( \Gamma_0^{2D}(\beta|n|) \) is shown in the appendix.

### 4.3.2 3D Medium With Attenuation

Just as in Section 4.3.1, \( \Gamma_0^{2D}(\beta|n|) \) from (4.4) can also be shown to be absolutely summable. Its CFT is evaluated by convolving the Fourier transforms of each of the terms in the expression as:

\[
G_0^{2D}(\gamma) = \mathcal{F}\left[e^{-2\pi \beta |\delta|} \right] \ast \mathcal{F}\left[\text{sinc}(2\beta x)\right]
\]

where \( \mathcal{F} \) denotes the CFT. Then, it follows that

\[
G_0^{2D}(\gamma) = \frac{\delta}{2\pi} \int_{-\infty}^{\infty} \frac{\text{rect}\left(\frac{\gamma'}{2\beta}\right)}{\beta^2 \delta^2 + (\gamma' - \beta)^2} d\gamma'
\]

\[
= \left[\tan^{-1}\left(\frac{\gamma + \beta}{\beta \delta}\right) - \tan^{-1}\left(\frac{\gamma - \beta}{\beta \delta}\right)\right]
\]

Finally, \( \varphi_0^{2D}(\kappa) \) is obtained using (4.8) and (4.11).

When \( \delta = 0 \) (i.e., no attenuation), \( \Gamma_0^{2D}(\beta|n|) \) in (4.11) reduces to the CFT of \( \Gamma_0^{2D} \) in (4.3) and \( \varphi_0^{2D}(\kappa) \) for \( \beta \leq \frac{1}{2} \) [only the \( n = 0 \) term contributes in (4.8)] is [8]

\[
\varphi_0^{2D}(\kappa) = \frac{1}{2\beta} \text{rect}\left(\frac{\kappa}{2\beta}\right)
\] (4.12)

### 4.4 Discussion

#### 4.4.1 Effect of Attenuation on the Bandwidth and the Eigenvalues

The presence of attenuation (\( \delta \neq 0 \)) makes the SCF an infinite bandwidth function (bandwidth here refers to the support in the Fourier domain). Hence in general, simplified expressions for \( \varphi_0(\kappa) \) cannot be obtained as a function of \( \delta \), and must be computed using the sum (4.8). The effect of the attenuation term on the SCF is shown
in Fig. 4.1 (a) for $\Gamma_2^{2D}$ for $\delta = 0$ (no attenuation), 0.1, and 1 [Fig. 4.1 (d) for $\Gamma_3^{3D}$]. The corresponding eigenvalues of $\Sigma_\delta$ for $N = 30$ sensors, with $\beta = \frac{1}{4}$ [Fig. 4.1(c), (f)] are approximated well by $N$ equispaced samples [Fig. 4.1(b), (e)] from $\varphi_\delta(\kappa)$.

The broadening of the support (or bandwidth) due to an increase in attenuation visibly lowers the larger eigenvalues of the CM and raises the smaller eigenvalues [for example, in Fig 4.1 (c), $\lambda_{1,2} \approx 4$ for $\delta = 0$ (no attenuation) and $\approx 2.4$ for $\delta = 0.1$]. In addition, the transition region (near index 15) between the large eigenvalues and the small eigenvalues, which is sharp for no attenuation ($\delta = 0$), spreads out as $\delta$ increases. The broadening of the transition region is more apparent in the 3D case [Fig. 4.1 (e), (f)]. As a result, the smaller eigenvalues which were zero in the attenuation free case [8,10], no longer are, and this increases the rank of the CM. For $\delta = 1$, i.e. high attenuation, the eigenvalues are all close to 1 and become exactly 1 when $\delta \to \infty$.

### 4.4.2 Eigenvalue Density of the Sample Covariance Matrix

In practice, the CM is often unknown and one uses the SCM estimated from $M$ observations of the data. The SCM $\widehat{\Sigma}_\delta$ is modeled as

$$\widehat{\Sigma}_\delta = \frac{1}{M} \Sigma_\delta^{\frac{1}{2}} XX^H \Sigma_\delta^{\frac{1}{2}}$$

where $X$ is an $N \times M$ random matrix whose entries are drawn from $CN(0,1)$, and $\Sigma_\delta^{\frac{1}{2}}$ is a non-negative definite square root of the true CM, $\Sigma_\delta$.

Obtaining the SCM eigenvalue density from $\varphi_\delta(\kappa)$ by naïvely using Stieltjes transforms is non-trivial due to the eigenvalue structure in $\varphi_\delta(\kappa)$. Using a computationally efficient approach [14] using the polynomial method [20], it is possible to approximate the eigenvalue density of the SCM in the attenuated case (if some of the eigenvalues are zero, only the non-zero eigenvalues used and scaled appropriately).

The $N$ equispaced samples from $\varphi_\delta(\kappa)$ for $\kappa \in [-\frac{1}{2}, \frac{1}{2})$, $\{\lambda_1, \ldots, \lambda_N\}$ (sorted largest first) are divided into three sets:

$$\Lambda_\delta^{\text{dist}} = \{\lambda_i | \lambda_i > \lambda_N(1 + \sqrt{\nu})^2\}$$

$$\Lambda_\delta^{\text{mid}} = \{\lambda_i | \lambda_N(1 + \sqrt{\nu}) < \lambda_i \leq \lambda_N(1 + \sqrt{\nu})^2\}$$

$$\Lambda_\delta^{\text{low}} = \{\lambda_i | \lambda_i \leq \lambda_N(1 + \sqrt{\nu})\}$$

(4.14)
where \( \nu = N/M \). \( \Lambda_\delta^{\text{dist}} \) denotes the set of large eigenvalues that are “well separated” from the rest and each have a distinct contribution to the density. Sets \( \Lambda_\delta^{\text{mid}} \) and \( \Lambda_\delta^{\text{low}} \) denote eigenvalues with similar spreading behavior and can each be replaced by a single representative eigenvalue weighted appropriately [21]. Accordingly, the Stieltjes transform of the SCM eigenvalue density can then be written as

\[
\tilde{s}(z) = \sum_{\lambda_i \in \Lambda_\delta^{\text{dist}}} \frac{1}{\lambda_i \chi - z} + \sum_{\lambda_i \in \Lambda_\delta^{\text{mid}}} \frac{1}{\lambda_i \mid \chi - z} + \sum_{\lambda_i \in \Lambda_\delta^{\text{low}}} \frac{1}{\lambda_i \chi - z}
\]

where \( \chi = 1 - \nu - \nu z \tilde{s}(z) \) and \( \lambda_{\text{mid}} = \frac{\lambda_N}{2} (1 + \sqrt{\nu} + (1 + \sqrt{\nu})^2) \). Thus, all the eigenvalues in \( \Lambda_\delta^{\text{mid}} \) and \( \Lambda_\delta^{\text{low}} \) are replaced by \( \lambda_{\text{mid}} \) and \( \lambda_N \) respectively.

Forming the polynomial in \( \tilde{s} \) and solving for its roots (solved numerically, as the degree of the polynomial is almost always greater than 4), the SCM density can be obtained as

\[
\hat{\rho}(\lambda) = \lim_{\epsilon \to 0^+} \frac{1}{\pi} \text{Im}[\tilde{s}^*(\lambda + i\epsilon)]
\]

(4.15)

where \( \tilde{s}^*(z) \) is the appropriate root of the polynomial that has a non-negative imaginary component (since the density is always non-negative).

Fig. 4.1 shows the approximate eigenvalue density for the SCM when \( N = 30 \) and \( M = 120 \) (i.e., \( \nu = \frac{1}{4} \)) for different \( \delta \) and the representative eigenvalues used in the Stieltjes transforms. The distributions are varied in their shapes, depending on the attenuation and approaches the Marčenko–Pastur density for large attenuation (\( \delta = 1 \)). This variation in shape is less pronounced when the number of observations decreases (i.e., \( \nu \to 1 \) for the \( M \geq N \) scenario) because the spreading of the eigenvalues is much higher, reducing the clustering phenomenon.

### 4.5 Conclusions

The asymptotic eigenvalues of noise covariance matrices in diffuse noise fields with attenuation were derived for 2D and 3D media. The presence of attenuation decreases the value of the large eigenvalues when compared to the attenuation free case, and also raises the smaller eigenvalues due to the broadening of the bandwidth of the spatial coherence function. The shape of the eigenvalue density of the finite SCM
Figure 4.1: Approximate eigenvalue density of the SCM for the 2D attenuated case when the number of sensors $N = 30$, observations $M = 120$, spacing/wavelength $\beta = \frac{1}{2}$ and attenuation $\delta = (a) \ 0$, (b) \ 0.1 and (c) \ 1. The markers indicate the representative eigenvalues and their weights used in the Stieltjes transform for the different groups in (4.14).
varies with attenuation and this potentially could be used to retrieve medium attenuation properties.
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4.4 Convergence of the Error for the Bessel Sequence

The Bessel sequence, \( J_0(2\pi\beta n), \ n \in \mathbb{Z} \) is not absolutely summable and hence the convergence of the error term is not absolute, as in Sections 4.3.1 and 4.3.2. Convergence can be demonstrated by computing the error vector \( \Sigma u - \lambda_i u_i \), where \( \lambda_i \) and \( u_i \) are the \( i \)th eigenvalue and eigenvector, as in Section II.A in [8]. Following the derivation until Eq. (15) in [8] and taking the \( \ell^q \)-norm instead of the \( \ell^2 \)-norm, we get

\[
||\Sigma u_i - \lambda_i u_i||_q \leq \frac{2}{N^2} \sum_{j=1}^{N/4} \sum_{n=j}^{N-j} |J_0(2\pi\beta n)|^q
\]

\[
\leq \frac{2}{N^2} \sum_{j=1}^{N/4} \sum_{n=-\infty}^{\infty} |J_0(2\pi\beta n)|^q
\]

\[
=N^{1-\frac{q}{2}} \sum_{n=-\infty}^{\infty} |J_0(2\pi\beta n)|^q \quad (4.16)
\]

\( J_0(2\pi\beta n) \) can be shown to have a finite \( \ell^q \)-norm for \( q > 2 \) using the Hausdorff–Young inequality [22]:

**Theorem 4.1** (Hausdorff–Young inequality). *If \( f \) is a function defined on a locally compact Abelian group \( G \) with measure \( \mu \), and \( \mathcal{F}[f] \) its Fourier transform defined on the Pon-
try agin dual group $\hat{G}$ with measure $\hat{\mu}$, then for $1 \leq p \leq 2$,
\[
\|\mathcal{F}[f]^{(\hat{G},\hat{\mu})}\|_q \leq \|f\|_p^{(G,\mu)}
\] (4.17)
such that $1/p + 1/q = 1$, where $\| \cdot \|_p^{(G,\mu)}$ denotes the norm on the Lebesgue space $L^p(G,\mu)$.

Here, the function $f$ is $\varphi_0^{2D}(\kappa)$ defined on the unit circle $(G$, mapped one-to-one to $\kappa \in [-\frac{1}{2}, \frac{1}{2})$) with the Lebesgue measure $(\mu)$, $\mathcal{F}[f]$ is the sequence $J_0(2\pi\beta n)$ (the Fourier coefficients) defined on the set of integers $(\hat{G})$ with a counting measure $(\hat{\mu})$. Applying Theorem 4.1 and using (4.8) for $\beta \leq \frac{1}{2}$ gives:
\[
\left( \sum_{n=-\infty}^{\infty} |J_0(2\pi\beta n)|^q \right)^{\frac{1}{q}} \leq \int_{-\frac{1}{2}}^{\frac{1}{2}} \left| \varphi_0^{2D}(\kappa) \right|^p d\kappa = \frac{2}{\pi p} \int_{0}^{\beta} \frac{d\kappa}{(\beta^2 - \kappa^2)^{\frac{p}{2}}} = \pi^{-p} \beta^{1-p} \mathcal{B} \left( \frac{1}{2}, 1 - \frac{p}{2} \right)
\] (4.18)
where $\mathcal{B}(x, y)$ is the Beta function (using the substitution $\kappa = \beta \sqrt{t}$). The RHS of (4.18) is bounded for $p < 2$ but not for $p = 2$, since $\mathcal{B}(x, y) \to \infty$ as $y \to 0$. Hence, due to Parseval’s theorem, $J_0(2\pi\beta n)$ cannot exist in $\ell^2$ (i.e., it is not absolutely square summable) and has a finite $\ell^q$-norm only if $q > 2$ (using $\frac{1}{p} + \frac{1}{q} = 1$).

Thus, the error term in (4.16) is less than $O(N^{1-\frac{1}{q}})$ for $q > 2$ and approaches 0 independent of $i$. This argument is valid for all values of $\beta$ (accounting for spatial aliasing).
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5

EIGENVALUES OF THE SAMPLE COVARIANCE MATRIX FOR A TOWED ARRAY

It is well-known that observations of the spatial sample covariance matrix (SCM, also called the cross-spectral matrix) reveal that the ordered noise eigenvalues of the SCM decay steadily, but common models predict equal noise eigenvalues. Random Matrix Theory (RMT) is used to derive and discuss properties of the eigenvalue spectrum of the data SCM for linear arrays, with an application to ocean acoustic data. Noise on the array is considered either incoherent or propagating acoustic noise that is coherent across the array. Using conventional 3D or 2D isotropic noise models with full or snapshot-deficient observations, realizations of the SCM eigenvalues are explained using random matrix theory. Deep-water towed-array data are analyzed and it is shown that the eigenvalues of the SCM compare well with theory. It is demonstrated how RMT can be applied to study eigenvalue spectrum estimation as dependent on array properties (element spacing to wavelength ratio) and data sampling (snapshots). Apart from explaining the observed noise eigenvalue spectrum, the improved model of the eigenvalue spectrum has important applications in array signal processing.
5.1 Introduction

Often the ocean acoustic data sample covariance matrix (SCM, or cross-spectral matrix) is assumed to consist of a few large signal-plus-noise eigenvalues followed by a set of equal-value noise-only eigenvalues representing uncorrelated noise. However, it is well-known that the SCM from real data observations is characterized by steadily decaying noise-only eigenvalues.

In array processing, a common rule of thumb is that the SCM is “well-estimated” when the number of snapshots is 2–3 times the array dimension [1–3]. This depends on the type of noise and application under consideration. Often, the number of snapshots available for forming the SCM is less than this, especially for large arrays [4–10].

Using random matrix theory (RMT) [11,12] to model the statistical properties of the SCM [13–19], the eigenvalue distributions are more informative than using the expectation alone. A random matrix is a matrix-valued random variable, i.e. the elements are stochastic variables. RMT can be used to study the distribution of eigenvalues under asymptotic assumptions. Using RMT, it can be shown that the eigenvalues have well-defined statistical properties. For acoustics, RMT has found applications in, e.g., elastodynamics [20] and wave propagation and scattering in random media [21–24].

Using tools from RMT, we study the asymptotic behavior of the SCM eigenvalues under the assumption that both the sample size (snapshots) and number of sensors tends to infinity while their ratio is constant. This is in contrast to taking the mean of the SCM where sample size (snapshots) tends to infinity while number of sensors is constant. Initially, RMT was developed assuming uncorrelated observations, with the distribution of the SCM eigenvalues given by the Marčenko–Pastur (MP) density [25]. More relevant for ocean acoustic applications, both the coherent and the incoherent noise components in the observations can be modeled in the SCM via a complex Wishart distribution.

This paper discusses the SCM eigenvalue decay structure focusing on the coherent noise component using simulations and real data and thus motivates further studies using RMT. Using RMT, it might be possible to model the convergence of the SCM and design improved eigenvalue based array-processing algorithms.
5.2 Noise Covariance Matrix

The sample covariance matrix (SCM) is defined as

$$\hat{\Sigma} = \frac{1}{M} \sum_{m=1}^{M} x_m x_m^H,$$  \hspace{1cm} (5.1)

where $x_m$, $m = \{1, \ldots, M\}$ is the $N$-element complex-valued observation vector at a particular frequency $f$ and $M$ the number of snapshots. We are interested in the eigen-decomposition of the SCM with ordered eigenvalues $\lambda_1 \geq \ldots \geq \lambda_N$, the eigenvalue spectrum.

Using a linear model

$$x = \sum_{k=1}^{K} S_k s_k + n_c + n_i,$$  \hspace{1cm} (5.2)

where $n_i \sim CN(0, \sigma_i^2 I)$ represents incoherent noise, i.e., sensor self-noise and $n_c \sim CN(0, \sigma_c^2 \Sigma_c)$ represents coherent propagating noise between sensors with the diagonal elements of $\Sigma_c$ normalized to 1. There are $K \ll N$ discrete sources from direction $s_k$ with complex amplitude $S_k$.

Assuming $s_k$, $n_c$, and $n_i$ are uncorrelated, the covariance matrix (CM) is

$$\Sigma = E(xx^H) = \sum_{k=1}^{K} |S_k|^2 s_k s_k^H + \sigma_c^2 \Sigma_c + \sigma_i^2 I.$$  \hspace{1cm} (5.3)

It is well known that the estimate Eq. (5.1) converges to Eq. (5.3) for $M \to \infty$ in a mean square sense. From this model it often is assumed that the first $K$ eigenvalues contain signal-plus-noise and the remaining $N-K$ eigenvalues are just due to noise. In particular for incoherent noise only, i.e. $\sigma_c^2 = 0$, all non-signal eigenvalues are equal-valued:

$$\lambda_j = \sigma_i^2, \quad j = K + 1, \ldots, N.$$  \hspace{1cm} (5.4)

In the remainder it is assumed $K = 0$.

We have discussed Eq. (5.2) in terms of propagating coherent noise and non-propagating sensor noise. The incoherent noise is uncorrelated between the sensors, but for certain array spacings the coherent noise also becomes uncorrelated.
The noise snapshot vector $n_c + n_i$ in Eq. (5.2) is modeled as a stationary, zero-mean, complex Gaussian stochastic process with covariance $\Sigma = \sigma_c^2 \Sigma_c + \sigma_i^2 I$, i.e., $x_m \sim CN(0, \Sigma)$. Based on this model, the SCM $\hat{\Sigma}$ in Eq. (5.1) is complex Wishart distributed with $M$ degrees of freedom and covariance $\Sigma$, i.e., $M\hat{\Sigma} \sim W_N(\sigma_c^2 \Sigma_c + \sigma_i^2 I, M)$.

### 5.2.1 Statistical Description of Eigenvalues

The classical equal-valued eigenvalues for the incoherent noise Eq. (5.4) is derived based on the assumption that the system parameter (array size) $N$ is constant and the number of snapshots $M \to \infty$. A full statistical description is obtained taking $\nu = N/M$ constant and then let $M \to \infty$ (i.e., $N$ increases with $M$). This can be analyzed using RMT for incoherent or coherent [19] noise. For $\nu = 0$ the results correspond to the classical ensemble average.

The statistics of the SCM eigenvalues can be characterized by several distributions, such as,

1. The joint distribution of the eigenvalues [26].
2. The distribution of the largest eigenvalue $\lambda_1$. For Wishart matrices, this is described by the Tracy-Widom density (when scaled and centered appropriately) [27].
3. The distribution of the $j$th largest eigenvalue. [28]
4. The empirical distribution of the eigenvalues, e.g. the Marčenko–Pastur (MP) distribution in Section 5.2.2.1.

For characterizing the noise, we are concerned with the last item above.

The empirical cumulative distribution function (CDF) of the SCM eigenvalues is defined as:

$$F(\lambda) = \frac{\#\{\lambda_j \leq \lambda\}}{N},$$

(5.5)

where $\#$ represents the cardinality of the set, i.e. the number of eigenvalues less than $\lambda$. 
To give the empirical CDF a probabilistic interpretation, we define the random variable Λ which takes realizations from the finite set of eigenvalues \{λ₁, \ldots, λ_N\} with uniform probability. Specifically, we define \(P(Λ = λ_j) = \frac{1}{N}\) for all \(j = 1, \ldots, N\) and
\[
P(Λ ≤ λ) = \sum_{j: λ_j ≤ λ} P(Λ = λ_j) = F(λ).
\] (5.6)
Thus, the distribution of a uniformly selected eigenvalue is identical to the CDF.

The eigenvalue density of the SCM is defined as
\[
p(λ) = \frac{1}{N} \sum_{j=1}^{N} δ(λ - λ_j) = \frac{dF(λ)}{dλ}.
\] (5.7)
In the following, we examine \(p(λ)\) for coherent and incoherent noise.

### 5.2.2 Incoherent Noise

Array processing is typically performed under the assumption of uncorrelated noise between the sensors. Important early results in RMT are based on uncorrelated observations.

#### 5.2.2.1 Marčenko–Pastur (MP) Density

For noise that appears uncorrelated between the sensors, the snapshots are distributed as \(n_i \sim \mathcal{CN}(0, σ^2_i I)\). For \(M \to \infty\) and \(ν = N/M, 0 ≤ ν ≤ 1\) constant (i.e., number of elements \(N\) increases with \(M\)), the eigenvalues of the SCM \(\Sigma_i\) are distributed as given by the Marčenko–Pastur (MP) density [25]
\[
p_{\text{MP}}(λ) = \begin{cases} \frac{\sqrt{(l_+ - λ)(λ - l_-)}}{2πνλσ^2_i} & L < λ < l_+ \\ 0 & \text{otherwise} \end{cases}
\] (5.8)
where \(L = σ^2_i(1 - \sqrt{ν})^2\) and \(l_+ = σ^2_i(1 + \sqrt{ν})^2\) are the upper and lower limits of the “spreading” of the eigenvalues of the SCM around the true eigenvalue \(σ^2_i\).

Figure 5.1(a) shows the MP density, Eq. (5.8), for \(σ^2_i = 1\) and \(ν = 1, 1/4,\) and \(1/25\). The largest eigenvalue is about \(l_+\) or 4, 9/4, and 36/25 times \(σ^2_i\), illustrating how the density becomes narrower as \(ν\) decreases (\(M\) increases). For \(ν \to 0\) the MP density approaches a delta function at \(σ^2_i\), in agreement with Eq. (5.4) for \(K = 0\). The classical result for the expectation Eq. (5.3) corresponds to \(ν \to 0\).
5.2.2.2 Simulation of Incoherent Noise Eigenvalues

The MP density Eq. (5.8) is only valid asymptotically, but this density works well for finite array size \( N \) and snapshots \( M \) as demonstrated in Fig. 5.1(b) and 5.1(c), see also Sect. 5.2.3.5 for the snapshot-deficient case. For finite \( N \) and \( M \), realizations of the SCM can be generated from its distribution \( M\Sigma \sim \mathcal{W}_N(\sigma_i^2I,M) \). The simulations use a constant array size \( N = 64 \) and computes the SCM eigenvalues for \( M = N, 4N, 25N \) (or \( \nu = 1, 1/4, 1/25 \)). Fig. 5.1(b) shows how the observed eigenvalues of the SCM are related to the MP density and Fig. 5.1(c) shows the conventional ordered display illustrating the decay of eigenvalues with eigenvalue index.

Clearly, as \( M \) increases the eigenvalues approach the constant value given in Eq. (5.4). For real arrays the observation time is finite and often \( M \approx N \) as the number of snapshots is limited by requiring a stationary environment.

5.2.3 Coherent Noise

Environmental noise sources are coherent between pairs of sensors due to propagation effects in the ocean. This is in contrast to sensor noise which is incoherent and typically much lower in power than the environmental noise. Note that environmental noise may appear uncorrelated at specific element spacings (Sect. 5.2.2). For the 3D isotropic noise model this occurs at half-wavelength spacing.

5.2.3.1 3D Isotropic Noise Eigenvalues

For a linear array of \( N \) equidistant sensors and assuming a 3D isotropic noise field, the elements of the coherent noise covariance matrix (CM) \( \sigma_c^2\Sigma_c^{3D} \) of the noise field are proportional to [19, 29] (omitting \( \sigma_c^2 \)),

\[
[S_c^{3D}]_{ij} = \text{sinc} (2\beta |i - j|),
\]  

where \( \text{sinc}(x) = \sin(\pi x) / (\pi x) \) and \( \beta \) is the ratio of the spacing between the sensors to the wavelength under consideration (\( \beta = f\Delta x/c \), where \( f \) is the frequency, \( \Delta x \) is the spacing between the sensors, and \( c \) is the phase speed of wave propagation in the medium). Eq. (5.9) is a symmetric Toeplitz matrix. Thus, the spatial correlations are only dependent on \( \beta \) and the separation \(|i - j|\).
Figure 5.1: (a) Eigenvalue probability density of the incoherent noise SCM corresponding to a Marčenko–Pastur (MP) density Eq. (5.8) for $\sigma_i^2 = 1$ and $\nu = N/M = 1, 1/4, 1/25$. (b) and (c) Eigenvalues of the SCM for an array with $N = 64$ and number of snapshots $M, \nu = N/M = 1, 1/4, 1/25$. In (c) the axes are changed relative to (b) and the eigenvalue is in dB.
Asymptotically, the eigenvalues of a symmetric Toeplitz matrix are sampled from the Fourier transform of the sequence of elements that form the rows of the matrix [30]. Thus, asymptotically \( N \to \infty \), the eigenvalues of \( \Sigma_{c}^{3D} \) in Eq. (5.9) are proportional to the Fourier transform of the sinc function \( \varphi(\kappa) \), which is the rectangle function:

\[
\varphi(\kappa) = \frac{1}{2\beta} \text{rect} \left( \frac{\kappa}{2\beta} \right),
\]

where \( \kappa \in [-1/2, 1/2] \) is the spatial frequency. Hence, the eigenvalues have at most two distinct values and for \( \beta \leq 1/2 \) just one non-zero value [19, 31], with multiplicity ratio \( 2\beta \) (the multiplicity ratio is the identical number of eigenvalues relative to the array dimension).

For large but finite \( N \), an approximate formula for the eigenvalues of \( \Sigma_{c}^{3D} \) can be obtained by sampling Eq. (5.10) at \( N \) points as in Eq. (5.11) and the \( 1/2 \) is introduced to obtain symmetry of the sampled eigenvalues.

\[
\lambda_{j}^{3D} = \begin{cases} \frac{1}{2\beta} & \text{for } \frac{j-1/2}{N} \leq 2\beta \\ 0 & \text{otherwise}, \end{cases}
\]

where \( j = 1, \ldots, N \).

For \( \beta < 1/2 \), \( \Sigma_{c}^{3D} \) is rank deficient due to the zero eigenvalues of multiplicity ratio \( 1 - 2\beta \). For \( \beta = 1/2 \) (half-wavelength element spacing), \( \Sigma_{c}^{3D} = I \) and thus \( \lambda_{j}^{3D} = 1, j = 1, \ldots, N \) and \( \Sigma_{c}^{3D} \) is full rank.

Using the CM eigenvalues, the density for the eigenvalues of the SCM can be derived [19]. Since the CM has just one distinct non-zero eigenvalue, Eq. (5.11), the density is inferred from the MP density as follows. 1) The zero CM eigenvalues remain zero in the SCM. 2) As the multiplicity ratio of the non-zero eigenvalue is \( 2\beta \) as opposed to 1 for the MP density, the equivalent array element to snapshot ratio becomes \( \tilde{\nu} = 2\beta \nu \). 3) Since the probability of obtaining a non-zero eigenvalue is \( 2\beta \), the density of the non-zero eigenvalues is scaled by \( 2\beta \). 4) Further, we need to scale the spread of the eigenvalues with \( \sigma_{c}^{2} \frac{1}{2\beta} \). This gives the coherent MP density

\[
p_{c\text{MP}}(\lambda) = \begin{cases} 2\beta \frac{\sqrt{(\lambda_{+}-\lambda)(\lambda_{-}-\lambda)}}{2\pi\lambda_{+}\sigma_{c}^{2}} & \lambda_{-} < \lambda < \lambda_{+} \\ (1 - 2\beta) \delta(\lambda) & \text{otherwise}, \end{cases}
\]

\[(5.12)\]
Figure 5.2: CM eigenvalues based on (a) 3D and (b) 2D isotropic noise for \( \beta = 1/4 \) and \( N = 64 \). The approximate eigenvalues [\( \bullet \), (a) Eq. (5.11) and (b) Eq. (5.16)] as well as the eigenvalues for a finite array (\( \bullet \)) are shown.

with

\[
\lambda_{\pm} = \frac{\sigma_c^2}{2\beta} \left( 1 \pm \sqrt{\nu} \right)^2 = \sigma_c^2 \left( \sqrt{\frac{1}{2\beta}} \pm \sqrt{\nu} \right)^2.
\]  

(5.13)

The first term in Eq. (5.12) accounts for the density due to the spreading of the non-zero eigenvalues and the second term in Eq. (5.12) is the density due to the zero eigenvalues.

### 5.2.3.2 2D Isotropic Noise Eigenvalues

For a 2D isotropic noise field [32], the coherent noise CM is proportional to

\[
[\Sigma_c^{2D}]_{ij} = J_0(2\pi\beta|i-j|),
\]

(5.14)

where \( J_0 \) is the zeroth order Bessel function. Since \( \Sigma_c^{2D} \) also is Toeplitz symmetric, its eigenvalues are samples from the Fourier transform of \( J_0(2\pi\beta x) \):

\[
\varphi(\kappa) = \mathcal{F}[J_0(2\pi\beta x)] = \frac{\text{rect}(\frac{\kappa}{4\pi\beta})}{\pi\beta\sqrt{1 - (\kappa/2\pi\beta)^2}}
\]

(5.15)

where \( \kappa \in [-\pi, \pi) \) is the spatial frequency. Thus, similar to the 3D case, for finite \( N \) an approximate formula for the eigenvalues is obtained by sampling Eq. (5.15) and for
\(\beta \leq 1/2\), the (unsorted) eigenvalues are given by

\[
\lambda_{j}^{2D} = \begin{cases} 
\pi \beta \sqrt{1 - \left| \frac{j - (N+1)/2}{N/2} \right|^2} & \text{for } \left| \frac{j - (N+1)/2}{N/2} \right| \leq \beta \\
0 & \text{otherwise},
\end{cases}
\]  

(5.16)

where \(j \in 1, \ldots, N\). These eigenvalues come in pairs due to the symmetry around \(N/2\).

Similar to the 3D case for \(\beta < 1/2\), \(\Sigma_{c}^{2D}\) is rank deficient due to the zero eigenvalues of multiplicity ratio \((1 - 2\beta)\) (asymptotically, \(N \rightarrow \infty\)) as shown in Eq.(5.16). The first zero of the Bessel function, \(J_{0}(2\pi \beta x)\), for \(x = 1\) occurs at \(\beta = 0.38\), but successive zeros do not occur at multiples of 0.38 and hence their spacing is not periodic (although the asymptotic expansion \(J_{0}(2\pi \beta x) \approx \sqrt{\frac{1}{\pi \beta x}} \cos(2\pi \beta x - \pi/4)\) suggests that the zeros occur periodically for large arguments). Hence for a 2-sensor array [32], the noise on the array is uncorrelated at \(\beta = 0.38\), but for larger uniformly spaced arrays, the 2D isotropic noise SCM will never be uncorrelated, even at \(\beta = 0.5\).

The CM eigenvalue spectrum for 3D and 2D isotropic noise is shown in Fig. 5.2 for \(N = 64\) and \(\beta = 1/4\). The CM eigenvalues are computed using classical eigenvalue methods on \(\Sigma_{c}\) [●, Eqs. (5.9) and (5.14)] and the asymptotic formulas [●, Eqs. (5.11) and (5.16)], see Fig. 5.2. For the 2D case [Fig. 5.2(b)], the large eigenvalues come in pairs and eigenvalues 1–2 are beyond the limits of the plot. For finite \(N\), there are a number of eigenvalues near the normalized eigenvalue index \(2\beta\) (these are not in pairs), defining the edge of the visible region. The visible region of the array is where the eigenvectors correspond to element-to-element phase shifts of physically propagating waves in the medium.

The SCM eigenvalue density for 2D isotropic noise is not available analytically and is obtained from simulation as demonstrated in Sect. 5.2.3.3.

### 5.2.3.3 Simulation of Coherent Noise Eigenvalues

The SCM eigenvalue densities are estimated numerically using Monte Carlo simulation and shown here for 3D and 2D isotropic noise for \(N = 64\) and \(\beta = 1/4\).

The SCMs are generated as \(\hat{M}\Sigma_{c} \sim \mathcal{W}_{\lambda}(\Sigma_{c}, M)\) and their ordered eigenvalues are shown in Fig. 5.3(a) and 5.3(c) for a single realization. The difference in structure between the SCM eigenvalues for 3D [Fig. 5.3(a)] and 2D [Fig. 5.3(c)] isotropic noise is
Figure 5.3: (a, c) SCM eigenvalues, and (b, d) SCM eigenvalue densities based on (a, b) 3D and (c, d) 2D isotropic noise for \( v = N/M = 1, 1/25 \). The simulation is performed with \( N = 64, \beta = 1/4 \), the SCM eigenvalues are based on one realization and the densities are obtained from 1000 Monte Carlo samples. In (b) the asymptotic densities [solid, Eq. (5.12)] are shown. In (b) and (d) the probability mass of \( 1 - 2\beta = 0.5 \) at \( \lambda = 0 \) is not shown.
pronounced for $\nu = 1/25$, mirroring the shapes of their respective asymptotic formulas for the CM eigenvalues [Eqs. (5.11) and (5.16)] as shown in Fig. 5.2. However, for $\nu = 1$ (dot-dashed) the spreading of the eigenvalues looks similar and it is difficult to distinguish between the two noise fields.

The empirical eigenvalue densities are obtained from 1000 Monte Carlo samples [Figs. 5.3(b) and 5.3(d)]. The 3D asymptotic distributions [Eq. (5.12)] for both $\nu = 1$ and $\nu = 1/25$ match well the finite dimension simulated distributions [Fig. 5.3(b)].

For $\nu = 1/25$, the main density is quite sharply centered around $1/2\beta = 2$ for the 3D case as the underlying CM only has equal-valued eigenvalues of value $1/2\beta$ for $\beta \leq 1/2$, whereas the 2D density is more distributed. The localized peaks in the densities for both 3D (3 peaks) and 2D (2 peaks) observed for $\lambda < 1.5$ correspond to the “transition eigenvalues” which occur due to the finite dimension of $\Sigma_c$, the density for $\lambda < 0.05$ is suppressed. The transition eigenvalues of a single realization $\widehat{\Sigma}_c$ (●) in Figs. 5.3(a) and 5.3(c) agree well with the peaks in the densities in Figs. 5.3(b) and 5.3(d).

For 2D isotropic noise and $\nu = 1/25$, there are several localized modes at larger eigenvalues ($\lambda > 2$). These corresponds to the eigenvalue pairs 3–4 ($\lambda \approx 3.3$), 5–6 ($\lambda \approx 2.5$), and 7–8 ($\lambda \approx 2.2$) of $\Sigma_2^{\text{2D}}$ in Fig. 5.2(c) (eigenvalues 1–2 have $\lambda > 5$).

5.2.3.4 Simulation of Coherent Plus Incoherent Noise Eigenvalues

To demonstrate the decay of the eigenvalues, we are interested in realizations of the noise SCM and their eigenvalues. Since the noise SCM is complex Wishart distributed $M\widehat{\Sigma} \sim \mathcal{W}_N(\sigma_c^2\Sigma_c + \sigma_i^2I, M)$ we can generate realizations of the SCM from which the eigenvalues are determined.

This is illustrated with simulations for an array with 64 elements with noise-only data. The coherent noise is chosen a factor 200 larger than the incoherent noise, $\sigma_c^2/\sigma_i^2 = 200$. The simulations in Fig. 5.4 show the decay of the eigenvalues for all SCMs. As the number of snapshots is increased (with array size fixed, $\nu$ decreasing), the smaller eigenvalues become larger and eventually for an infinite number of snapshots the eigenvalues will approach a step function. The larger eigenvalues are dominated by the coherent noise and the smaller eigenvalues by the incoherent noise.

The location of the jump depends on $\beta$, the ratio of array spacing to wavelength.
Figure 5.4: Eigenvalues of the SCM for a $N=64$ element array with $\sigma_c^2/\sigma_i^2 = 200$ for: (a) $\beta = 1/8$, (b) $\beta = 1/4$, (c) $\beta = 3/8$, and (d) $\beta = 1/2$. The eigenvalues are shown for an increasing number of snapshots $M$, where $\nu = N/M = 1$ (dash-dotted), $\nu = 1/4$ (dashed), $\nu = 1/16$ (solid). The eigenvalues are normalized with $\sigma_i^2$ and the vertical dotted line indicates the edge of the visible region.

For $\beta < 1/2$ there is a sharp drop in the vicinity of the eigenvalues corresponding to the edge of the visible region. For fewer snapshots this jump is smeared out. A smaller ratio $\sigma_c^2/\sigma_i^2$ reduces the jump. At $\beta = 1/2$ the coherent noise CM also is diagonal and thus identical to the classical case of only incoherent noise discussed in Sect. 5.2.2.

It is interesting to compare the largest eigenvalues of the SCM for 2D and 3D isotropic noise, see Fig. 5.5. For the same number of snapshots ($\nu = 1/4$), the largest eigenvalues for the 2D case are 4 dB larger than for the 3D case. At $\beta = 1/2$, the 2D noise CM is not diagonal (the Bessel function is not zero at $\beta = 1/2$) and eigenvalues are not similar to the incoherent case, see Fig. 5.1.
Figure 5.5: Eigenvalues of the 3D (solid) and 2D (dashed) noise SCM for a $N = 64$ element array with $\sigma_c^2/\sigma_i^2 = 200, \nu = 1/4$ for: (a) $\beta = 1/4$ and (b) $\beta = 1/2$. The eigenvalues are normalized with $\sigma_i^2$ and the vertical dotted line indicates the edge of the visible region.

### 5.2.3.5 Snapshot-deficient Case

If there are fewer snapshot samples than sensors ($M < N$, i.e., $\nu = N/M > 1$) the SCM has at most $M$ eigenvalues and is said to be snapshot-deficient. This often is the case for large towed arrays or arrays in dynamic environments where the number of snapshots is limited.

For the snapshot-deficient incoherent-noise SCM, i.e. $M < N$, we can apply the MP density Eq. (5.8) with $\nu = N/M$ and adding a point mass of $1 - 1/\nu$ at $\lambda = 0$ corresponding to the $N - M$ zero eigenvalues. This can be derived as follows. All snapshots are collected into an $N \times M$ observation matrix $X = [x_1 \ldots x_M]$. This gives the sample covariance matrices:

$$\widetilde{\Sigma} = \frac{1}{M}XX^H \quad \text{and} \quad \widetilde{\Sigma}' = \frac{1}{N}X^HX,$$

where $M \times M$ matrix $\widetilde{\Sigma}'$ is only used in the derivation of the density, it is not a physical quantity. Since $X$ is complex Gaussian $CN_M(0, \sigma_i^2 I_N)$ then $X^H$ also is complex Gaussian $CN_N(0, \sigma_i^2 I_M)$. Both $\widetilde{\Sigma}$ and $\widetilde{\Sigma}'$ will be complex Wishart distributed, as $M\widetilde{\Sigma} \sim W_N(\sigma_i^2 I_N, M)$ and $N\widetilde{\Sigma}' \sim W_M(\sigma_i^2 I_M, N)$, respectively. Thus, the snapshot-deficient incoherent-noise SCM is given by the MP density $\widetilde{\Sigma}'$ matrix as if there were $N$’snap-
Figure 5.6: Eigenvalues of the snapshot-deficient SCM for a 64-element array for $M = 32$ (solid), i.e. $\nu = 2$, and $\sigma_i^2 / \sigma_c^2 = 200$ for: (a) $\beta = 1/8$ and (b) $\beta = 1/4$. For comparison, $M = 64$ (dashed, $\nu = 1$) also is shown. The eigenvalues are normalized with $\sigma_i^2$ and the vertical dotted line indicates the edge of the visible region.

Shots” and $M$ “elements”, provided a mass point of $1 - 1/\nu$ at $\lambda = 0$ is included to account for the zero eigenvalues.

For the snapshot-deficient 3D coherent-noise SCM, a simulation is used to obtain the eigenvalues. The snapshot-deficient SCM is simulated as in Sec. 5.2.3.4, but with just $M = 32$ snapshots, i.e., 32 non-zero eigenvalues, see Fig. 5.6. The eigenvalues decay faster for the snapshot-deficient SCM than when using more snapshots (solid versus dashed in Fig. 5.6). The snapshot-deficient case is further discussed in Sec. 5.3.

5.3 Experiment

The data is from a towed horizontal array during the long range acoustic communications (LRAC) experiment [33] from 10:00–11:00 UTC on 16 September 2010 in the NE Pacific in 5-km water depth. Other data periods yield similar results to those shown here. The array was towed at 3.5 knots at a depth of 200 m. The data were sampled at 2000 Hz using a nested array with each configuration having 64 channels [34]. The high frequency (HF) array had hydrophone spacing 0.375 m (design frequency $f_d = 2000$ Hz), the medium frequency (MF) array had channel spacing 0.75
Figure 5.1: Towed array beam time series (dB) at one quarter wavelength element spacing: (a) ULF at 125 Hz, (b) LF at 250 Hz, (c) MF at 500 Hz, and (d) HF at 1000 Hz.

$m (f_d = 1000 \text{ Hz})$, the low frequency (LF) array 1.5 m ($f_d = 500 \text{ Hz}$), and the ultra low frequency (ULF) array 3 m ($f_d = 250 \text{ Hz}$).

The SCMs were constructed using 4 s, $2^{13}$ long Fourier transforms without overlap and $M = 64 (\nu = 1)$ or 864 ($\nu = 1/13$) snapshots, with 864 snapshots corresponding to the whole hour. The beamformed time series, Fig. 5.1, is based on single snapshots and performed at one quarter wavelength element spacing. The broad arrival at 60–75° is from the towship (R/V Melville). Apparently, the two arrivals at −45° and −30° come from distant transiting ships, although a log of ships in the area was not kept. Overall, the beam time series shows little change with time.

Figure 5.2 shows the eigenvalues of the SCM at selected values of $\beta$ for the four arrays. Due to the low sampling frequency (2000 Hz), the HF array only can be used up to $\beta = 1/4 (1000 \text{ Hz})$. All eigenvalues are based on one hour observations, meaning
that for $M = 64$ the eigenvalues are averaged over 13 SCM eigenvalues. The first few eigenvalues for each SCM likely are due to the distant transiting ships and noise from the towship, as seen in the beam time series (Fig. 5.1). The eigenvalues drop sharply above $2\beta(N - 1) + 1$ (vertical dotted line) as predicted by theory, and indicates that the coherent noise is stronger than the incoherent noise. The eigenvalues of the SCM of the LF and ULF arrays show a similar behavior as the MF and HF arrays though with less strong transition between the two eigenvalue regimes.

Figure 5.2 shows that the eigenvalues depend on $\beta$. As $\beta$ increases, all the eigenvalue spectra become more extended and at $\beta = 0.5$ (half wavelength spacing) the SCM ideally should become diagonal with eigenvalues that approximately are all equal.

Comparing the four arrays at $\beta = 1/8$, first column in Fig. 5.2, shows that the higher eigenvalue numbers (containing mostly incoherent noise) are relatively larger at low frequencies. At half-wavelength spacing ($\beta = 1/2$, last column in Fig. 5.2), all eigenvalues remain large for the three arrays, except when using a relatively small number of snapshots ($M = N$).

The observed and modeled noise eigenvalues are compared in Fig. 5.3. It is important to realize that there is towship radiated noise as well as broadband signatures from several distant ships arriving at the array, especially at low frequencies, see Fig. 5.1. These “signals” are among the largest eigenvalues extracted from the data, see Eq. (5.2). Therefore, we arbitrarily select to only match the noise from eigenvalue 10 and vary the ratio of coherent to incoherent noise $\sigma^2_c/\sigma^2_i$, see Fig. 5.3. For the HF array, the match is quite good and the transition region is also well-determined. For the LF array, the match is less good, likely because not all dominant noise sources are modeled. Before these noise sources are understood, whether the noise field is 2D or 3D cannot be determined.

For large arrays, the SCM often is snapshot-deficient. The snapshot-deficient eigenvalues for the towed array data (Fig. 5.4) compare well with the simulations in Fig. 5.6. How well the coherent noise eigenvalues are estimated depends on $\beta$ relative to the number of snapshots $M$. For small values of $\beta$ there might be insufficient snapshots so the coherent noise eigenvalues are relatively well estimated. An important question
Figure 5.2: Eigenvalues of the towed array SCM for HF array (1st row, $\beta = 1/8, 1/4$), MF array (2nd row, $\beta = 1/8, 1/4, 1/2$), LF array (3rd row, $\beta = 1/8, 1/4, 1/2$), and ULF array (4th row, $\beta = 1/8, 1/4, 1/2$). The eigenvalues are based on 64 ($\nu = 1$, dashed) and 864 ($\nu = 13$, solid) snapshots. The eigenvalues are normalized with the largest eigenvalue and the vertical dotted line indicates the edge of the visible region, $\beta$ is the element spacing to wavelength ratio.
Figure 5.3: Comparison of observed and modeled eigenvalues. Eigenvalues of the
towed array SCM (solid) and modeled eigenvalues 3D (dashed) and 2D (dash-dotted) for
HF array (1st row, $\beta = 1/8, 1/4$) and LF array (2nd row, $\beta = 1/8, 1/4, 1/2$). The observed
eigenvalues are based on 864 ($\nu = 13$, solid) snapshots, the modeled eigenvalues use
a ratio $\sigma_i^2/\sigma_c^2 = 700$ for HF array and $\sigma_i^2/\sigma_c^2 = 100$ for LF array. The eigenvalues are
normalized with the largest eigenvalue and the vertical dotted line indicates the edge
of the visible region, $\beta$ is element spacing to wavelength ratio.

is how eigenvalue based beamforming performs for this case, but this is beyond the
scope of this paper.

From all of the SCM eigenvalue spectra [Fig. 5.5(a) and 5.5(c)] we obtain hist-
tograms of the eigenvalues [Fig. 5.5(b) and 5.5(d)] corresponding to the empirical eigen-
value density, Eq. (5.7). Each SCM is normalized by the largest eigenvalue so that in the
histograms the largest eigenvalues correspond to “signal” eigenvalues. The histograms
are multi-modal corresponding to coherent and incoherent noise, as can also be seen
from 2nd row in Fig. 5.2.

5.4 Conclusion

Eigenvalue spectra of the sample covariance matrix (SCM, also called the cross-
spectral matrix) have been examined for both synthetic and real data. The ordered
eigenvalues decay steadily as predicted using random matrix theory (RMT). Using tools
from RMT, we study the asymptotic behavior of the SCM eigenvalues under the assu-
mption that both the sample size and number of sensors tend to infinity while their
Figure 5.4: Eigenvalues of the MF towed array snapshot-deficient SCM with $M = 32$ ($\nu = 2$) for several realizations (thin lines) for (a) $\beta = 1/8$ and (b) $\beta = 1/4$ (i.e., frequencies 500 and 1000 Hz). Average of these eigenvalues (solid) and eigenvalues of the SCM (dashed) with $M = N = 64$ ($\nu = 1$) also are shown. The eigenvalues are normalized with the largest eigenvalue and the vertical dotted line indicates the edge of the visible region.

The noise observed by an equally-spaced line array has been modeled as the sum of an incoherent component and a stronger coherent component corresponding to propagating noise. The coherent component is modeled as 3D or 2D isotropic noise corresponding to a sinc or a zeroth-order Bessel covariance matrix. Eigenvalues of these were examined and both matrices were singular for element spacing to wavelength ratios less than 1/2, causing a sharp drop in the eigenvalues which is related to the edge of the visible region. Realizations of synthetic SCMs were drawn from the complex Wishart distribution in numerical simulations from which both eigenvalue spectra and densities were estimated.

Simulated and deep-water towed-array noise data SCMs clearly show the strong jump in power level at the edge of the visible region. Apart from this jump, the SCM eigenvalues decay steadily as predicted by theory. Snapshot deficient and well-estimated SCMs were considered.
Figure 5.5: (a, c): Eigenvalues of the MF towed array SCM with $M = 64$ ($\nu = 1$) for 13 realizations for (a, b) $\beta = 1/8$ (250 Hz) and (c, d) $\beta = 1/4$ (500 Hz). (b, d): The normalized histograms of all of the eigenvalues.
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Cross-correlations of diffuse noise fields can be used to extract environmental information. The influence of directional sources (usually ships), often results in a bias of the travel time estimates obtained from the cross-correlations. Using an array of sensors, insights from random matrix theory on the behavior of the eigenvalues of the sample covariance matrix (SCM) in an isotropic noise field are used to isolate the diffuse noise component from the directional sources. A sequential hypothesis testing of the eigenvalues of the SCM reveals eigenvalues dominated by loud sources that are statistical outliers for the assumed diffuse noise model. Travel times obtained from cross-correlations using only the diffuse noise component (i.e., by discarding or attenuating the outliers) converge to the predicted travel times based on the known array sensor spacing and measured soundspeed at the site and are stable temporally (i.e., unbiased estimates). Data from the Shallow Water 2006 experiment demonstrates
the effectiveness of this approach and that the SNR builds up as the square root of time, as predicted by theory.

### 6.1 Introduction

Over the past decade, there has been significant interest in retrieving information from diffuse, multiply scattered and refracted waves in an environment. It was demonstrated, both theoretically and experimentally [1–5], that temporal cross-correlations of a diffuse noise field recorded on a pair of receivers yielded the Green’s function between those two points. It also is possible to image remote areas of the ocean [6–10] and the interior of the earth [11–13] using diffuse noise fields, as opposed to using controlled active sources which are both expensive and limited in resolution.

The ocean noise field has two primary components—a rich and varied background diffuse noise field due to wind, breaking waves, biological activities, distant shipping, and a highly directional (and often stronger) noise field due to ships and other similar anthropogenic activities in the vicinity of the observing sensors. Depending on whether one wishes to monitor the changes in the environment, or the movement of the sources, the two components of the noise field either can be beneficial or a deterrent. A challenge in using ocean noise is separating these two components reliably.

For an $N$ element linear hydrophone array, the sample covariance matrix (SCM) is formed in the frequency domain from $M$ snapshot vectors (i.e., the Fourier coefficients of the data observation vector at a frequency $f$), $x_m(f), m = 1, \ldots, M$ as

$$
\hat{R}(f) = \frac{1}{M} \sum_{m=1}^{M} x_m(f)x_m^H(f),
$$

and its eigendecomposition gives the eigenvalues $\hat{\lambda}_1(f) \geq \cdots \geq \hat{\lambda}_N(f)$ and eigenvectors $\hat{v}_1(f), \ldots, \hat{v}_N(f)$. The time domain cross-correlation of the data from the $i$th and $j$th hydrophones across the entire bandwidth is obtained as:

$$
\hat{C}_{ij}(t) = \mathcal{F}^{-1} \left[ \hat{R}_{ij}(f) \right]
$$

where $t$ denotes the correlation time, and $\mathcal{F}^{-1}$ denotes an inverse Fourier transform (henceforth, the dependence on $f$ is dropped unless necessary).
When the noise field is diffuse, the cross-correlation can be used as a proxy for the Green’s function of the environment (which is unknown) shaped by the spectrum of the noise field. Hence, the location of the peak of the cross-correlation gives the travel time which typically corresponds to the direct path propagation between the hydrophones.

It was shown experimentally [6] that in order to obtain stable travel times for a ship dominated noise field, the cross-correlations must be averaged over ship tracks which pass through the end-fire region of a pair of hydrophones. Performing the cross-correlations over much shorter time periods introduces biased travel times, because the directional nature of the noise field results in travel times that generally are less than that for the direct path between the hydrophones [14,15]. This results in requiring long observation times to obtain stable estimates of the travel times.

In this article, the focus is on obtaining stable cross-correlations from an array of sensors without interference from loud sources, by effectively discarding or attenuating the contributions from the directional noise field (Sec. 6.4). This is achieved by drawing on insights from random matrix theory (RMT) on the behavior of the eigenvalues (Sec. 6.2) of the SCM, which then is used in a statistical hypothesis testing framework (Sec. 6.3).

RMT, which has its roots in nuclear physics [16], is a mathematical tool that allows one to study the eigenvalue densities of random matrices in the asymptotic limit as the matrix size increases. It has diverse applications in a wide variety of fields such as statistics [17,18], signal processing [19–25], ocean acoustics [23,26–29], information theory and wireless communications [30,31], elastodynamics [32], wave propagation and scattering in random media [33–35].

Recently, the asymptotic eigenvalue densities of the SCM for a 3D isotropic noise field were derived using RMT [23]. Here, we assume the diffuse background noise field in an ocean environment to be isotropic and use these results to distinguish the eigenvalues due to loud, directional sources (e.g. nearby ships) in the data from those of the background noise using hypothesis testing. Prior related work include model order estimation for signals in white noise using RMT combined with an information theoretic criterion [21] and eigenvalue based sequential hypothesis testing.
in white and colored noise [17, 22]. The contribution of this article is in adapting the sequential testing to diffuse ocean noise fields, especially when the SCM inherently is rank deficient (see Sec. 6.2.2), and its application in noise processing.

The isotropic noise model primarily is chosen because the known analytical results [23], readily can be related to features observed in data (see Sec. 6.4). In practice, any reasonable physical noise model can be used (see Sec. 6.5 for a brief discussion) and the advantage of using simple analytical noise models is that one can process the data without having to know anything about the environment (e.g. water depth, seafloor characteristics, etc.).

### 6.1.1 Notations and Definitions

1. The term *eigenvalue density* (probability density of the eigenvalues) is often used, and is defined for any $N \times N$ Hermitian matrix $A$ with eigenvalues $\{a_1, \ldots, a_N\}$ as

\[
P_A(x) = \frac{1}{N} \sum_{n=1}^{N} \delta(x - a_n) = \frac{d}{dx} P_A(x),
\]

where $P_A(x)$ is the empirical cumulative distribution (ECD) of the eigenvalues, defined as

\[
P_A(x) = \frac{\# \{ a_n \leq x \}}{N},
\]

and $\#$ denotes the cardinality of the set.

2. As $N \to \infty$, the ECD of the eigenvalues, $P_A(x)$ converges almost surely to a well defined distribution $P(x)$ [36] and the corresponding density function, $p(x)$ is referred to as the *asymptotic eigenvalue density*.

3. The dimensions of any covariance matrix (CM) $A$, unless made explicit, are taken to be $N \times N$. $A_\infty$ denotes $\lim_{N \to \infty} A_N$. Similarly, any SCM $\hat{A}$, unless otherwise stated, is taken to be such that $M\hat{A} \sim \mathcal{W}(A, M)$, i.e., $M\hat{A}$ is complex Wishart distributed with $M$ degrees of freedom and true CM $A$. $\hat{A}_\infty$ denotes $\lim_{N,M \to \infty} \hat{A}_N$, with $N/M = \nu$.

4. The term *loud source* is used generically to mean discrete sources or interfeiners in the environment, which in general are louder than the diffuse background
noise field and possibly could bias the cross-correlations because of their spatial compactness (also see Sec. 6.3.1.1).

6.2 Background

6.2.1 Statistical Model for the SCM

The $m$th snapshot vector, $x_m$, is modeled as

$$x_m = s_m + n_m,$$  \hspace{1cm} (6.5)

where $s_m \sim CN(0,S)$ is a circular complex normal distributed directional noise vector from loud sources in the environment with a CM $S$ and $n_m \sim CN(0,\Sigma)$ is a Gaussian diffuse noise vector with a CM $\Sigma$. From the independence of $s_m$ and $n_m$, the true CM of $x_m$ then is

$$R = S + \Sigma,$$  \hspace{1cm} (6.6)

and the SCM in Eq. (6.1) is complex Wishart distributed with $M$ degrees of freedom and true CM $R$, i.e., $\mathcal{MR} \sim \mathcal{W}(R, M)$.

For the purposes of this paper, to model the effect of a few loud sources, we assume that the rank of $S$, say $K$, is small compared to the rank of $\Sigma$, i.e.,

$$K \approx \text{rank}(S) \ll \text{rank}(\Sigma)$$  \hspace{1cm} (6.7)

and that the $K$ non-zero eigenvalues of $S$ are all larger than the eigenvalues of $\Sigma$ and manifest in the $K$ largest eigenvalues of the SCM. Note that the effect of a source will be spread across multiple eigenvalues and eigenvectors if the source is moving and the observation time is not short enough to consider it to be stationary [37] or if multiple sources are present and their replica vectors are not orthogonal [38]. Hence, a direct correspondence between a particular eigenvalue and a particular loud source might not be possible.

The objective is to separate the components of the SCM $\mathcal{R}$ based on its eigen-
values and eigenvectors as
\[
\tilde{R} = \sum_{k=1}^{K} \lambda_k \tilde{v}_k \tilde{v}_k^H + \sum_{k=K+1}^{N} \lambda_k \tilde{v}_k \tilde{v}_k^H
\]
\[= \tilde{R}_s + \tilde{R}_n, \tag{6.8}\]

where \(\tilde{R}_s\) is the directional noise component and \(\tilde{R}_n\) is the diffuse noise component. The eigenvalues of \(\tilde{R}_s\), namely \(\lambda_1, \ldots, \lambda_K\) (and the eigenvectors), also contain a diffuse noise component in addition to the directional noise component and hence the separation of \(\tilde{R}\) exactly into \(\mathbf{S}\) and \(\Sigma\) is not possible.

In the following section, we review the case when \(\tilde{R} = \tilde{R}_n = \Sigma\), and the true noise CM \(\Sigma\) is due to a spatially isotropic noise field.

6.2.2 Relevant Results for Spatially Isotropic Noise Fields

An isotropic noise field consists of random waves propagating towards the array from all directions. The spatial coherence function of the noise recorded on two sensors in a 3D isotropic noise field is [39, 40]
\[
\Gamma = \text{sinc}(2\beta), \tag{6.9}\]

where \(\text{sinc}(x) = \sin(\pi x)/(\pi x)\) and \(\beta\) is the ratio of the spacing between the sensors to the wavelength under consideration (\(\beta = fd/c\), where \(f\) is the frequency, \(d\) is the spacing between the sensors, and \(c\) is the speed of wave propagation in the medium). For a linear array of \(N\) equidistant sensors, the elements of the CM of the noise field (normalized to unit power on each sensor) are given by
\[
\Sigma_{ij} = \text{sinc} \left(2\beta |i - j| \right), \tag{6.10}\]

which is a symmetric Toeplitz matrix. Thus, the spatial correlations are only dependent on \(\beta\) (or equivalently, on \(f\)) and the separation \(|i - j|\).

6.2.2.1 Asymptotic Eigenvalues of the Isotropic Noise CM

It has been shown that the eigenvalues of an infinite dimensional Toeplitz matrix constructed from sequences in \(\ell_1\) (absolutely summable), with a Fourier series also
in $\ell_1$ (called Wiener class Toeplitz matrices) are related to the said Fourier series [41]. Although the sinc sequence is not absolutely summable, the result still holds [23] and the asymptotic eigenvalues of $\Sigma_\infty$ from Eq. (6.10) were derived for all $\beta$.

In Ref. [23], it is shown that there are at most two distinct eigenvalues (with multiplicities) for all $\beta$, given by

$$\Lambda_1 = \frac{q + 1}{2\beta} \text{ and } \Lambda_2 = \frac{q}{2\beta},$$

with $q \in \{0, 1, \ldots\}$ such that $q < 2\beta \leq q + 1$, and the respective multiplicity ratios are given by

$$\xi_1 = 2\beta - q \text{ and } \xi_2 = q + 1 - 2\beta.$$

A key result here is the fact that the CM is rank deficient for $\beta < 1/2$, even when $M > N$ because $\Lambda_2 = 0$. In other words, the rank deficiency is not due to insufficient snapshots, but due to the nature of the noise field.

6.2.2.2 Asymptotic Eigenvalue Density of the Isotropic Noise SCM

The isotropic noise SCM $\hat{\Sigma}$ is modeled as

$$\hat{\Sigma} = \frac{1}{M} \Sigma XX^H,$$

where $X$ is an $N \times M$ random matrix whose entries are zero-mean complex Gaussian random variables drawn from $CN(0, 1)$ [Eq. (6.13) can be verified by taking an expectation]. The probability density of the eigenvalues of $\hat{\Sigma}_\infty$ were derived [23] using Stieltjes transforms [36] for $N/M = \nu \leq 1$, i.e. the number of observations (snapshots) is larger than the dimensions of $\Sigma$ (number of hydrophones).

When the ratio of spacing to wavelength $\beta < 1/2$ or $\beta$ is a multiple of $1/2$ i.e., $\beta = q/2$, $q \in \mathbb{N}$, the SCM eigenvalue density is given by

$$p_{\hat{\Sigma}_\infty}(\lambda) = \begin{cases} \xi_1 \frac{\sqrt{(\lambda_+ - \lambda)(\lambda - \lambda_-)}}{2\pi\nu\lambda} & \lambda_- < \lambda < \lambda_+ \\ \xi_2 \delta(\lambda) & \text{otherwise,} \end{cases}$$

where $\lambda_\pm = (\sqrt{\Lambda_1} \pm \sqrt{\nu})^2$ are the upper and lower limits of the “spreading” of the eigenvalues of the SCM around the true eigenvalue which is $\Lambda_1$. The density when $\beta$
is a multiple of 1/2 is known as the Marčenko–Pastur density [42]. Regardless of the value of $\nu$, $\tilde{\Sigma}$ is rank deficient for all $\beta < 1/2$, as $\xi_2 \neq 0$.

The eigenvalue density of the SCM and the extent of spreading of the eigenvalues for all other values of $\beta$ can be found in Ref. [23].

### 6.3 Sequential Hypothesis Testing of the SCM Eigenvalues

Eigenvalue based sequential testing using RMT was introduced in Ref. [17] for signals in white noise and extended to colored noise in Ref. [22]. If the noise only CM is known exactly (or if a noise only SCM can be estimated) and if it can be inverted, one could perform a “noise whitening” transformation [22] on the data to transform the underlying noise CM to the identity matrix, following which the eigenvalues can be tested using known results from RMT. However, this is not possible here, as the isotropic noise CM and SCM are inherently rank deficient for $\beta < 1/2$ and hence not invertible. In this section, we outline an approach based on Ref. [17] to distinguish those eigenvalues of the data SCM $\tilde{R}$ that are due to loud sources, from those due to diffuse noise.

Since the number of large eigenvalues $K$, that are dominated by loud sources is not known a priori, at each $f$(or equivalently $\beta$), we test sequentially the eigenvalues of $\tilde{R}, \{\tilde{\lambda}_1, \ldots, \tilde{\lambda}_N\}$ at each step $k$ (starting with $k = 1$) against the following two hypotheses $\mathcal{H}_0$ (null) and $\mathcal{H}_1$ (alternate) at a significance level $\alpha$ per test,

\[
\begin{align*}
\mathcal{H}_0 &: \text{ The } k\text{th eigenvalue is due to diffuse noise} \\
\mathcal{H}_1 &: \text{ The } k\text{th eigenvalue is dominated by loud sources}
\end{align*}
\] (6.15)

until $\mathcal{H}_0$ no longer can be rejected. The termination criterion follows from the fact that the eigenvalues dominated by loud sources are larger than the eigenvalues due to noise only (by definition) and hence once $\mathcal{H}_0$ cannot be rejected for some $k$, the subsequent $N - k$ eigenvalues must also be due to diffuse noise.
6.3.1 Behavior of the Largest Eigenvalue of the SCM

6.3.1.1 In a Noise Only Scenario

If there were no loud sources \((K = 0)\) in the environment and the diffuse noise field is isotropic, the eigenvalues of \(\mathbf{R} = \hat{\Sigma}\) in the asymptotic limit are distributed as 

\[ P_{\hat{\Sigma}}(\lambda) \]

Since no eigenvalues exist \([43]\) outside the support of the density \(p_{\hat{\Sigma}}(\lambda)\), the largest eigenvalue of \(\hat{\mathbf{R}}_N, \hat{\lambda}_1\), converges almost surely to the upper bound of the density \([22]\), \(\lambda_+\) as \(N \to \infty\).

Typically, the distribution of the largest eigenvalue of complex Wishart matrices is described using the Tracy–Widom (TW) distribution \([44]\). For the case when \(\mathbf{R} = \mathbf{I}\), the identity matrix, it was shown that the statistic \([17, 45]\)

\[ M^{2/3} \frac{\hat{\lambda}_1 - m_{TW}}{s_{TW}} \sim TW, \]

for some scaling constant \(s_{TW}\) and centering constant \(m_{TW}\), both dependent on \(N\) and \(M\). While these constants can be computed explicitly in this case, it is not straightforward for arbitrary SCMs \([46]\).

When \(\mathbf{R} = \hat{\Sigma}\) (diffuse noise only), the equivalent of Eq. \((6.16)\) can be written as

\[ \hat{\lambda}_1 \sim P_{1|\hat{\Sigma}}, \]

where \(P_{1|\hat{\Sigma}}(\lambda)\) is the ECD of the largest eigenvalue of \(\hat{\Sigma}. P_{1|\hat{\Sigma}}(\lambda)\) can be computed in a straightforward fashion from Monte Carlo simulations, as is done in Sec. 6.3.2.2.

6.3.1.2 In the Presence of Loud Sources

The presence of loud sources in the environment which are captured in the \(K > 0\) large eigenvalues of \(\mathbf{S}\) \([Sec. 6.2.1, under Eq. (6.6)]\) manifests in the \(K\) largest eigenvalues of the SCM \(\mathbf{R}\) that are now larger than what they would have been had there been no sources. The eigenvalues of \(\hat{R}\) that are dominated by loud sources are distinguishable from the eigenvalues due to noise when they cross a certain threshold \([22, 47]\) (which depends on the separation between the eigenvalues of \(\mathbf{S}\) and \(\Sigma\), their distributions, and \(\nu\)). The exact value of the threshold is not relevant to this discussion.
and here, we assume that all the $K \ll \text{rank} (\Sigma)$ largest eigenvalues are distinguishable (although this is not always the case—see the last paragraph of Sec. 6.4.4.1).

The distribution of the $K$ largest eigenvalues in this case is Gaussian [46,47] (i.e., different from the noise only case) and they can be identified in a statistical hypothesis test [Eq. 6.15]). For example, when $K = 1$, the null hypothesis that $\hat{\lambda}_1$ belongs to $P_{1|\Sigma}$ [Eq. (6.15) with $k = 1$] will be rejected with a high probability, indicating that $\hat{\lambda}_1$ is an eigenvalue dominated by loud sources.

### 6.3.2 Inferring the Noise Eigenvalues

More generally, at step $k$ in the hypothesis test (see Sec. 6.3.2.2 for further details), $\hat{\lambda}_k$ (which can be considered to be the largest eigenvalue of an $N - k + 1$ dimensional SCM) is checked to see if it belongs to $P_{1|\Sigma}$, i.e., the ECD of the largest eigenvalue for an $N - k + 1$ dimensional noise SCM.

The choice of $P_{1|\Sigma_{N-k+1}}$ to test $\hat{\lambda}_k$ instead of the more intuitive $P_{k|\Sigma}$, i.e. the ECD of the $k$th eigenvalue of $\Sigma$, can be understood from the interlacing properties of eigenvalues (see Appendix 6.A). As a result of Eq. (6.29), with $r = k - 1$, $i = 1$, $A = \Sigma$, and $A' = \Sigma_{N-k+1}$, the corresponding ECD $P_{k|\Sigma}$ is stochastically smaller than $P_{1|\Sigma_{N-k+1}}$. Hence, testing $\hat{\lambda}_k$ using $P_{1|\Sigma_{N-k+1}}$ provides a conservative $p$-value for $H_0$ (i.e., the actual probability of observing an outlier when $H_0$ has not been rejected, is smaller) [17].

#### 6.3.2.1 Test Statistic

To test $\hat{\lambda}_k$, the test statistic

$$
\tau(k) = \frac{\hat{\lambda}_k}{\tilde{\sigma}_k^2},
$$

(6.18)

is used, following Ref. [17], with

$$
\tilde{\sigma}_k^2 = \frac{\bar{\Lambda}}{N' - k + 1} \sum_{i=k}^{N'} \hat{\lambda}_i.
$$

(6.19)

Here $N'$ is the number of eigenvalues that are theoretically non zero and $\bar{\Lambda}$ is the theoretical mean of the $N'$ eigenvalues [see Eq. (6.20)]. Hence, $\tilde{\sigma}^2(k)$ is merely a normalization factor such that the eigenvalues from data can be tested using distributions obtained from simulations.
Figure 6.1: Schematic illustrating the hypothesis test to identify eigenvalues dominated by loud sources. (a) In the presence of $K$ loud sources, the test statistic $\tau(k)$ ($k = 1, \ldots, K$) does not belong to the $P_{1|\Sigma_{N-K-1}}^{-1}$ distribution when tested at significance $\alpha$ and $H_0$ is rejected. (b) The largest eigenvalue from diffuse noise falls inside $P_{1|\Sigma_{N-K+1}}^{-1}$ and hence $H_0$ cannot be rejected.
When $\beta < 1/2$, the noise SCM $\tilde{\Sigma}$ is rank deficient because $\xi_2 > 0$ and the corresponding eigenvalues asymptotically are zero (Sec. 6.2.2.2). However in practice, they are not exactly zero, likely due to sensor noise (self-noise due to system electronics that is independent from element to element). It was observed empirically that including these eigenvalues in the sequential testing often resulted in $H_0$ being rejected with a greater likelihood i.e., eigenvalues that were due to the diffuse noise field were identified incorrectly as being dominated by loud sources (also see Sec. 6.4.2.1).

To avoid this problem, an ad hoc correction is made by considering only the largest $N' = \lfloor \xi_1 N \rfloor$ eigenvalues (i.e., only those eigenvalues that theoretically are non-zero) for the sequential testing and accordingly, $\Lambda = \Lambda_1$. For all other values of $\beta$, $\Lambda = 1$ and $N = N$. In short,

$$\Lambda, N' = \begin{cases} 
\Lambda_1, \lfloor \xi_1 N \rfloor & \beta < 1/2 \\
1, N & \text{otherwise.} 
\end{cases}$$

(6.20)

### 6.3.2.2 Hypothesis Testing

Starting with $k = 1$, the null hypothesis $H_0$ in Eq. (6.15) is tested at a significance level $\alpha$ and is rejected if

$$\tau(k) > P^{-1}_{1|\Sigma_{N-k+1}}(1 - \alpha).$$

(6.21)

The test in Eq. (6.21) is repeated, incrementing $k$ each time, until $H_0$ cannot be rejected. From the resulting value of $k$, the number of eigenvalues $K'$ that effectively are identified as the outliers that are dominated by loud sources, is given by $K' = k - 1$. The remaining $N - K'$ eigenvalues then are considered to be due to diffuse noise. Note that the $\alpha$ here is per test, and not the overall $\alpha$ for the procedure, which is expected to be higher (this typically is controlled using methods such as the Bonferroni correction).

A pre-computed lookup table is generated for $P^{-1}_{1|\Sigma_{N-k+1}}(1 - \alpha)$ from 1000 Monte Carlo trials for the given array configuration, for all $k$ and $\beta$, assuming a sound speed of $c = 1500$ m/s. One could also perform a simple binary test using the asymptotic upper bounds for the eigenvalue density and get equally good results [26].
### Table 6.1: Sequential hypothesis testing algorithm

<table>
<thead>
<tr>
<th><strong>Input</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Frequency $f$, significance level $\alpha$, eigenvalues of $\hat{\mathbf{R}}(f), {\hat{\lambda}_1(f), \ldots, \hat{\lambda}_N(f)}$</td>
</tr>
<tr>
<td>2. Pre-computed lookup table of $P^{-1}<em>{1,\Sigma</em>{N-k+1}} (1 - \alpha)$ for $k = {1, \ldots, N}$ at $f$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Testing</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Assume sound speed, $c = 1500$ m/s</td>
</tr>
<tr>
<td>2. $\beta \leftarrow d/c$ where $d$ is inter-element spacing</td>
</tr>
<tr>
<td>3. Define $\tau(k), \hat{\sigma}_k^2$ and $N'$ as per Eqs. (6.18)–(6.20).</td>
</tr>
<tr>
<td>4. $k \leftarrow 1$</td>
</tr>
</tbody>
</table>
| 5. While $\tau(k) > P^{-1}_{1,\Sigma_{N-k+1}} (1 - \alpha)$  
  Reject $\mathcal{H}_0$ [see Eq. (6.15)]  
  If $k \neq N'$  
  $k \leftarrow k + 1$  
  Else Break |
| 6. Return $K' \leftarrow k - 1$ |
Figure 6.1: (a) Eigenvalues of the data SCM $\mathbf{R}$ (dB) for 20–100 Hz at a single time slice. The solid line shows the threshold separating the directional noise (to the left) from the diffuse noise. (b, c) Individual eigenvalues at 25 and 50 Hz due to loud sources (•), diffuse noise (●) and eigenvalues not considered [×, only in (b)]. In each panel, the eigenvalues are normalized by the maximum in that panel.

6.4 Experimental Results

6.4.1 Data Processing

Ocean acoustic data from a bottom mounted horizontal line array (Shark array deployed by the Woods Hole Oceanographic Institution), at a water depth of 79 m with an inter-element spacing of $d = 15$ m are used here. The data were recorded from 13:00:00 to 15:14:24 UTC on September 1, 2006 (one day before tropical storm Ernesto) as part of the Office of Naval Research sponsored Shallow Water 2006 (SW06) experiment conducted off the coast of New Jersey [48]. Only the data from the first
$N = 30$ hydrophones of the 32 element array are used because the 31st hydrophone had inconsistencies in the data [9]. This dataset was chosen specifically from a time interval where several ships were present in the environment, in order to highlight the advantage of this approach where conventional methods do not yield good results.

The data from each hydrophone were bandpass filtered to 20–100 Hz and downsampled to a sampling frequency of $f_s = 244.1406$ Hz (500,000 samples every 2048 s). The filtered data were stored in blocks of 128 s each. Each block was further divided into $M = 125$ segments of 1.024 s each and Fourier transformed with a 512 point FFT. At each frequency $f$, the transformed data are written as a column vector $\mathbf{x} = [x_1, \cdots, x_N]^T$ and the SCM for the block, $\mathbf{R}$, is formed as in Eq. (6.1), with $N = 30$ and $M = 125$.

### 6.4.2 Eigen-structure of the Ocean Noise Field

#### 6.4.2.1 Eigenvalues of the SCM $\mathbf{R}$

The sequential hypothesis testing algorithm (Table. 6.1) with significance level $\alpha = 0.05$ is used to separate $\mathbf{R}$ into $\mathbf{R}_s$ and $\mathbf{R}_n$ for each data block at each frequency bin. Visualizing the eigenvalues at a single time slice (128 s from 14:31:44) reveals a rich variation across frequency [Fig. 6.1(a)] and the algorithm picks out the outlier eigenvalues quite well at all frequencies (solid line).

The dark triangle to the lower right is the region with zero eigenvalues (theoretically) and corresponds to invisible space [49]. This also is observed in Fig. 6.1(b) where the eigenvalues drop past the 16th eigenvalue, which closely corresponds to $\lfloor \xi_1 N \rfloor$ as predicted by theory (6.12).

If the correction in Eq. (6.20) were not applied, it was observed in nearly all the cases that for $\beta < 1/2$ $\mathcal{H}_0$ was rejected up until about the $\lfloor \xi_1 N \rfloor + 1$th eigenvalue. In other words, only those eigenvalues that theoretically are zero [$\times$ in Fig. 6.2(b)] were being retained, which was incorrect. Hence, not considering these small eigenvalues results in a better separation of the loud source dominated eigenvalues from the diffuse noise eigenvalues, as can be verified visually in Fig. 6.2.
Figure 6.2: Empirical eigenvalue density (histogram) of the eigenvalues of $\mathbf{R}_n$ (under the solid lines) and $\mathbf{R}_s$ (to the right) obtained from ocean acoustic data for $f = (a) 25$ Hz, (b) 50 Hz and (c) 75 Hz. The solid lines correspond to the asymptotic eigenvalue density. In (a), only the contribution from the largest $\lfloor \xi_1 N \rfloor$ eigenvalues are shown. The dotted line(s) show the location(s) of the non-zero eigenvalue(s) of the isotropic noise CM. The densities for the eigenvalues of $\mathbf{R}_s$ extend beyond the extent of the panels and is truncated for clarity.
Figure 6.3: Conventional beamformer output (dB) at 25 and 50 Hz using (a, d) $\hat{R}$, (b, e) $\hat{R}_s$ and (c, f) $\hat{R}_n$. The beamformer output in each panel is normalized by the maximum in that figure. “A” and “B” mark the tracks from loud sources.
6.4.2.2 *Empirical Eigenvalue Density*

The histogram of the non-zero eigenvalues of $\mathbf{R}_n$ from each 128 s realization for the entire 136.5 min duration (normalized to unit mean at each time slice) is shown in Fig. 6.2 (a–c) for $f = 25, 50$ and $75$ Hz respectively. Note that since the ensemble of eigenvalues forming the histogram was obtained by discarding a different number of loud source dominated eigenvalues at each realization [on average, 3–6 eigenvalues are identified as loud source related for the frequencies shown here; see Fig. 6.1(a)], the densities shown are not the true densities and Fig. 6.2 should only be interpreted qualitatively.

Nevertheless, the eigenvalue densities from the data resemble the asymptotic densities (thick solid line) in Section 6.2.2 remarkably well. The histograms of the directional source eigenvalues (from $\mathbf{R}_s$ with the same normalization as for $\mathbf{R}_n$) are displayed to the right of the corresponding noise eigenvalue densities.

6.4.3 *Beamformer Output*

Conventional beamforming with Hamming spatial shading was performed for each block for $\mathbf{R}_s$ and $\mathbf{R}_n$ at 25 and 50 Hz as:

$$B(\theta) = \mathbf{w}^H(\theta)\mathbf{R}(\theta)\mathbf{w}(\theta), \quad (6.22)$$

where $\mathbf{w}(\theta)$ is the shaded steering vector, with the phase of the $n$th element given by $w_n(\theta) = \exp\left[i2\pi f n d/c \sin(\theta)\right], \ n = \{0, 1, \ldots, N - 1\}$.

The dataset shows the presence of a few loud sources in the environment, with two prominent ones being an almost stationary source at about $-6^\circ$ and a source moving from $-30^\circ$ to $-80^\circ$ over the entire duration [“A” and “B” respectively in Fig. 6.3(b, e)]. The biasing effect of these loud sources in the medium is demonstrated in Sec. 6.4.4.1.

Beamforming on the diffuse noise component demonstrates the isotropic nature of the noise field with nulls only at directions corresponding to the large eigenvalues that were removed [Fig. 6.3(c, f)]. The nature of the noise field when the large eigenvalues are re-weighted instead of being removed is discussed in Section. 6.4.5.
Figure 6.4: Noise cross-correlations (dB) using $\hat{R}$. The dashed lines indicate the predicted travel times for the direct (inner) and the surface reflected (outer) paths. Panels (a–d) show the evolution of the cross-correlation function with successive quadrupling of averaging time, starting with 2 minutes in (a). Travel times marked “A” in (d) and “B” in (c) correspond to the respective loud sources indicated in Fig. 6.3(b, e).
Figure 6.5: Noise cross-correlations (dB) using $\bar{R}_n$. The dashed lines indicate the predicted travel times for the direct (inner) and the surface reflected (outer) paths. Panels (a–d) show the evolution of the cross-correlation function with successive quadrupling of averaging time, starting with 2 minutes in (a). Travel time marked “A” in (d) and “B” in (c) correspond to the respective loud sources indicated in Fig. 6.3(b, e). “C” marks an arrival (which has a symmetric component) that could possibly correspond to a propagation path through the bottom layer.
6.4.4 Cross-correlations of Diffuse Noise

6.4.4.1 Convergence of the Cross-correlations

The SCM from each subsequent data block is added to the previous, and the resulting averaged cross-correlation is obtained using Eq. (6.2) as

\[
\langle \tilde{C}_{ij}(t) \rangle_T = \mathcal{F}^{-1} \left[ \langle \tilde{R}_{ij}(f) \rangle_T \right],
\]

where \( T \) denotes the total averaging time. The array configuration (number of hydrophones \( N \) and inter-element spacing \( d \)), bandwidth and the choice of observation time \( M \) influence the duration of a single block (here 128 s).

Fig. 6.4(d) shows the noise cross-correlations obtained by averaging 64 consecutive instances of \( \tilde{R} \) (128 s each) or a total of 136.5 mins [evolution of the cross-correlation with successive quadrupling of averaging time in Fig. 6.4(a–d)]. The dashed lines indicate the predicted travel times for the direct and surface reflected paths, predicted assuming a straight line propagation path, using sound speed measurements in the vicinity of the site (CTD Knorr185–36). The travel times observed can be linked to the location of the directional sources in Fig. 6.3(b, e). As the direction of the moving source changes from \(-30^\circ\) at the start to \(-80^\circ\) at the end of the data window [“B” in Fig. 6.3(b, e)], the corresponding travel time also changes accordingly [“B” in Fig. 6.4(c)]. Slowly moving sources build up correlation peaks steadily and dominate the observed travel times [“A” in Fig. 6.4(d)]. These figures illustrate the effect of directional noise sources in the medium, which results in several spurious arrivals that are visible at correlation times less than the predicted times and reduce the reliability of the travel time estimates.

In contrast, the noise cross-correlations obtained using \( \tilde{R}_n \) instead of \( \tilde{R} \) (as before, averages of 64 consecutive instances) in Eq. (6.2) have a two-sided (symmetric) structure (Fig. 6.5). A two-sided cross-correlation is typical for a diffuse noise field, and the negative time delays correspond to a propagation direction opposite to that of the positive time delays. The observed travel times also correspond well to the predicted travel times (see Fig. 6.6). A faster arrival with a symmetric component is observed [“C” in Fig. 6.5(d)], which could possibly correspond to a propagation path through the sediment layer.
Figure 6.6: Averaged cross-correlations between sensors 1 and 16 (spaced 240 m apart) obtained using (a) $\mathbf{R}$ and (b) $\mathbf{R}_n$ with increasing averaging time. The maximum in each trace has been normalized to 1 for plotting purposes in order to highlight the peaks. The result after averaging or 136.5 min (solid) is shown above the respective plots. Dashed lines indicate the predicted travel times for the direct (inner) and the surface reflected (outer) paths.

One also sees a weak arrival close to zero lag [“A” in Fig. 6.5(d)], which is due to residual components from the loud source at $-6^\circ$ [“A” in Fig. 6.3(b, e)] that the eigenvalue processing failed to remove. A likely reason is that this source was not loud enough to be detected by the algorithm (see discussion in Sec. 6.3.1.2). Yet, it built up a correlation peak because it was moving slowly.

6.4.4.2 Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) of the cross-correlation build up also is studied as a function of averaging time for the data considered here. Here, SNR is defined as the ratio of the maximum of the cross-correlation in a 0.025 s window around the predicted travel time to the standard deviation of the fluctuations at large correlation.
Figure 6.7: (a, b) Noise cross correlations using the data SCM $\hat{R}$ and the diffuse noise SCM $\hat{R}_n$ respectively after 136.5 min of averaging. (c, d) Signal-to-noise ratio (SNR) for the positive (solid) and negative (dot-dashed) time delay of the noise cross-correlation function between sensors 1 and 16 [highlighted in (a) and (b)] with increasing averaging time using $\hat{R}$ and $\hat{R}_n$ respectively. The dashed line shows the square root of time curve, which is the SNR build up predicted by theory.
times [see trace at 240 m in Fig. 6.7(a,b), same trace also shown on top of Fig. 6.6.] [7]. This definition helps track the build up of the SNR at the predicted time, and avoids skewing of the result due to the peak in the data being shifted due to directional sources.

When there are loud sources in the environment that are in motion, the location of the correlation peaks vary with the direction of the source and hence the SNR does not build up steadily and fluctuates with time [see Fig. 6.7(c)]. On the other hand, when the loud sources are removed, the peaks build up along the travel times corresponding to propagation along the end-fire direction and the SNR shows a steady increase, proceeding as the square-root of averaging time $T$ as predicted by theory (dashed line) [7].

### 6.4.5 Cross-correlations From Re-weighted Eigenvalues

Although the cross-correlations obtained using $\hat{R}_n$, provide reliable results (Sec. 6.4.4), it does not utilize the entire diffuse noise field because the separated diffuse noise component has spatial voids in directions corresponding to the large eigenvalues that were removed [Fig. 6.3(c, f)]. This is because the eigenvalues and eigenvectors of $\hat{R}_s$ also include contributions from the diffuse noise field (Sec. 6.2.1), which cannot be separated. Since the biasing effect in cross-correlations is caused by the non-zero eigenvalues of $\hat{R}_n$, it also is possible to mitigate their effect by re-weighting the large eigenvalues instead of removing them entirely.

Consider a re-synthesized SCM $\tilde{R}$ obtained as

$$\tilde{R} = \sum_{k=1}^{K'} \tilde{\lambda}_k \hat{\mathbf{v}}_k \mathbf{v}_k^H + \hat{R}_n$$

(6.24)

where $\tilde{\lambda}_k$ are the re-weighted eigenvalues ($\tilde{\lambda} = 0$ in Sec. 6.4.4). There are several ways in which the weights can be assigned, and two straightforward weightings are considered here:

1. $\tilde{\lambda}_i = \text{Mean of the noise eigenvalues}, \ i.e.
   $$\tilde{\lambda}_i = \frac{1}{N' - K'} \sum_{k=K'+1}^{N} \hat{\lambda}_k, \ i = 1, \ldots, K'$$
   (6.25)

2. $\tilde{\lambda}_i = \text{Largest noise eigenvalue}, \ i.e.
   $$\tilde{\lambda}_i = \hat{\lambda}_{K'+1}, \ i = 1, \ldots, K'$$
   (6.26)
Figure 6.8: Beamformer outputs (dB) at 25 Hz (a, b) and cross-correlations (dB) from 136.5 min of averaging (c, d) obtained by re-weighting the large eigenvalues using Eq. (6.25) in (a, c) and Eq. (6.26) in (b, d).
In both cases, the resulting noise field [Fig. 6.8(a, b)] does not exhibit the spatial voids observed when using only $\hat{R}_n$ [Fig. 6.3(c, f)]. The 136.5 min averaged cross-correlations using $\hat{R}$ with the weights in Eq. (6.25) [Fig. 6.8(c)], are very similar to that obtained using $\hat{R}_n$ [Fig. 6.5(d)]. However, using the weights in Eq. (6.26) gives a cross-correlation structure that has both, the arrivals at the predicted travel times, and a spurious arrival ["A" in Fig. 6.8(d)] corresponding to the slowly moving source at $-6^\circ$ ["A" in Fig. 6.3(b, e)]. This spurious arrival can easily be discarded by time-gating. The surface-reflected arrival also is visible from 150 m in range onwards ["D" in Fig. 6.8(d)], whereas it is only visible from 300 m onwards in Fig. 6.5(d) and Fig. 6.8(c). As seen from the two examples, changing the weights can lead to different results and each approach can be advantageous in different scenarios.

6.5 Impact of Alternative Ocean Diffuse Noise Models

Here we compare qualitatively the impact of using three alternative ocean noise models for the hypothesis testing in addition to the 3D isotropic model (ISO) already considered in this article — surface noise in a fluid half-space (Cron–Sherman model [50]) with omnidirectional sources (CS0) and cosine directional sources (CS1), and surface noise in a waveguide with a sediment layer (Kuperman–Ingenito model [51], KI). The KI is a more complicated noise model that incorporates waveguide physics and is representative of ocean noise in shallow water environments. It is used here primarily to show the similarities between the simpler models (which don’t require any knowledge of the environment) and a model based on the local environment.

The CMs for the noise models using the array configuration in Sec. 6.4.1 and a medium sound speed of 1500 m/s are obtained using Eq. 6.10 for $\Sigma^{SO}$ and

\[
\Sigma^{CS0}_{ij} = J_0(2\pi\beta|i - j|)
\]

\[
\Sigma^{CS1}_{ij} = \frac{2J_1(2\pi\beta|i - j|)}{2\pi\beta|i - j|}
\]

(6.27)  (6.28)

where $J_0$ and $J_1$ are the Bessel functions of the first kind and zeroth and first orders respectively. The KI model, $\Sigma^{KI}$, is generated by a wavenumber integration approach using OASES [52] assuming a 79 m deep stratified waveguide (using a sound speed
profile from CTD measurements at the site) and a seabed with sound speed [9] 1650 m/s and density 1.69 g/cm$^3$.

Fig. 6.1 shows the eigenvalues of the CM for the different noise models for $\beta = 0.25$ (a) and $\beta = 0.5$ (b). The eigenvalues of $\Sigma^{ISO}$ are very close to that of $\Sigma^{KI}$ (assumed to be true), and those of $\Sigma^{CS1}$, while similar in general structure to the KI, show more deviation. The CS0 model least resembles the KI and shows a large deviation. The small differences between the eigen-structure of $\Sigma^{KI}$ and those of $\Sigma^{ISO}$ and $\Sigma^{CS1}$ are further reduced in their respective SCMs as observed by the similarity in the eigenvalue density (obtained from 1000 Monte Carlo trials) of $\Sigma^{KI}$ to that of $\Sigma^{ISO}$ [Fig. 6.1(c,d)]. This is related to the general spreading of eigenvalues observed in SCMs. The similarity in the density holds when the observations $M \sim N$ and decrease as $M \to \infty$. In contrast, the eigenvalue density of $\Sigma^{CS0}$ remains different from the rest in shape and the upper edge of the density.

Intuitively, one would expect a density with a larger value of $P^{-1}_{1[\Sigma^{(N-k+1)}_{N,k+1}] (1 - \alpha)}$ such as that for $\Sigma^{CS0}$ to reject $H_0$ less often, i.e. rejecting it only in cases where the loud source eigenvalue is very large (compared to the other models). This is indeed the case, as seen from Fig. 6.2, where the thresholds separating the loud source subspace and the diffuse noise subspace are shown for the different models. As expected from the similarities in the density, the thresholds obtained using ISO (solid) are nearly identical to that from KI (dot-dashed), differing by at most one or two. CS1 (dotted) also follows the general pattern for the KI and 3D thresholds. CS0 (dashed), which showed the most deviation, identifies only the very largest of the loud source eigenvalues.

The effect of a shifted threshold arising from a poorly chosen model is seen clearly in the beamformer output in Fig. 6.3 using the CS0 model (results for KI and CS1 are very similar to those of ISO shown earlier in Sec. 6.4 and hence are not shown here). Several ship tracks are identifiable in the “diffuse noise” subspace that is obtained using the CS0 model [“A” and “B” in Fig. 6.3(b,d); compare with Fig. 6.3(c,f)] and the resulting noise cross-correlations are still contaminated by spurious arrivals from loud sources [Fig. 6.4(a)].

In summary, simple analytical noise models which do not require any additional knowledge of the environment, can be used as a reasonable approximation to
Figure 6.1: Eigenvalues of the CM for the 3D isotropic noise model (ISO, solid), the Cron–Sherman model for surface noise in a fluid half-space with omnidirectional sources (CS0, dashed) and sources with cosine directionality (CS1, dotted), and the Kuperman–Ingenito model for surface noise in a waveguide with a sediment layer (KI using measured environment parameters, dot-dashed) with $N = 30$ hydrophones and $\beta = 0.25$ (a) and $\beta = 0.5$ (b). (c,d) Empirical eigenvalue density of the SCMs ($\nu = 30/125$) corresponding to the CMs in (a,b) obtained from 1000 Monte Carlo trials.

6.6 Conclusions

In this paper, we have demonstrated an eigenvalue based approach to separate ocean noise into directional and diffuse components. By approximating the diffuse noise recorded on a hydrophone array to be isotropic in nature, the eigenvalues of the data sample covariance (SCM) are analyzed. Insights from random matrix theory are more sophisticated models that incorporate waveguide physics and environmental information for the purposes of eigenvalue based statistical inference.
Figure 6.2: Threshold separating the directional noise (to the left) from the diffuse noise is shown at a single time slice for the 3D isotropic noise model (ISO, solid), the Cron–Sherman model for surface noise in a fluid half-space due to omnidirectional sources (CS0, dashed) and cosine directional sources (CS1, dotted), and the Kuperman–Ingenito model for surface noise in a waveguide with a sediment layer (KI, dot-dashed).

then used to explain the nature of the noise eigenvalues and a sequential hypothesis testing is performed to identify, and isolate or attenuate the loud, directional sources.

The resulting cross-correlations were shown to converge quickly and remain stable with increasing averaging time. The structure of the resulting cross-correlations are two-sided (positive and negative time delays), which reduces the ambiguity in the estimates of the travel time. The signal-to-noise ratio (SNR) of the cross-correlations was also shown to increase as the square root of time, which is consistent with theoretical predictions.

Finally, the impact of the chosen noise model on the identification of loud sources and cross-correlations were analyzed and it was shown that simple analytical noise models provide similar results as more sophisticated noise models that mimic the environment.
Figure 6.3: Conventional beamformer output (dB) at 25 and 50 Hz using (a,c) $\hat{R}_s$ and (b,d) $\hat{R}_n$ obtained by using the Cron–Sherman model for surface noise in a fluid half-space due to omnidirectional sources (CS0) for the hypothesis testing. The beamformer output in each panel is normalized by the maximum in that panel.
Figure 6.4: Averaged cross-correlations between sensors 1 and 16 (spaced 240 m apart) obtained using (a) $\hat{\mathbf{R}}$ [same as Fig. 6.6 (a)] and (b) $\hat{\mathbf{R}}_n$ with the hypothesis test performed using the Cron–Sherman model for surface noise in a fluid half-space due to omnidirectional sources (CS0).
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6.8 Interlacing of Eigenvalues

Let $A$ be any $N \times N$ Hermitian matrix, with eigenvalues $a_1 \geq a_2 \geq \cdots \geq a_N$ and $A'$ be the $N - r \times N - r$ Hermitian matrix obtained by removing $r$ rows and the corresponding $r$ columns, with eigenvalues $a'_1 \geq a'_2 \geq \cdots \geq a'_{N-r}$. Then, the eigenvalues of $A$ and $A'$ interlace as,

$$a_i \geq a'_i \geq a_{i+r}$$

for $i \in \{1, \ldots, N - r\}$ Proof of Eq. (6.29) can be found in Ref. [53] (Theorem 4.3.15).
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CONCLUSIONS AND FUTURE WORK

This dissertation has focused on developing approaches to address the challenges faced in ambient noise processing as described in Section 1.1. The following conclusions are drawn from this work:

1. Analysis of seismic noise using the Southern California Seismic Network (SCSN) shows a clear presence of fundamental and first mode surface rayleigh waves and body waves in the microseism band (0.05–0.2 Hz). The higher mode Rayleigh waves are persistent and seen year round primarily from the west and occasionally from other azimuths when accompanied by large storms. The underlying spatial coherence function (SCF) is modeled as a linear combination of the above waves with the ratios estimated from data. The interactions between the different wavenumbers in the SCF leads to beating and phase cancellation effects which could be interpreted as being due to attenuation or the focusing and defocusing effects of velocity anisotropy. This data driven model for the SCF describes the observed coherence better than a simple zeroth order Bessel function model which corresponds to only the fundamental mode.

2. Adopting a matrix based processing for uniform line arrays, the true spatial covariance matrix (CM) is modeled as a Toeplitz Hermitian matrix with the SCF being the generating function for the matrix entries. Asymptotically, the CM
has at most two distinct eigenvalues for all values of the inter-element spacing to wavelength ratio. For less than half-wavelength spacing, the CM is rank deficient and the zeros of the eigenvalue spectrum correspond to the invisible region where propagating waves do not exist.

3. Using concepts from random matrix theory (RMT), the asymptotic eigenvalue density is derived for the sample covariance matrix (SCM) which is formed from independent observations of the noise field. It is shown that for spacings of less than half a wavelength, the SCM is always singular no matter how many snapshots are used. This rank deficiency has implications in signal processing algorithms that require the inverse of the SCM. For spacings of more than half a wavelength apart, the SCM is full rank if sufficient snapshots are used but the eigenvalue density can split into two distinct densities. If not taken into consideration, this can be misinterpreted as being due to a discrete source rather than just the noise field. The asymptotic results are shown to hold good even for arrays with as low as 20 sensors.

4. The presence of attenuation decreases the value of the large eigenvalues when compared to the attenuation free case and also raises the smaller eigenvalues due to the broadening of the bandwidth of the spatial coherence function. The shape of the eigenvalue density of the finite SCM varies with attenuation and this potentially could be used to retrieve medium attenuation properties. An approximation to the asymptotic eigenvalue density can be obtained using the polynomial method for random matrices.

5. Using the insights from random matrix theory in Chapter 3, we explain the nature of the noise eigenvalues observed in data. For a towed array in deep water, the eigenvalues are shown to agree well with theory. A sequential hypothesis testing framework is used to identify and isolate or attenuate the loud, directional sources in shallow water acoustic data. The resulting cross-correlations were shown to converge quickly and remain stable with increasing averaging time. The structure of the resulting cross-correlations are two-sided (positive and negative time delays) which reduces the ambiguity in the estimates of the
travel time. The signal-to-noise ratio (SNR) of the cross-correlations was also shown to increase as the square root of time which is consistent with theoretical predictions.

The publications that resulted from the work described in this dissertation are among the earliest uses of random matrix theory in ocean acoustics and the first in ambient noise processing. There are several possible directions of research that can be taken:

1. The azimuthal averaging performed in estimating the spatial coherence reduces the bias but potentially could increase the variance in the estimate for that distance bin. While conventional wisdom indicates that a lower azimuthal bias (closer to isotropic) is preferable, it is hard to quantify by how much the variance changes. This also depends on the geometry of the array and the statistics of the coherence which is unknown. A detailed analysis of the tradeoff involved and incorporating the statistics of the coherence would improve the approach.

2. Analytical results for the eigenvalues also could be obtained for common array configurations where the symmetry of the array can be exploited. Such results will have applications not only in noise processing but also in other aspects of array processing such as beamforming in Section 6.4.3 (truncating the eigenvalues of the CSDM) and spatial filtering (truncating the eigenvalues of the steering matrix) [1]

3. The CSDMs considered in this dissertation were all obtained from azimuthally uniform noise fields, which is a reasonable assumption for a horizontal line array. This assumption does not hold for the vertical line array in shallow water since the noise field has a vertical directionality due to the effects of the bottom. Understanding the behavior of the eigenvalues with changing bottom parameters would be beneficial in passive fathometer processing. This potentially is a hard problem since the wave number integration technique to obtain the coherence due to surface noise in a stratified ocean [2] is not convenient for analytical manipulations as in Chapter 3. It would be interesting to see if simpler analytical
models for the vertical coherence [3] can provide a good approximation to the upperbounds for the eigenvalues due to vertical noise.
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