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Animals and humans often have to choose between options with reward distributions that are initially unknown and can only be learned through experience. Recent experimental and theoretical work has demonstrated that such decision processes can be modeled using computational models of reinforcement learning (Daw et al., 2006; Erev & Barron, 2005; Sutton & Barto, 1998). In these models, agents use past rewards to form estimates of the rewards generated by the different options and the probability of choosing an option is an increasing function of its reward estimate. Here I show that such models lead to risk averse behavior.

Reinforcement learning leads to improved performance by increasing the probability of sampling alternatives with good past outcomes and avoiding alternatives with poor past outcomes. Such adaptive sampling is sensible but introduces an asymmetry in experiential learning. Because alternatives with poor past outcomes are avoided, errors that involve underestimation of rewards are unlikely to be corrected. Because alternatives with favorable past outcomes are sampled again, errors of overestimation are likely to be corrected (Denrell & March, 2001; Denrell, 2005; 2007; March, 1996). Due to this asymmetry, reinforcement learning leads to systematic biases in decision making (e.g. Denrell, 2005; Denrell & Le Mens, 2007).

In this paper I demonstrate formally that because of this asymmetry, reinforcement learning leads to risk averse behavior: among a set of uncertain alternatives with identical expected value, the learner will, in the long run, be most likely to choose the least variable alternative.

In particular, suppose that

1) In each period, the learner must choose one of $N$ alternatives, each with a normally distributed reward, $r_{i,t}$. 

2) The learner uses a weighted average of past experiences to form a reward estimate, $y_{i,t}$, for each alternative. Specifically, the reward estimate of alternative $i$ is: $y_{i,t+1} = (1-b)y_{i,t} + br_{i,t+1}$.

3) The learner chooses among alternatives according to a logit choice rule: the probability that alternative $i$ is chosen in period $t$ is $\frac{\sum_{j=1}^{N} \exp(Sy_{j,t})}{\sum_{j=1}^{N} \exp(Sy_{j,t})}$.

This model leads to risk averse behavior: asymptotically the probability that alternative $i$ is chosen is

$$\lim_{t \to \infty} P_{i,t} = \frac{\sum_{j=1}^{N} \exp(S\mu_j - \frac{S^2 b}{2(2-b)} \sigma_j^2)}{\sum_{j=1}^{N} \exp(S\mu_j - \frac{S^2 b}{2(2-b)} \sigma_j^2)}.$$

where $\mu_i$ and $\sigma_i^2$ are the expected reward and the variance of alternative $i$.

This probability is an increasing function of the expected reward, but a decreasing function of the variance. Moreover, these choice probabilities are identical to that of a decision maker who knows the probability distributions, prefers alternatives with high mean and low variance, and chooses between options according to a logit choice rule. Thus, the learning model generates choice probabilities identical to a random utility model assuming mean-variance preferences.

I prove that the result that reinforcement learning leads to risk averse behavior generalizes to a large class of probability distributions and several other belief-updating rules and choice rules.

If the reward distributions are not symmetric, I show the learning model can generate behavior consistent with a preference for alternatives with a reward distribution with low variance and positive skew. I also show that a modified logit rule can generate behavior consistent with an $s$-shaped utility function.
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