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ABSTRACT OF THE DISSERTATION

Utilization of First-Principles Based Models in the Mechanistic Studies of Thermocatalytic and Photocatalytic Processes on Transition Metal Surfaces

by

Talin Avanesian

Doctor of Philosophy, Graduate Program in Chemical and Environmental Engineering University of California, Riverside, December 2016
Dr. Phillip Christopher, Chairperson

In this work we utilized quantum chemical calculations coupled with numerical and analytical models to predict macroscopic observables associated with catalytic and photocatalytic processes on transition metal surfaces. All the predicted macroscopic observables were validated based on experimental measurements. The theoretical models developed here provide atomic scale insights into the mechanisms of catalytic and photocatalytic processes and suggest areas for future research in the design of novel catalysts.

In the first part of this dissertation, we focused on understanding characteristics that control performance of late transition metals for the catalytic reduction of CO₂ by H₂. By coupling Density Functional Theory (DFT) calculations with mean-field microkinetic models we found that on Ru-based catalysts CHO* dissociation to CH* and O* is the rate determining step (RDS) for CH₄ formation, while CO* desorption is the RDS for CO
production. The affinity of late transition metals for O* adsorption was identified as an effective predictor of selectivity between CO and CH₄ production on late transition metals, which matches well with previous experimental observations. We extended this study by developing an analytical approach, called the “scaled degree of rate control” (S-DoRC), to systematically identify rate and selectivity determining steps for reactions on late transition metals.

In the second part of this dissertation we coupled ΔSCF-DFT calculations with a Hamiltonian-based inelastic scattering model to understand the detailed mechanisms of photocatalysis on metal surfaces. We focused on understanding experimentally observed behaviors of photon-driven CO and NO desorption and O diffusion reactions on the Pt(111) surface. The developed models that accurately predicted previous wavelength-dependent and time-resolved measurements and suggested approaches to control selectivity in photon driven reactions on metal surfaces.

In the last part of this dissertation we coupled extensive DFT calculations with Wulff constructions to understand the process of CO-induced reconstruction of Pt nanoparticle catalysts, which is critical to catalytic converters. By correlating atom-resolved imaging via in-situ scanning transmission electron microscopy (STEM), with in-situ quantitative, site-specific infrared (IR) spectroscopy and DFT based Wulff-constructions we demonstrated that at high CO coverage, Pt nanoparticles undergo a facet selective reconstruction where (100) facets reconstruct to stepped vicinal surfaces, while (111) facets are stable. This is the first example of an atomic scale and quantitative view of adsorbate induced metal nanoparticle surface reconstruction at realistic conditions.
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Chapter 1

Introduction

1.1. Importance of Heterogeneous Catalysis

Catalytic technologies play a major role in a wide variety of industrial processes ranging from pharmaceuticals to fuel and chemicals production and pollution mitigation processes. It is estimated that currently about 20% of the US and 30-40% of the global GDP depends on catalytic processes. The use of innovative catalytic technologies has greatly impacted our quality of life in the past century. A few of the most noteworthy examples are: the development of Haber-Bosch ammonia synthesis and catalytic cracking processes and the invention of catalytic converters. The Haber-Bosch process is considered to be the major contributor to the industrialization of agriculture and steep population growth of 20th century. This technology provides affordable pathway to synthesize ammonia from atmospheric Nitrogen (N2) and Hydrogen gas (H2) on an Iron based catalyst and continues to play a major role in the production of fertilizers. The development of
catalytic cracking processes started in the early 1930s to upgrade the high molecular weight fractions of crude oil to lighter and higher value fuel products. The technology provided for the rapidly increasing demand of gasoline throughout the century. The modern fluidized catalytic cracking (FCC) units produce 5017 thousand barrels of gasoline per day using a specially designed zeolite catalyst. Catalytic converter technology, first implemented by American automobile industry in 1975, is an example of successful application of catalysis in pollution control which is now adopted by automobile industries all around the world. The technology reduces the toxic emissions from automobile exhaust gases by oxidation of CO and unburned hydrocarbons and reduction of NOx over metal catalysts such as Pt, Pd and Rh.

With the continuous growth of global demand of energy, food and chemicals and its accompanying environmental concerns, along with the declining supplies of energy and natural resources, it has become crucial for us to develop highly efficient and sustainable chemical conversion processes. Catalysis is going to play a central role in our endeavors to achieve clean and sustainable technologies, because it is the key technology that can accelerate and direct chemical transformations towards desired products. By rational design of new catalytic materials, we can enhance the efficiency of existing chemical processes in energy and raw material consumption, provide solutions for pollution mitigation and create new sustainable pathways for fuel and chemicals production from renewable sources (e.g. solar energy and biomass).

The vast majority of existing technologies in chemical industry are thermally driven processes. The efficiency of a thermal process is decided by its energy requirement to
achieve optimum reaction rates and its effective conversion of raw materials to products. In a heterogeneous catalytic process, these two factors can be adjusted by modifying the composition and structure of catalyst materials. Traditionally, the search for efficient catalytic processes have been achieved through a trial and error approach by probing large number of possible material compositions, synthesis methods and reaction conditions to optimize catalytic activity and selectivity. Although many economically successful technologies have been developed based on these strategies, most chemical processes still heavily rely on thermal energy provided by fossil fuel combustion. The limitations dictated by inherent thermodynamic properties (as discussed in section 1.2) and structure stability of catalytic materials, also a lack of atomistic level understanding of catalytic processes has made it difficult to design highly efficient catalyst materials that require little or no thermal energy input. The rapidly increasing need for energy efficient chemical processes and the inherent limitations of classical catalyst design approaches stress the necessity of new and enhanced sustainable catalytic technologies as well as improved rational strategies for catalyst design.

One of the more promising alternatives to current unsustainable processes is the utilization of solar energy to drive chemistry on catalyst surfaces. The possibility of targeted manipulation of molecules in photocatalytic processes on metal surfaces provides the potential advantage of enhanced control of selectivity and higher reaction efficiencies. Although scientific studies of light-induced chemistry have been carried out as early as 18th century, and the first successful photo-catalytic process was achieved more than 40 years ago in the laboratory of Fujishima and Honda, little advancement has been made towards
development of industrial-scale photocatalytic processes. It has been proven difficult to design versatile materials that hold all the desired properties of an effective photocatalyst; to efficiently adsorb light, channel the adsorbed energy to the desired chemical bonds and perform selective chemistry. To guide the design of efficient photo-catalysts, there is still a need for major advances in understanding of the fundamentals of these processes, ranging from the very short timescales of electron and atomic motion to those of elementary reaction processes.

The recent advancement in quantum chemical and computational methods has equipped us with strong set of tools that can be used to probe the reactions mechanisms and gain atomic level understanding which is paramount in the rational design of new catalyst materials. The continuously increasing computational power has facilitated the development of predictive theoretical models and has created the opportunity for rapid screening and fast discovery of novel catalyst materials. In this dissertation a variety of theoretical and computational techniques have been utilized to gain atomistic insight into underlying mechanism of heterogeneous catalytic and photocatalytic processes, predict behavior of catalyst-adsorbate systems and explore potential approaches for design of catalytic processes with higher selectivity towards desired products.\textsuperscript{11–13}

1.2. Fundamentals of Heterogeneous Catalysis

In a chemical reaction, the reactant molecules need to overcome energy barriers along their pathway to form products, as illustrated in potential energy diagram in Figure 1.1a. The energy to overcome these activation barriers are usually provided by thermal energy. The reaction rates are dependent on the temperature, T, and activation energy, $E_a$, through
the Arrhenius expression: \( \text{rate} \propto A \exp \left(-\frac{E_a}{k_B T}\right) \), where \( A \) is a pre-exponential factor (accounts for the frequency at which the reaction is attempted) and \( k_B \) is the Boltzmann constant (A microscopic description of the Arrhenius rate expression is provided in section 2.2.1). Thus, the reaction rates can be enhanced by either increasing the temperature or lowering the activation barrier. Catalysts by interacting with the reactant molecules provide alternate energy pathways with lowered activation barriers and facilitate the chemical transformations (see Figure 1.1a).

![Figure 1.1](image_url)

**Figure 1.1.** Heterogenous catalytic reactions. **a)** Potential energy diagram of a model chemical reaction showing gas-phase and catalyzed pathways. Catalyst provides an alternate energy pathway with lower activation energy requirement. **b)** Schematic of surface reactions that happen during a catalytic reaction.

In heterogeneous catalysis, which is the main focus of this work, reactions happen on the surface of the solid catalyst material. The reactants first adsorb to the “active sites” on catalyst surface, either through dissociative or non-dissociative adsorption. The adsorbed species then move around and collide with one another, which results in bond breaking or formation of new bonds. The catalytic cycle is completed by the desorption of the new chemical species formed on the surface, leaving the surface intact. The elementary steps involved in a simple catalytic cycle are illustrated schematically in Figure 1.1b. However,
typical catalytic reactions consist of a complex network of elementary steps which occur simultaneously and with different rates. Identification of these elementary steps is the first step to understanding the reaction mechanism and determining the kinetics.

The two important factors that characterize the performance of a catalyst material are the activity and selectivity. The activity of a catalytic reaction, which is defined as the number of reaction events per catalytic active site per unit time, is dictated by the slowest of the elementary steps involved in the reaction network, known as the “rate limiting step” (RLS). The selectivity of a catalyst for a given reaction on the other hand is decided by the relative rates of competing elementary pathways. The ultimate objective in the design of highly efficient catalytic processes is to engineer materials that can attain high activities with minimal energy requirement and can selectively transform the reactants to the desired products. The key challenges to achieve this goal are the identification of the RLS and elementary pathways that control the selectivity, as well as devising methods to rationally manipulate these steps and optimize the catalytic performance, which require detailed knowledge of the reaction mechanism and an accurate account of kinetics of the elementary steps.

The rates of individual elementary reactions are governed by the associated energetics and the frequency with which each elementary step is attempted. For a given elementary reaction these parameters are determined by the electronic structure of the catalytic material. Therefore the catalytic properties can be tuned by modifying the electronic structure of the catalyst material, which in practice is achieved by changing the chemical composition and geometrical structure of catalytic active sites. The key to developing an
approach for rational design of catalyst material, is to gain an understanding of adsorbate surface interactions and access predictive theories of reactivity patterns of surfaces. Such predictive theories have been proposed by Sabatier (1911) and Brønsted (1928), Evans and Polanyi (1938). Based on Sabatier’s principle, it is established that the highest catalytic rates can be achieved by finding the optimum reactant-surface binding energies, which is typically demonstrated by “volcano plots” schematically shown in Figure 1.2.

![Figure 1.2](image)

**Figure 1.2.** Schematic representation of Sabatier Principle shown as a volcano plot of reaction rate as a function of metal adsorbate bond strength. Adapted from reference 17, Copyright (2015), with permission from Elsevier.

The models developed by Brønsted, Evans and Polanyi, known as BEP relations, explain the apparent linear relation between activation energies and heats of reactions of elementary steps. Based on BEP relations it can be demonstrated that strong binding of adsorbates to the surface, facilitates surface reactions by lowering the required activation barrier whereas reaction rates for weakly binding adsorbates are limited by large activation barriers. On the other hand, if the bond between catalyst and one of the reaction
intermediates is too strong, the catalyst surface will become poisoned by the strongly bound specie. Hence, an ideal catalyst is one that exhibits low activation barrier in addition to moderately binding reaction intermediates. This conclusion is in full agreement with Sabatier’s principle and further elucidates the theory.

The advancements in computational chemistry methods have now enabled us to describe surface adsorbate interactions with reasonable accuracy and predict the reactivity trends of catalytic materials. The predictive theories have been further substantiated by DFT calculations. Libraries of binding energies and BEP correlations have been developed for elementary steps and catalyst materials associated with the most common industrially-relevant reactions. Furthermore, some recent theoretical and computational studies have developed new predictive correlations, known as linear scaling relations (LSR), which allow prediction of binding energies of many important surface species based on the binding energy of a single atom on the surface. The predictive power of these correlations comes from the fact that energy trends are proven to be universal; energies for adsorbates can be estimated based on energies calculated for other adsorbates with similar electronic structure. The implementation of BEP and LSR parametric correlations significantly reduces the required computational time and resources for the development of kinetic models and substantially accelerates the process of rational catalyst design. The studies of kinetic models that were developed based on the parametric correlations have also shed light on the inherent thermodynamic limitations of catalytic materials to achieve theoretically predicted maximum rates. As demonstrated in the 3D volcano plot in Figure 1.3 the maximum CH₄ production rates for CO₂ reduction by H₂, correspond to O and C
binding energies that are not accessible by the late transition metals. As discussed in the introduction these thermodynamic limitations pose an additional challenge in the discovery of highly efficient catalytic materials.

Figure 1.3. A volcano plot of CH₄ formation activity (log₁₀ TOF) for CO₂ reduction by H₂, as a function of O and C adsorption energies on late transition metals at T=500 K and 1 bar. The plot shows that the maximum predicted activity is not accessible by the transition metals (the best known catalysts for the reaction) due to inherent thermodynamic limitations.¹³

The surface structure of catalyst particles is another factor that impacts the electronic structure and consequently the catalytic properties of the active sites. Most commonly used catalysts are made of finely dispersed metal particles on the surface of metal oxide supports (See Figure 1.4a). These metallic particles at thermodynamic equilibrium typically assume polyhedron shapes that minimize the particles total surface energy by predominantly exposing low surface energy facets (mostly (111) and (100) facets) (Figure 1.4b). Thus, the surface of a catalyst particle is comprised of a combination of active sites with different coordination numbers which have different electronic structures and reactivity. Despite many advancements in synthesis and characterization methods and our in-depth understanding of the correlations between geometry and reactivity of the active sites, it is
still difficult to engineer catalyst particles with targeted shapes and sizes and characterize the type and quantity of active sites on the surfaces. The instability of the catalyst particle surfaces under reaction conditions poses an additional challenge in the development of highly tailored catalysts and controlled catalytic processes. Strong interactions of adsorbate metal atoms have shown to influence the surface structures of the catalyst particles by modifying the equilibrium surface energies of exposed facets. The structure and reactivity of catalyst particles are also affected by various types of metal-support interactions. These interactions influence the reactivity of catalyst surface by modifying the concentration of active sites under reaction conditions. It is important to develop new theoretical and in-situ characterization approaches to obtain an accurate and quantitative analysis of catalyst surface reconstruction.

Figure 1.4. Surface structure of typical catalytic materials a) TEM image of an Alumina supported Pt nanoparticle catalyst sample. b) a typical truncated octahedron Pt nanoparticle (3 nm), the surface is made of (111) facets and (100) with a combination of well and under-coordinated sites, the under-coordinated sites are highlighted in blue.
1.3. Future Directions: The role of analytical and computational methods

As discussed in the previous sections, some of the main challenges in the approach to rational design of catalytic materials are obtaining detailed understanding of reactions mechanisms and dynamics of catalyzed reactions, identification of the elementary steps that control catalytic performance and development of predictive theories of adsorbate-surface interactions. Our main understanding of the catalytic processes in the early 20\textsuperscript{th} century was based on theories developed by Langmuir and Hinshelwood in 1920s to describe the kinetics and mechanism of surface reactions, and transition state theory (TST) developed by Eyring, Polanyi and Evans in 1935.\textsuperscript{18} The development of surface science techniques since mid-20\textsuperscript{th} century has opened the door to a new era of fundamental understanding of surface catalyzed reactions. A spectrum of analytical and characterization tools was developed such as spectroscopic and microscopic techniques that provided an accurate picture of geometric and electronic structures and adsorbate-surface interactions on the surfaces. The continuous advents in the atomic resolution techniques such as transmission electron microscopy (TEM) have now enabled us to observe the adsorbate-surface interactions \textit{in-situ}, under reaction conditions.\textsuperscript{19,20}

The recent advances in quantum chemical theories, have further expanded our atomistic level knowledge of the catalytic processes and have accelerated the progress towards tailoring catalytic materials from first-principles. The density functional formalism was developed by Hohenberg, Kohn, and Sham in 1960s,\textsuperscript{21,22} but the major breakthrough in the applications of DFT in chemistry and material science came about in 1990s when the parallel computing resources became available. The Hohenberg-Kohn theorem
demonstrates that the ground state properties of a many-body system can be completely determined by the electron density of the system. Hence, by reducing the $N$-electron many-body problem of $3N$ dimensions to a 3-dimensional problem, it considerably reduces the computational efforts to calculate material properties. DFT has now become an indispensable part of research in the physics, chemistry and material sciences.

DFT methods are used in catalysis to provide detailed information on the adsorption energies, binding geometries, vibrational frequencies of adsorbates on the surfaces, stability of various surface structures, transition state geometries and activation energies associated with elementary steps. The information gained through these calculations can be used to map out entire mechanisms of catalytic reactions and predict steps that may control the overall reaction rate and selectivity.$^{23-26}$ The geometric structure of catalytic particles can also be predicted based on the calculated surface free energies. The accuracy of the energies calculated with DFT methods are in the range of a few tenths of eV, which makes these methods particularly useful for investigating surface reactivity trends. By comparison of calculated energetics for different structures and compositions for a given reaction, reactivity trends can be developed which provide valuable predictive tools for the design of novel catalytic materials.

Furthermore, the information derived from DFT calculations can be used as an input into many other numerical methods to model a range of different time and length scale physical and chemical processes associated with (photo)catalysis. A few of more commonly used methods are mean-field kinetic models and statistical kinetic Monte Carlo (KMC) simulations. DFT-derived energies of surface species and transition states, and
corresponding vibrational frequencies can be used in kinetic models to predict reaction rates and selectivity and identify performance controlling elementary steps.

As a summary, the application of computational methods in the catalysis research can significantly contribute to the progress toward rational design of novel and efficient catalytic materials in several ways:

- By providing atomic level insight to the mechanisms of catalytic processes and allowing the identification of performance controlling elementary steps
- By facilitating the development of theoretical models to accurately describe adsorbate-surface interactions
- By enabling the development of predictive correlations and surface reactivity trends
- By complementing experimental studies to describe and validate macroscopic observables associated with surface catalyzed processes

In this dissertation, we demonstrated an example of application of DFT calculations coupled with mean-field microkinetic model to study the reaction mechanism of CO₂ reduction by H₂. In a second example, we coupled ΔSCF-DFT calculations with a Hamiltonian-based inelastic scattering model to understand the detailed mechanisms of photocatalysis on metal surfaces. In this example, we used DFT derived ground state and excited state potential energy surfaces and density of states (DOS) of investigated materials to calculate parameters used in the inelastic scattering model.
1.4. Dissertation Outline

The overall objective of this dissertation is to use the fundamental mechanistic insights gained through a combination of computational and analytical methods to predict macroscopic observables associated with catalytic and photocatalytic processes on transition metal surfaces. By utilizing combined numerical and experimental methods we were able to 1) Predict experimentally observed selectivity trends on transition metal catalysts for thermal reduction of CO\textsubscript{2} by H\textsubscript{2}, 2) Predict previously observed adsorbate-specific trends in photocatalytic rates on metal catalysts and 3) Quantify the CO-induced reconstruction of Pt catalyst particles.

In Chapter 2 a brief description of fundamental theories used throughout the dissertation is provided, including theories describing reaction kinetics and rate laws, and the reactivity trends across transition metal catalysts. An introduction to the underlying mechanisms of heterogeneous photocatalytic processes is also provided. The computational methods used in the dissertation are discussed next, starting with an introduction to fundamentals of DFT calculations followed by specific DFT-based numerical methods that are applied to obtain different thermodynamic, kinetic and physical parameters used in our studies. A section is dedicated to the introduction of mean-field microkinetic modeling and the numerical methods used to solve the microkinetic systems. In the last section of the chapter, the theory of Wulff construction method is explained, which is employed in Chapter 6 to predict equilibrium shape of metal nanoparticles.

In Chapter 3 the mechanism of CO\textsubscript{2} reduction by H\textsubscript{2} at atmospheric pressure is investigated on Ru(0001) by coupling density functional theory (DFT) calculations with
mean-field microkinetic modeling. The initial CO$_2$ hydrogenation step leading to CH$_4$ production is shown to occur through CO$_2$ dissociation and subsequent hydrogenation of CO* to CHO*. The dissociation of CHO* to form CH* and O* is identified as the rate limiting step for CH$_4$ formation, while the rate limiting step for CO production through the reverse water gas shift reaction is identified as CO* desorption. Based on a scaling relations analysis of competing CHO* dissociation and CO* desorption, O* adsorption energy is found to be an effective descriptor of differences in selectivity between CO and CH$_4$ production previously observed on late-transition metal catalysts. These mechanistic insights provide critical information to guide the design of catalysts with tunable selectivity for CO$_2$ reduction by H$_2$ at atmospheric pressure.

In Chapter 4 we develop a computational approach for the identification of elementary steps that are responsible for the differences of catalytic behavior of transition metal catalysts, by implicitly incorporating inherent parametric correlations in sensitivity analysis of reaction systems. By extending the concept of “degree of rate control” (DoRC) through explicit incorporation of intrinsic parametric correlations relating chemistry on transition metal surfaces, we introduce the concept of “scaled degree of rate control” (S-DoRC). This approach identifies relevant rate or selectivity controlling steps that are tunable within the confines of parametric correlations on transition metal surfaces, by quantitatively modifying conclusions drawn from typical DoRC analysis using empirically derived scaling factors for each elementary step.

In Chapter 5 substrate mediated photochemistry on metal surfaces is analyzed by combining dynamical models associated with the metal substrate photo-excitation and
electron-mediated bond-activation processes. An extended version of two-temperature model is utilized to treat temporal evolution of photo-excited charge carriers in the metal substrate. The electron-induced adsorbate dynamics on the metal surface is modeled using a non-adiabatic, first-principles based inelastic electron scattering model. Photo-activation of three well studied reactions on Pt(111) surfaces, CO and NO desorption and O diffusion, are chosen as model systems. The unresolved issues associated with adsorbate specific reaction time scales and wavelength and temperature dependent behavior are addressed.

In Chapter 6 we investigate the CO-induced reconstruction of Pt nano-sized particles by correlating atom-resolved imaging via in-situ scanning transmission electron microscopy (STEM), with in-situ quantitative, site-specific infrared (IR) spectroscopy and DFT based Wulff-constructions. It is demonstrated that at high CO coverage, Pt nanoparticles undergo a facet selective reconstruction where (100) facets reconstruct to stepped vicinal surfaces, while (111) facets are stable. The importance of our results is discussed as a first example of a complete, atomic scale and quantitative picture of catalyst surface reconstruction under realistic condition.

In Chapter 7 we summarize the major conclusions drawn from this work and discuss their significance in the fields of heterogeneous catalysis and photocatalysis. The potential applications of this work in the future research directions is also discussed.
1.5. References

1. Adams, C. Applied catalysis: A predictive socioec


Chapter 2

Introduction to Theoretical and Computational Methods

2.1. Summary

This chapter starts with a brief description of fundamental theories used throughout the dissertation, including theories describing reaction kinetics and rate laws and the reactivity trends across transition metal catalysts. An introduction to the underlying mechanisms of heterogeneous photocatalytic processes is also provided. The computational methods used in the dissertation are discussed next, starting with an introduction to fundamentals of DFT calculations followed by specific DFT-based numerical methods that are used to obtain different thermodynamic, kinetic and physical parameters utilized in our studies. A section is dedicated to the introduction of mean-field microkinetic modeling and the numerical methods used to solve the microkinetic systems. In the last section of this chapter the theory of Wulff construction method is explained, which is used in Chapter 6 to predict equilibrium shape of metal nanoparticles.
2.2. Reaction Rate Theories

The expression proposed by Arrhenius in 1889 for reaction rate constant (equation 2.1), was derived on experimental basis. In equation 2.1, \( k \) is the reaction rate constant, \( A \) is the pre-exponential factor, \( E_a \) is the activation energy, \( k_B \) is the Boltzmann constant and \( T \) is the absolute temperature.

\[
k = A \exp \left( -\frac{E_a}{k_B T} \right)
\]  

(2.1)

Reaction rate theories developed in later years based on statistical thermodynamic formalism, collision theory (1921) and transition state theory (TST) (1935),\(^1\)\(^2\) show that the Arrhenius equation is in fact to a very good approximation correct. In this section the Arrhenius rate expression is explained based on the reaction rate theories to provide a molecular level understanding of the kinetics of catalytic reactions.

As described in Chapter 1, in a chemical reaction, the reactant molecules need to overcome energy barriers along their pathway to form products. The energetic pathway of reactants to products for an elementary surface reaction is shown in the potential energy surface (PES) diagram in Figure 2.1. Based on the reaction rate theories discussed here, the reacting molecules gain energy by collision with each other.\(^3\) In collision theory the molecules are assumed to be hard spheres and the required energy to cross activation barrier is provided by the kinetic energy of the combined molecules at the collision moment. The details about the structure, the vibrations and rotations of reacting molecules are not included in collision theory which play an important role in the energy exchange of the
colliding molecules. These limitations were addressed by TST which is discussed in the next section.

![Potential energy diagram of an elementary reaction showing the formation of the activated complex, or transition state, at the top of the energy barrier on the reaction pathway. Adapted with permission from ref. 3, copyright (2003) WILEY-VCH](image)

2.2.1. Transition state theory (TST)

The theory was developed around 1935 by Henry Eyring, and independently by M.G. Evans and Michael Polanyi, on the basis of collision theory. According to TST, reactions proceed through formation of an activated complex, the transition state, located at the saddle point of energy pathway between reactants and molecule. The activate complex is formed when an efficient collision occurs between two reacting molecules. The energy pathway between reactant and products is defined by the reaction coordinate, which is usually a geometric parameter that changes during the conversion such as a stretching vibrational mode between two atoms of a dissociating molecule. The fundamental assumption is that once the transition state is formed reaction can only move forward
towards product formation. In other words, the transition states \([R^\dagger]\) are fully equilibrated with the reactants \([R]\) with an equilibrium constant \(K^\dagger\), as shown in equation 2.2. \(^3\)

\[
R \leftrightarrow R^\dagger \rightarrow P
\]  
(2.2)

The rate of products \([P]\) generation can be directly related to the concentration of transition states \([R^\dagger]\) and the frequency at which each reaction event is attempted, defined by the vibrational frequency of the transition state in the reaction coordinate \(\nu\). Thus, the overall reaction rate can be written in the following form:

\[
\frac{d[P]}{dt} = \nu [R^\dagger] = \nu K^\dagger [R] = \nu \frac{q^\dagger}{q} [R]
\]  
(2.3)

In equation 2.3, the equilibrium constant \(K^\dagger\) is written in terms of partition functions of reactants \((q)\) and transition state \((q^\dagger)\). By separating the partition function of the reaction coordinate \((q_\nu)\), the equation can be written in the following form: \(^3\)

\[
\frac{d[P]}{dt} = \nu q_\nu \frac{q^\dagger}{q} [R] = \nu \frac{e^{\frac{h\nu}{k_BT}}}{1 - e^{\frac{h\nu}{k_BT}}} \frac{q^\dagger}{q} [R]
\]  
(2.4)

The vibration frequency of the weakened reaction coordinate at transition state is small, therefore \(k_BT >> h\nu\), which simplifies equation 2.4 to: \(^3\)

\[
\frac{d[P]}{dt} = k_BT \frac{q^\dagger}{h} [R]
\]  
(2.5)

The rate constant of the reaction according to equation 2.5 can be written in form of equation 2.6, in terms of partition functions of reactants and the transition state.

\[
k = \frac{k_BT}{h} \frac{q^\dagger}{q}
\]  
(2.6)
It should be noted that $q^\dagger$ is the partition function of the transition state which is defined by the same zero energy at the bottom of the PES well of reactants. To use a more convenient derivation, a new zero energy for transition state can be defined at the top of the saddle point with partition function $q_0^\dagger$. The energy difference between the new and initial zero energy is the activation energy ($E_a$) of the reaction. By incorporating this new definition of partition function in the rate constant expression (equation 2.7) we can see its resemblance with Arrhenius expression:

$$k = \frac{k_B T}{h} q_0^\dagger \exp \left( -\frac{E_a}{k_B T} \right)$$

(2.7)

To relate the rate constant derived from TST with the more familiar macroscopic formulation in terms of thermodynamic parameters, we can write the rate constant as shown in equation 2.8, which implies that the transition state is in full equilibrium with the reactants except for the degree of freedom representing the reaction coordinate.

$$k = \frac{k_B T}{h} K^\dagger$$

(2.8)

By incorporating the relation between the equilibrium constant ($K^\dagger$) and Gibbs free energy ($\Delta G^\dagger$), we can derive the familiar form of Arrhenius rate constant:

$$k = \frac{k_B T}{h} \exp \left( -\frac{\Delta G_0^\dagger}{k_B T} \right) = \frac{k_B T}{h} \exp \left( \frac{\Delta S_0^\dagger}{k_B} \right) \exp \left( -\frac{\Delta H_0^\dagger}{k_B T} \right)$$

(2.9)

The comparison of equation 2.9 and Arrhenius expression defined with equation 2.1 gives us the microscopic definition of activation energy $E_a$, and pre-exponential factor $A$ as follows:
\[ E_a = \Delta H_0^\ddagger + k_B T \]  
\[ A = \frac{e^{k_B T}}{h} \exp \left( \frac{\Delta S_0^\ddagger}{k_B} \right) \]  

Rate expressions can be derived for surface reactions following the same principles in terms of adsorbed species partition functions. The resulting rate expressions are used in the development of microkinetic model for CO\textsubscript{2} reduction by H\textsubscript{2} in Chapter 3.

2.2.2. Thermodynamic parameters

The thermodynamic quantities used in rate expressions can be related to the vibrational degrees of freedom of reactant molecules and transition states, based on statistical thermodynamic formalisms. The vibrational frequencies of molecules in both in gas phase and adsorbed on surfaces can be calculated using DFT methods. The expressions relating the thermodynamic parameters to the vibrational modes of molecules are presented here.

**Gas Phase:** The thermodynamic properties of gas phase reactant and products are usually calculated in the ideal-gas limit. The enthalpy for an ideal gas at a given temperature \( T \) is given by:

\[ H(T) = \int_0^T C_p dT \]  

In equation 2.12, \( C_p \) is the constant pressure heat capacity which is correlated with constant volume heat capacity as \( C_p = k_B + C_v \) (where \( k_B \) is the Boltzmann constant). The constant volume heat capacity can be broken down to the translational, rotational and vibrational parts (equation 2.13). For a 3D ideal gas, the translational constant volume heat capacity is \( 3/2k_B \) and the rotational heat capacities for monoatomic, linear and non-linear
molecules are 0, $k_B$, and $3/2k_B$ respectively.\(^5\)\(^6\) The contribution of vibrational heat capacity to the enthalpy at temperature $T$ can be calculated by summing up vibrational energies ($\varepsilon_i e^{i\hbar\omega}$) of all the degrees of freedom (DoF), which are $3N-5$ for linear and $3N-6$ for non-linear molecules (equation 2.14).

$$C_p = k_B + C_{V,\text{trans}} + C_{V,\text{rot}} + C_{V,\text{vib}}$$  \hspace{1cm} (2.13)

\[
\int_0^T C_{V,\text{vib}}\,dT = \sum_{i=1}^{\text{DoF}} \frac{\varepsilon_i}{e^{\varepsilon_i/k_BT} - 1}
\]  \hspace{1cm} (2.14)

Similarly, the entropy for an ideal gas can be broken down into vibrational, translational and rotational components (equation 2.15). Equations 2.16-2.18 show the expressions for each entropy component:\(^5\)\(^6\)

$$S(T, P) = S_{\text{trans}} + S_{\text{rot}} + S_{\text{vib}} - k_B \ln \frac{P}{P_0}$$  \hspace{1cm} (2.15)

$$S_{\text{trans}} = k_B \left\{ \ln \left[ \frac{(2\pi M k_B T)^{\frac{1}{2}}}{\hbar^2} \frac{k_B T}{P_0} \right] + \frac{5}{2} \right\}$$  \hspace{1cm} (2.16)

$$S_{\text{rot}} = \begin{cases} 0 & \text{, monoatomic} \\ k_B \left[ \ln \left( \frac{8\pi^2 M k_B T^2}{\sigma \hbar^2} \right) + 1 \right] & \text{, linear} \hspace{1cm} (2.17) \\ k_B \left\{ \ln \left[ \frac{\sqrt{\pi I_A I_B I_C}}{\sigma \hbar^2} \left( \frac{8\pi^2 k_B T^2}{\hbar^2} \right)^{\frac{1}{2}} \right] + \frac{3}{2} \right\} & \text{, non-linear} \end{cases}$$

$$S_{\text{vib}} = k_B \sum_{i=1}^{\text{DoF}} \left[ \frac{\varepsilon_i}{k_B T \left( e^{\varepsilon_i/k_BT} - 1 \right)} - \ln \left( 1 - e^{-\varepsilon_i/k_BT} \right) \right]$$  \hspace{1cm} (2.18)
In equations 2.15-2.18, \( P^0 \) is the reference pressure, \( h \) is the Planck’s content, \( M \) is mass of the molecule, \( I \) is the moment of inertia and \( \sigma \) is the symmetry number. The Gibbs free energy of the gas molecules can then be calculated with \( G(T,P) = H(T) - T S(T,P) \).

**Adsorbates:** The thermodynamic properties for surface species (including the transition states) are calculated in the harmonic limit where all 3N degrees of freedom of the adsorbates (with N atoms) are assumed to be harmonic vibrations (surface bound species don’t have real translational or rotational degrees of freedom).\(^5\) The internal energy \((U(T))\) and entropy \((S(T))\) of the adsorbates are given by:

\[
U(T) = \sum_i \frac{\varepsilon_i}{e^{\varepsilon_i/k_BT} - 1}
\]

\[
S(T) = k_B \sum_i \frac{\varepsilon_i}{k_BT(e^{\varepsilon_i/k_BT} - 1)} - \ln \left(1 - e^{-\varepsilon_i/k_BT}\right)
\]

Helmholtz free energy \((F(T))\) then can be calculated with \( F(T) = U(T) - T S(T) \). Gibbs free energy is correlated with \( F(T) \) through \( G(T) = F(T) + pV \).\(^5\) In the study of isolated surface reactions, the \( pV \) (pressure-volume) term can be assumed negligible.

**2.3. Trends in surface reactivity**

**2.3.1. Chemisorption**

A detailed understanding of adsorbate-surface interactions is critical for explaining the underlying mechanisms of catalytic reactions, and for the rational design of catalyst surfaces to obtain desired catalytic properties. The strength of the bonds the reacting molecules make with the catalyst surface is the key descriptor for reactivity of a catalyst surface, as described by Sabatier’s Principle (see section 1.2).\(^7\) To be able to accurately
analyze the chemical bonding between adsorbates and catalyst surfaces, it is necessary to have a thorough understanding of the electronic structures of metal-adsorbate systems.

The complex electronic structure of adsorbate-metal systems can be qualitatively explained using a simplified form of molecular orbital theory. A simple diatomic molecular bond formation is demonstrated in Figure 2.2a. The atomic orbitals of isolated C and O atoms are shown that have fully filled 2s orbitals and partially filled 2p orbitals. As these atoms approach each other, the electronic clouds of the s and p orbitals begin to overlap and form hybridized bonding (σ and π) and anti-bonding (σ* and π*) molecular orbitals. The bonding molecular orbitals have lower energy levels compared to corresponding atomic orbitals, and because based on Hund’s rule these orbitals are filled before higher energy ones, the overall energy of the CO molecule is lower than isolated C and O atoms. In Figure 2.2b, these molecular orbitals (states) are shown in the form of density of states (DOS). DOS is the commonly used method in solid state physics to describe the number of states per interval of energy at each energy level.

The schematic in Figure 2.3 demonstrates that as the number of interacting atoms increases from a diatomic molecule to a linear chain, the number of resulting molecular orbitals increases, with smaller energy intervals between the orbitals. In a solid material with a large number of atoms and orbitals, the hybridized states are so close in energies that a continuous “band” of hybridized energy states is formed.
Figure 2.2. Electronic structure of a CO molecule illustrated based on a) molecular orbital theory b) Density of States

Figure 2.3. Schematic representation of band formation in metals, as a result of hybridization of a large number of molecular orbitals.
The electronic bands of transition metals consist of a broad, block-shaped $sp$-band and a localized $d$-band, because the overlap between highly localized atomic $d$ states is small (Figure 2.4). The $sp$ bands contribute to the free electron properties of metals and are very similar in features across the transition metals. The variation in properties of transition metals is associated with the extent of filling of $d$-bands.

![Figure 2.4. Schematic representation of the energy levels of a typical 3$d$ transition metal. The extended $s$ and $p$ orbitals form a broad $sp$-band, whereas the highly localized $d$ orbitals, form a narrow and dense $d$-band. Adapted with permission from ref. 3, copyright (2003) WILEY-VCH](image)

The chemisorption of atoms and molecules on metallic surfaces is best described by the Newns-Anderson model. In this approach, the adsorption is modeled using only three parameters; (i) the energy-dependent DOS of the adsorbent DOS($\varepsilon$), (ii) the discrete adsorbate state at an energy $\varepsilon_a$, and (iii) a coupling strength $|V|$. In Figure 2.5a the schematic of an atomic adsorption on a transition metal surface is shown. As the atom approaches the surface, its discrete atomic orbital broadens and shifts down in energy through interaction with the metal $sp$-band. The broadened atomic state then interacts with the metal $d$-band. The interaction of the $d$-band, which can be considered as a broad orbital itself, with the adsorbate state lead to a pair of bonding and anti-bonding chemisorption.
orbitals. A part of anti-bonding orbital that falls below the Fermi level is filled, which weakens the adsorbate-metal bond to some extent. Fermi level ($\varepsilon_F$), is the energy level of the highest occupied electronic states at 0 K.

![Diagram](image)

**Figure 2.5.** Schematic illustration of the interactions of **a)** atomic adsorbate states and **b)** molecular adsorbate states with transition metal $sp$ and $d$-bands. Figure also shows the degree of filling of metal $d$-band impacts the chemisorption strength by partially filling adsorbate anti-bonding states. Adapted with permission from ref. 3, copyright (2003) WILEY-VCH

Same principles apply to the hybridized molecular orbitals when they interact with transition metal surface, as shown in Figure 2.5b for H$_2$ molecule. Both bonding and anti-bonding orbitals of the molecule interact with metal $sp$ and $d$-bands, which results in fully filled bonding and partially filled anti-bonding metal-adsorbate hybridized orbitals. It is also possible that electrons fill the anti-bonding orbitals of the adsorbates. Such a filling, which is often called “back donation”, strengthens the adsorbate-surface bond but weakens the internal bonding of the molecule which may lead to dissociation of the molecular bond.

From this perspective of adsorbate-surface bond formation and with the knowledge that the variation in transition metals properties is associated with the $d$-band structure, it can be concluded that the extent of $d$-band and the filling are efficient descriptors for the surface
reactivity. Nørskov and Hammer have done extensive work on developing reactivity predictive models based on Newns-Anderson approximation and tight binding theories.\textsuperscript{8,11,12} Their \textit{d}-band model uses three parameters to predict the reactivity of a transition metal surfaces: (i) the center of the \textit{d}-bands (\(\varepsilon_d\)), (ii) the degree of filling (\(f_d\)) of the \textit{d}-bands and (iii) the coupling matrix element \(V_{ad}\) between the adsorbate states and the metals \textit{d}-states. The impact of two of these parameters are shown in Figure 2.6. In panel a, the impact of increasing coupling strength between adsorbate state and metal band is shown. The weak interaction causes the adsorbate orbital to broaden, which is characteristic of \textit{sp}-bands. The resonance state continues to broaden with the increasing strength of the interaction to the point that splits to bonding and anti-bonding orbitals, which is characteristic of \textit{d}-bands. In panel b, the center of \textit{d}-band is continuously raised, as a result the anti-bonding orbital also moves up in energy and gets less occupied which means the adsorbate surface bonding are stronger. The \textit{d}-band model has significantly contributed to our understanding of the surface interactions and has enabled us to explain surface reactivity trends on transition metals.
Figure 2.6. Interactions of adsorbate states with transition metal $d$-bands based on Newns-Anderson model with varying a) coupling strength b) $d$-band center. Adapted with permission from ref. 11, copyright (2006) Springer.
2.3.2. BEP relations

As discussed in the previous sections, the binding energies of simple adsorbates are governed by electronic structure of the adsorbing site on catalyst surface. Same principles apply to the transition states of elementary chemical transformations on the same catalytic sites. Considering the similarity of transition state structures with either reactant or products, and the fact that the stability of different states of surface species are governed by the same underlying physics, it can be expected that there is correlation between energetics of various surface intermediates including transition states. In fact, linear relationships between activation barriers and reaction energies have been assumed to be valid for a long time. As introduced in Chapter 1 these correlations are called BEP relations after the Brønsted, Evans and Polanyi.\textsuperscript{4,13}

With the use of extensive DFT calculations, the BEP correlations were first proven to hold by Nørskov and coworkers in 2002, for dissociation reaction of a number of diatomic molecules (see Figure 2.7).\textsuperscript{14} In addition to validating the BEP relations, they also showed that these correlations are independent of the reactants and universal linear relations can be derived in the form of equations 2.21, with surface specific $\alpha$, that hold for all the reactants.

\begin{equation}
E_a = \alpha \Delta E + \beta
\end{equation}

In equation 2.21, $E_a$ is the activation barrier and $\Delta E$ represents the dissociation reaction energy. These correlations have been shown to be reasonably accurate for the prediction of activation barriers of reactions, based on the adsorption energies of reaction intermediates. Extensive DFT calculations have since been used to develop many similar BEP
correlations for elementary steps and catalyst materials associated with the most common industrially-relevant reactions.\textsuperscript{15–17}

Figure 2.7. The universal linear BEP relation between activation energies ($E_a$) and dissociative adsorption energies ($\Delta E$) of various diatomic molecules on a number of transition metals for a) flat surfaces and b) stepped surfaces. Reprinted from ref. 18, copyright (2004) with permission from Elsevier
2.3.3. Linear Scaling Relations

In the previous sections the importance of adsorption energy as a descriptor of surface-molecule interactions was discussed. It was also shown that the adsorption energies of reaction intermediates can be used in BEP relations to estimate the transition states energies. The adsorption energies can be measured with advanced surface science techniques.\textsuperscript{19,20} DFT methods also provide the possibility of calculating the energies. However, both these approaches to obtain the adsorption energies of molecules on the surfaces are feasible for only limited number of adsorbate-surface systems. Considering the importance of adsorption energies in the discovery of efficient catalytic materials, it is highly desirable to access predictive methods to facilitate calculations of the adsorption energies. Such a method was first initiated in 2007 by Nørskov and coworkers, which is commonly known as Linear Scaling Relations.\textsuperscript{21} They found that binding energies of hydrogen-containing adsorbates (OH\textsubscript{x}, NH\textsubscript{x}, CH\textsubscript{x} and SH\textsubscript{x}) on metal surfaces can be scaled approximately with the binding energy of the central, C, N, O, or S atom, and linear relationships can be derived in the form of equation 2.22, where $\gamma$ is the scaling constant.

$$\Delta E^{AH_x} = \gamma \Delta E^A + \xi$$  \hspace{1cm} (2.22)

The derived correlations for $AH_x$ species (Figure 2.8) showed that the scaling factor $\gamma$ only depends of value of $x$ and independent of the species, since they are governed by the same underlying electronic structure. It was shown that $\gamma$ can be approximated with a simple formulation, $(x_{\text{max}}-x)/x_{\text{max}}$, where $x_{\text{max}}$ is the maximum number of H atoms that can stably bond to central atom $A$ in the gas phase.
Similar relationships can be found for many other types of catalytic materials and adsorbates. The development of these correlations has significant impact in the field of catalysis, because they can be used to rapidly calculate the adsorption energies of many adsorbates based on a single adsorbate on a large number of catalyst surfaces. In addition, they provide fundamental insight into nature of chemical bonding and how molecular structure controls strength of adsorption and catalytic activity. In recent years significant
research has been dedicated to developing new scaling relations and refining the accuracy of the existing ones.\textsuperscript{22,23}

2.4. Fundamentals of heterogeneous photocatalysis

In the quantum-mechanical description of heterogeneous catalytic processes, reactions are driven by phonons (collective vibration of the metal lattice). Reactants adsorbed on a metal surface vibrate around their equilibrium bond distance on the ground state potential energy surface (PES). This is shown schematically in Figure 2.9a for a diatomic molecule where the internal bond of the molecule is assumed to be the reaction coordinate. When the vibrational degree of freedom (reaction coordinate) of the adsorbate couples with the surface phonon modes, the adsorbate gains vibrational energy and is driven across the ground state PES reaching higher vibrational modes.\textsuperscript{24} If the vibrational energy gained by the adsorbate is sufficient to overcome the activation barrier, then the bond along the reaction coordinate breaks and reaction happens. Increasing the system temperature populates higher energy vibrational states along the ground state PES and thereby increases the reaction probability.
Figure 2.9. Schematic representation of mechanisms associated with a) thermally driven and b) photon-induced chemical reactions on metal catalyst surfaces.

A photocatalytic reaction involves the same elementary steps as the thermally driven reaction, but in these reactions one or more of the elementary steps can proceed by coupling with photo-induced energetic electrons or holes. Multiple mechanisms have been explored to describe photon mediated, electron-driven chemistry on metal surfaces, including direct intramolecular photo-excitation of adsorbates, direct photo-excitation of adsorbate-metal bonds and substrate-mediated photo-excitation of adsorbates or adsorbate-metal bonds which is the focus of this study. In a substrate-mediated photocatalytic process, photons from a light source are absorbed by the metal photocatalyst which generates energetic electron-hole pairs in the metal bulk (Figure 2.9b). The energetic electron/hole pairs scatter through collisions with other charge carriers in the bulk of the catalyst.
material. If the energetic charge carriers (electrons and holes) migrate to the metal surface, and are energetically aligned with the energy level of the adsorbate states, they can couple with the vibrational degree of freedom of the adsorbate and deposit vibrational energy into the bond, which can lead to dissociation of the bond and chemical conversion.

The vibrational energy transition from energetic charge carriers into adsorbate nuclear motion occurs via Franck-Condon transitions. According to the Franck-Condon principle molecular geometry or nuclear motions don’t change during photon adsorption, since the frequency of the light inducing the electronic transition (10^{15}-10^{16} Hz) is much larger than the frequency of molecular vibrations (10^{2}-10^{13} Hz). Therefore, the excited state PES resulting from this energy transition (Figure 2.9b) is only vertically elevated to a higher energy level retaining its original shape. The resulting excited state adsorbate evolves on the elevated, repulsive PES for a short lifetime (~ 1 fs) and experiences acceleration towards the minimum of the excited state PES at a lengthened equilibrium bond distance, compared to the ground state PES minimum. The system returns to the ground state PES in a vibrationally excited state as the electron quenches back to the metal substrate. If the energy deposited from the electron into the PES plus the original vibrational energy of the system on the ground state PES is greater than the activation energy \( E_a \), the electron scattering process can induce bond breaking and surface reactions.

**2.5. Density Functional Theory**

DFT is utilized throughout this dissertation to calculate energies and vibrational frequencies of surfaces and molecular species involved in catalytic reactions. Detailed information on the adsorption energies, binding geometries, vibrational frequencies of
adsorbates on the surfaces, stability of various surface structures, transition state geometries and activation energies associated with elementary steps are obtained with DFT methods. The information gained through these calculations are used to map out entire mechanisms of catalytic reaction, predict steps that may control the overall reaction rate and selectivity (Chapters 3 and 4). Through these methods it is feasible to calculate energies of a collection of hundreds of atoms with high level of accuracy. The accuracy of the calculated energies is in the range of a few tenths of eV, which makes these methods particularly useful for investigating surface reactivity trends. In addition, by applying periodic boundary conditions, energies of extended surfaces can be calculated which are an excellent representation of real catalyst surfaces. In this section the fundamentals of DFT calculations are reviewed and the DFT methods that are used in this study are introduced.

2.5.1. Fundamental Principles

The density functional formalism was developed by Hohenberg, Kohn, and Sham in 1960s,29,30 but the major breakthrough in the applications of DFT in chemistry and material science came about in 1990s when the parallel computing resources became available. The Hohenberg-Kohn theorem demonstrates that the ground state properties of many-body system can be completely determined by the electron density of the system. Hence, by reducing the N-electron many-body problem of 3N dimensions to a 3-dimensional problem, it considerably reduces the computational efforts to calculate material properties. DFT has now become an indispensable part of research in the physics, chemistry and material sciences.
The main problem in determination of the electronic structures of material is to solve the Schrödinger’s equation, \( \hat{H}\Psi = E\Psi \), for the system of many electrons in the presence of nuclei. The solution to this problem is the wavefunction, \( \Psi \), which contains all information about the system including the probability distribution of all the particles and energy associated with the particle configuration. The Hamiltonian for this many-body problem can be represented as:

\[
\hat{H} = -\frac{\hbar^2}{2m} \sum_i \nabla_i^2 - \sum_{i,j} \frac{Z_i e^2}{|r_i - r_j|} + \frac{1}{2} \sum_{i,j} \frac{e^2}{|r_i - r_j|} - \frac{\hbar^2}{2M} \sum_i \nabla_i^2 + \frac{1}{2} \sum_{i,j} Z_i Z_j e^2 \tag{2.23}
\]

In equation 2.23, the first three terms represent the kinetic energy of the electrons, the interactions of electrons with nuclei and with other electrons respectively. The last two terms are the kinetic energy of nuclei and the interactions of nuclei with each other. According to Born-Oppenheimer approximation, the nuclei can be assumed fixed in the space in comparison to the fast movements of electrons, therefore the kinetic term of the nuclei can be neglected from the Hamiltonian and the nuclei repulsion energy can be approximated with a constant value.\(^3\) Even with this simplification, solving the Schrödinger equation still is a difficult task since many-body wavefunction relies on all the spatial coordination of the particles (\(3N\), where \(N\) is the number of particles in the system). A significant breakthrough in the approaches for solving these many-body problems was the development of DFT formalism.

In 1964, Hohenberg and Kohn showed that the ground state total energy, \(E_0\), of a system of interacting electrons is a unique functional of the electron density in its ground state \(n_0\),
\[ E_0[\rho(r)] = E[\rho_0(r)], \] and there exists a ground state electron density that minimizes the system energy. Based on this theorem the N-electron many-body problem of 3N dimensions, \( \psi(r_1, r_2, ..., r_N) \), reduces to a 3-dimensional problem \( \psi(n(r)) \). The energy of such a system can be written in the following form:

\[
E(n) = T(n) + \iint \frac{n(r)n(r')}{|r-r'|} drdr' + \int n(r)v_{\text{ext}}(r) dr
\] (2.24)

In equation 2.24, \( T(n) \) is the kinetic energy of the interacting electrons, the second term is the electron-electron interaction and the last term represents the external potential due to the positively charged nuclei given by:

\[
v_{\text{ext}} = \sum r \frac{-Z_i}{|R_i - r|}
\] (2.25)

The application of the formalism was not feasible by itself, because there was no accurate density functional for the kinetic term \( T(n) \). It only became practical when in 1965, Kohn and Sham showed that the problem of many interacting electrons in an external potential can be mapped exactly to a set of non-interacting electrons in an effective external potential that has the same electron density as the real system. The energy of such a system is given by:

\[
E(n) = T_s(n) + \iint \frac{n(r)n(r')}{|r-r'|} drdr' + \int n(r)v_{\text{ext}}(r) dr + E_{xc}(n)
\] (2.26)

where \( T_s(n) \) is the kinetic energy of the non-interacting electrons and \( E_{xc}(n) \), is the exchange and correlation energy. This led to a set of self-consistent, single particle Schrödinger-like equations known as Kohn-Sham (KS) equations:
\[
\left(-\frac{\hbar^2}{2m} \nabla^2 + v_{\text{eff}}(r)\right) \phi_i = \varepsilon_i \phi_i \quad (2.27)
\]

where \(v_{\text{eff}}(r)\) is given by:

\[
v_{\text{eff}}(r) = v(r) + \int \frac{n(r')}{|r-r'|} dr' + v_{\text{xc}}(r) \quad (2.28)
\]

In equation 2.27, \(\phi_i\) is the KS non-interacting particle orbital with energy \(\varepsilon_i\), \(v(r)\) is the external potential and \(v_{\text{xc}}(r) = \delta E_{\text{xc}}/\delta n\), is the exchange-correlation potential which includes all the energy contributions that are not accounted for by the Hamiltonian. The exchange-correlation potential depends on the entire density function, therefore the density \(n(r)\) needs to be known to be able to solve equation 2.27. The ground state density, \(n(r)\), is given by:

\[
n(r) = \sum_i |\phi_i(r)|^2 \quad (2.29)
\]

These three equations 2.27-2.29 are then solved iteratively until self-consistency of electron density and energy is achieved, as shown schematically in Figure 2.10. Then ground state energy can be calculate using equation 2.26, provided that exchange-correlation energy, \(E_{\text{xc}}(n)\), is known. However, the exact form of \(E_{\text{xc}}(n)\) is not known and approximations are used. The quantitative success of DFT calculations depends on the accuracy of the exchange correlation functional used.

Figure 2.10. Schematic illustration of Kohn-Sham implementation of DFT
The two main types of exchange correlations that are used in DFT are local density approximation (LDA) and generalized gradient approximation (GGA). In LDA, which is the simplest approximation, it is assumed that charge density changes slowly and each small volume looks like a uniform electron gas of density. Thus, the exchange-correlation potential can be calculated based on the exchange correlation energy per electron ($\varepsilon_{xc}(n)$) of the uniform gas with density $n$ as follows:

$$v_{xc}(n) = \int n(r) \varepsilon_{xc}(n) dr$$  \hspace{1cm} (2.30)

GGA approximations are developed to make corrections to the uniform electron density approximation of LDA, since in many actual problems, such as molecules in space and solids the electron density variations in space can be significant. In this approach $\varepsilon_{xc}$ in addition to the electron density also depends on the gradient of the electron density in space, as shown in equation 2.31.

$$v_{xc}(n) = \int n(r) \varepsilon_{xc}(n, \nabla n) dr$$ \hspace{1cm} (2.31)

A number of different GGA methods have been developed, such as Perdew-Burke-Ernzerhof (PBE), revised PBE (RPBE) and revPBE, based on different forms of the applied corrective function. In this work, RPBE GGA exchange correlation functional is used, which has proven to generate accurate account of adsorption energies for atoms and molecules to surfaces.

2.5.2. Geometry optimization calculations

DFT calculations were carried out with the real space grid-based projector-augmented wave method (GPAW) code. The Revised Perdew–Burke–Ernzerhof (RPBE) form of the generalized gradient approximation (GGA) was used to approximate exchange and
The BEEF-vdW functional was also investigated for geometry optimization of larger adsorbed molecules in Chapter 3. Transition metal catalyst surfaces were modeled by periodic semi-infinite slabs, by applying periodic boundary conditions in \( x \) and \( y \) directions and 15-20 Å of vacuum between consecutive metal slabs in \( z \) direction. A grid space of \( h=0.2 \) was used. Monkhorst–Pack method was used to sample \( k \)-points in Brillouin zone. All geometry configurations were allowed to relax using a quasi-Newton algorithm until the forces on all atoms converged to less than 0.1 eV/A. In all calculations convergence was assured with respect to \( k \)-points, vacuum spacing between periodic slabs and the number of surface relaxed layers. For surface energy calculations the energies were also converged with respect to the thickness of the slabs (see details in Chapter 6).

2.5.3. Climbing Image Nudged Elastic Band (CI-NEB) calculations

The transition state configurations and activation barriers of the elementary surface reaction were found using the CI-NEB method, which is a modified version of Nudged Elastic Band (NEB) method. In NEB method the minimum energy pathway (MEP) between an initial state (Reactant) and a final state (Product) of a chemical reaction is mapped out by first constructing a chain of images of the system as shown in Figure 2.11. This is typically done with a linear interpolation between initial and final states. The continuity of the chain is assured by adding a spring interaction between adjacent images which causes the chain to behave like an elastic band. Then the optimization of the band is performed by minimizing the force acting on the images, which brings the band to the MEP on the PES. In the CI-NEB method a feature is added to NEB to identify the highest energy image on the band (which is not necessary at the top of the MEP), and moves the image up
the PES along the elastic band and down the PES perpendicular to the band. By approaching the maxima of MEP, the closest geometry for transition state is identified.

![Figure 2.11. Schematic of CI-NEB method to find minimum energy pathway on PES.](image)

2.5.4. **Vibrational frequencies and thermodynamic parameters**

Vibrational frequencies \( (\omega_i) \) were calculated for gas phase, adsorbed species and transition states, using a finite-difference approximation of the Hessian matrix as implemented in Atomic Simulation Environment (ASE), a Python package used by GPAW to describe molecular configurations and run atomic simulations. The surface atoms were held fixed during the vibrational analysis of surfaces species. The thermochemical properties of reaction intermediates can be calculated using DFT derived vibrational
frequencies, as explained in section 2.2.2, using ideal-gas approximation for gas phase molecules and harmonic approximation for surface species.

The DFT calculated electronic energies need to be converted to thermodynamic quantities at operating conditions \((T, P)\) of the catalytic reaction. First electronic energies are converted to ground state energy of the vibrating molecules/adsorbates at \(T=0\) K and vacuum, by applying the zero-point-energy \((E_{ZPE}=0.5\sum\hbar\omega_i)\) correction. Then \(T\) and \(P\) corrections are applied to calculate \(H(T)\) and \(S(T, P)\) of gas phase molecules, and \(U(T)\) of adsorbed species using the following equations and the procedures described in 2.2.2:

\[
H(T) = E_{elec} + E_{ZPE} + \int_0^T C_\mu dT
\]

\[
S(T, P) = S_{trans} + S_{rot} + S_{vib} - k_B \ln \frac{P}{P_0}
\]

\[
U(T) = E_{elec} + E_{ZPE} + \sum_{i}^{\text{harm DoF}} \frac{\epsilon_i}{\epsilon_i / \hbar \omega_i} - 1
\]

2.5.5. Linear-expansion delta self-consistent field (lr ΔSCF-DFT) method

lr-ΔSCF-DFT is a method implemented in GPAW that can be used to obtain the excited state potential energy surfaces.\(^{34,37}\) In the lr-ΔSCF approach the total energy of the system for the excited state is calculated by placing an electron from Fermi level in a targeted unoccupied molecular state, which is defined by a linear combination of empty Kohn Sham orbitals obtained in each SCF cycle. The density of the specified orbital is added to the total density in each step, and the electron density and energy of the system are calculated self-consistently. The computational cost of ΔSCF methods is comparable to ground state DFT calculation, which provides an advantage compared to other computationally more
expensive methods for excited state PES calculations, such as Time-dependent DFT, GW approximation and cluster configuration.\textsuperscript{38} Furthermore, the Ir-\Delta SCF method is designed for calculations with strongly hybridized orbitals such as molecules chemisorbed on transition metals, as are the studied cases in Chapter 5, and has been shown to produce results which are in reasonable agreement with inverse photoemission experimental measurement.\textsuperscript{37}

2.6. Mean-field Microkinetic Modeling

In Chapters 3 and 4, Mean-Field microkinetic modeling is used to investigate the mechanism of CO\textsubscript{2} reduction by H\textsubscript{2} on Ru(0001) surface and other late transition metal catalysts. The kinetic parameters used in the model were calculated with DFT methods as described in sections 2.4 and in detail the methods section of Chapter 3. In Chapter 4, previously developed linear scaling and BEP relations were incorporated into the microkinetic model to calculate the kinetic parameters for late transition metals.\textsuperscript{17} Here the framework of the microkinetic analysis is discussed and the computational method used to solve the model is introduced.

2.6.1. Fundamentals of mean-field microkinetic modeling

Controlling catalytic reactions at the molecular level depends critically on our understanding of the mechanism of reaction in terms of elementary surface reactions and our ability to determine kinetic parameters for each individual step. In the Microkinetic modelling the kinetics of the overall catalytic reaction is studied using the detailed mechanism and kinetics of individual elementary steps. The approach is used to predict activity and selectivity of complex catalytic reactions as a function of reaction operating
conditions. The approach was pioneered by Stoltze and Nørskov in 1985,\textsuperscript{39} and its framework was further established in a book by Dumesic and Rudd in 1993.\textsuperscript{40} The microkinetic models have become more relevant in recent years as the determination of kinetic and thermodynamic parameters are hugely facilitated by the advents of computational chemistry methods and development of predictive theories, as described in the previous sections. These models have been proven successful in describing reaction kinetics semi-quantitatively and have been repeatedly used in computational screening of catalyst materials.\textsuperscript{41–45}

The formalism used in mean-field microkinetic analysis, is developed based on the following reasonable assumptions: (i) Catalyst surfaces are modeled as a collection of adsorption sites which are all identical and the number of sites are constant under reaction conditions (ii) surface reactions follow Langmuir-Hinshelwood mechanism; reactants first adsorb on the surface, then adsorbed species on neighboring sites undergo surface reactions (iii) each reaction intermediate covers one site and no interactions exist between the intermediates (iv) elementary reactions are microscopically reversible.\textsuperscript{46} Once the kinetic parameters are determined based on DFT calculations, the reaction rate expression for each of the individual elementary steps is written in the form of a first order reaction, using Arrhenius rate constants, as shown with an example in the schematic in Figure 2.12. The concentrations of surface spices are specified by surface coverage $\theta$ (fraction of surface sites covered by a given specie). A mass (/site) balance equation can be derived for each reaction intermediate based on the rate expressions of elementary steps. In Figure 2.12 an
example of balance equation is shown for adsorbed CO* in a mechanism where CO* is produced in steps 3 and 5 and consumed in steps 6, 7 and 18.

An important advantage of microkinetic modeling is that it can provide realistic reaction rate and selectivity for complex catalytic reactions involving networks of elementary steps, with no a priori assumptions about the rate-limiting step. The reaction system can be considered under pseudo steady-state approximation, where the concentrations of the surface species are constant with respect to time. This approximation describes a snapshot picture of the system at any given moment with known concentration of reactants and operating conditions, which is a realistic depiction of a differential reactor.
where initial reactant concentrations remain nearly unchanged in the small time and length scale of the reactor.

By applying the pseudo steady-state approximation, the mass balance equations of surface species result in a set of non-linear algebraic equations consisting of rate constants of the elementary steps \((k)\) and the concentrations of adsorbed intermediates \((\theta)\) involved in the mechanism. An additional balance to complete the set of non-linear algebraic equations is the normalized overall site balance \((\Sigma \theta_i = 1)\). The set of non-linear algebraic equations can be solved simultaneously, using numerical methods described below, to find the concentrations of all the involved surface species and the reaction rates of individual elementary reactions at the given operating conditions (pressure, temperature and reactant concentrations).

Another advantage provided by the microkinetic modeling is the possibility of predicting reaction kinetics over a large range of operating conditions, unlike the conventional analytical approaches where power law expressions are regressed to a specific range of experimental conditions. These models can be used to find the concentration of all surface species, identify the most abundant surface intermediates and calculate reaction rates and selectivity with respect to any given product at a large range of operating conditions. Also, sensitivity analysis can be conducted using microkinetic models to identify the elementary steps that have the greatest impact on the overall reaction rates or selectivity, which helps identifying the rate limiting and selectivity determining steps (See chapters 3 and 4).
2.6.2. *Computational method*

A system of non-linear algebraic equation is typically solved using the trust-region methods and ordinary differential equation (ODE) solvers designed to solve differential algebraic equations (DAE). Finding the solution for the system of mass balance equations associated with the microkinetic models is particularly difficult because the convergence to the solution is highly dependent on the initial guess of the adsorbate concentrations. A large number of iterations are required with varying convergence criteria to assure the convergence of often unstable systems to “the solution” with reasonable accuracy. Considering the large number of intermediates involved in the complex catalytic reactions, the computational cost of these numerical methods can be significant.

In this study an in-house numerical method was used which exhibited excellent robustness and efficiency with minimal dependence on initial conditions. In this method a general approach was introduced to define the microkinetic system only based on its stoichiometric matrix and kinetic parameters of elementary steps. The method is based on linearization of mass balance equations and uses a quasi-Newtonian approach to solve the linearized system. The code was originally developed by Gabriel S. Gusmão in MATLAB, the PYTHON version with refined convergence algorithms is now available via [https://github.com/gusmaogabriels/mkin4py](https://github.com/gusmaogabriels/mkin4py).

2.7. *Wulff construction*

The Wulff construction is a theoretical method proposed by George Wulff in 1901 to predict the shape of a crystalline structure at thermodynamic equilibrium. The method is based on the concept of “equilibrium shape” proposed by J. W. Gibbs in 1878. According
to Gibb’s theory a given quantity of matter will assume a shape that minimizes the total
surface free energy of the system. The equilibrium shape of metal particles is typically a
polyhedron enclosed mainly by lowest surface energy crystal orientations (hkl) which
result in the minimum total surface energy as described in equation 2.35.

\[ \gamma = \sum_{hkl} A_{hkl} \gamma_{hkl} \]  

(2.35)

In equation 2.35 \( \gamma \) is total surface energy, \( A_{hkl} \) is the exposed surface area of the (hkl)
crystal facet and \( \gamma_{hkl} \) is the surface free energy of the (hkl) crystal facet (the energy required
to create a unit area of (hkl) facet).

Based on Gibb’s theory, Wulff proposed that in the equilibrium shape that minimizes
equation (2.35), the distance of each (hkl) facet from the center of the particle is
proportional to the surface energy of the respective facet \( (d_{hkl} \sim \gamma_{hkl}) \). The Wulff
constructions are built by drawing an (hkl) plane, for example the lowest surface energy
facet (111), at distance \( d_{111} \) from origin. The other (hkl) facets are then drawn at distances
\( d_{hkl} = d_{111} \gamma_{hkl} / \gamma_{111} \) from origin. The polyhedron enclosed by these planes is the equilibrium
shape.
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Chapter 3

Mechanism of CO$_2$ reduction by H$_2$ on Ru(0001) and general selectivity descriptors for late-transition metal catalysts

3.1. Summary

The mechanism of CO$_2$ reduction by H$_2$ at atmospheric pressure was investigated on Ru(0001) by coupling density functional theory (DFT) calculations with mean-field microkinetic modeling. The initial CO$_2$ hydrogenation step leading to CH$_4$ production was shown to occur through CO$_2$ dissociation and subsequent hydrogenation of CO* to CHO*. The dissociation of CHO* to form CH* and O* was identified as the rate limiting step for CH$_4$ formation, while the rate limiting step for CO production through the reverse water gas shift reaction was identified as CO* desorption. Based on a scaling relations analysis of competing CHO* dissociation and CO* desorption, O* adsorption energy was found to be an effective descriptor of differences in selectivity between CO and CH$_4$ production previously observed on late-transition metal catalysts. These mechanistic insights provide
critical information to guide the design of catalysts with tunable selectivity for CO$_2$ reduction by H$_2$ at atmospheric pressure.

3.2. Introduction

More than 85% of the current global energy need is provided by combustion of fossil fuels, which is accountable for continuously increasing atmospheric concentrations of CO$_2$ and accompanying climate change effects.$^1$ The search for approaches to reduce atmospheric CO$_2$ concentration has become a high priority research area. Recent efforts show the potential promise of directly sequestering CO$_2$ from the atmosphere using amine based sorbent materials, among other methods.$^{2-6}$ If approaches to directly sequester CO$_2$ from the atmosphere prove successful, it will be important to develop efficient, low temperature and pressure processes for converting CO$_2$ to higher value hydrocarbon feedstocks for chemical and fuel production. The coupling of CO$_2$ sorption technologies with solar-based H$_2$ production through catalytic reduction processes would provide an energy efficient, environmentally friendly and carbon neutral approach for chemical and fuel production. This approach relies, in part, on the development of materials that facilitate catalytic conversion of CO$_2$ and H$_2$ into desired products with high selectivity.

Because of high energy requirements, C-C coupling reactions are rare at low temperature and pressure and it is expected that C1 molecules (CO, CH$_3$OH and CH$_4$) will be the dominant products of environmentally friendly CO$_2$ reduction processes. CH$_3$OH synthesis from CO$_2$ and H$_2$ on Cu and “Cu-like” catalysts has received significant attention, due the extensive use of CH$_3$OH as a precursor for production of chemicals and liquid fuels. However, CH$_3$OH is a minimal side product under low pressure CO$_2$ hydrogenation
conditions. On the other hand, highly selective catalytic CH₄ and CO production has been demonstrated at low temperature (as low as 150 °C) and atmospheric pressure over a range of supported transition metal catalysts (eg. Ni, Ru, Rh, Pd, Pt). Supported Ru and Rh catalysts are consistently observed to exhibit high activity and selectivity for CO₂ methanation (CO₂ + 4H₂ → CH₄ + 2H₂O) at moderate temperatures and atmospheric pressure. Pt and Pd have been shown to facilitate CO production through the reverse Water Gas Shift reaction (rWGS, CO₂ +H₂ → CO + H₂O) and Ni has exhibited a combination of CO and CH₄ selectivity. In spite of extensive theoretical and experimental studies of catalytic reduction of CO₂ by H₂ on late transition metal catalysts, outstanding mechanistic questions remain, including most importantly the elementary steps and factors that control catalytic performance and selectivity.

Based on the excellent reactivity of Ru for CO₂ methanation and extensive experimental evidence, we use this system as a base case to develop mechanistic insights. Three main initial CO₂ hydrogenation mechanisms have been proposed in literature on late transition metal catalysts: (1) direct hydrogenation of CO₂ to HCOO* or COOH* (adsorbed species are denoted by a star), (2) CO₂ dissociation followed by hydrogenation of CO*, 18,21,29,34,35 and (3) dissociation of CO₂, followed by direct dissociation of CO* and hydrogenation of surface bound C*. Surface formates (HCOO*) have been observed by in-situ Fourier Transform Infrared (FTIR) spectroscopy, however results have shown that these species are most likely spectators on the support. Further, the relatively low barrier for CO₂ dissociation on Ru indicates that direct CO₂ hydrogenation to form COOH* is not a primary reaction pathway on Ru. In-situ FTIR studies of CO₂ hydrogenation
on Ru have repeatedly shown adsorbed CO* to be the dominant surface species, \(^{11-13,17,25,35-37,42,43}\) suggesting that hydrogenation following CO\(_2\) dissociation is more feasible than direct hydrogenation of CO\(_2\). Therefore it is likely that the main reaction pathway involves hydrogenation of CO*, which has led to the suggestion that CO\(_2\) hydrogenation follows similar mechanism to CO hydrogenation after CO\(_2\) is dissociated on the surface. However experiments have shown that CO and CO\(_2\) hydrogenation kinetics differ considerably in terms of partial pressure dependences and activation barriers, suggesting important mechanistic differences.\(^{17,22}\) As discussed in the Results and Discussion sections, this can be attributed to differences in the surface coverage of CO* on Ru under CO and CO\(_2\) hydrogenation reaction conditions. CO* hydrogenation can evolve through formation of COH* or CHO* intermediates. Theoretical studies based on density functional theory (DFT) calculations favor CHO* route over COH* formation.\(^{31,32,44-46}\) A few studies report traces of elemental carbon (C*), which can be a result of direct CO* dissociation, however both theoretical and experimental studies have agreed that the H-assisted CO* dissociation is the more energetically favorable route.\(^{21,32,33,44,46-48}\)

Although there has been significant experimental analysis of the mechanism of CO\(_2\) reduction by H\(_2\) on late transition metal catalysts, there is no consensus on the initial hydrogenation pathway, or the rate-limiting step (RLS) of the reaction. The most commonly proposed RLS’s are direct CO* bond breaking, or in more recent studies H-assisted CO* dissociation through formation of CH\(_x\)O*.\(^{26,37,46}\) Importantly, there is also no consensus on what properties of late transition metals dictate selective CO production through rWGS (Pt, Pd) versus CH\(_4\) production through methanation (Ru and Rh). A recent
study showed that the catalytic metal d-band center energy trends with competing selectivity for CO and CH₄ production. However, significant variations in the trends observed in this study suggest that d-band center correlation cannot completely describe previously observed variations in selectivity among late transition metal catalysts.¹⁹

In this work we utilize DFT calculations coupled with mean-field microkinetic modeling to develop molecular level insights into the mechanisms that control performance and selectivity of Ru catalysts in CO₂ reduction by H₂ at atmospheric pressure. Mean-field microkinetic models have been proven successful in describing reaction kinetics semi-quantitatively and have been repeatedly used in computational screening of catalyst materials.⁷,⁴⁹–⁵¹ To investigate the mechanism of CO₂ hydrogenation reaction at realistic operating conditions, without a known rate expression and a priori assumption of RLS, it is essential to conduct a detailed microkinetic analysis using temperature and pressure corrected free energies and entropies. In this study the thermodynamic and kinetic parameters are obtained from DFT calculations and used to build a microkinetic model of competing rWGS and methanation pathways on Ru(0001). The microkinetic model captures experimentally observed trends in reaction selectivity and the impact of reactant partial pressures on catalytic rate and surface coverage of reaction intermediates, validating mechanistic insights gained from the model. The initial CO₂ hydrogenation pathway on Ru catalysts was shown to occur through CO₂ dissociation on the catalyst surface and subsequent hydrogenation of CO* to CHO*, in-line with recent FTIR results.¹¹–¹³,¹⁷,²⁵,³⁵–³⁷,⁴²,⁴³ Using Campbell’s degree of rate control analysis it was identified that the RLS for CH₄ formation on Ru(0001) is the dissociation of CHO* to form CH* and O*, while the
RLS for the competing CO production through rWGS is CO* desorption. Insights into competing RLS’s for CO and CH₄ production on Ru, coupled with linear scaling and Brønsted–Evans–Polanyi (BEP) relationships that extend insights on Ru to Rh, Ni, Pt and Pd catalysts, establish that the O* adsorption energy is an effective descriptor of competing selectivity between CO and CH₄ production on late-transition metal catalysts. That is, more exothermic oxygen adsorption energy is associated with higher selectivity towards CH₄ production. This relationship derives from the impact of the O* adsorption energy on the exothermicity of CHO* dissociation, the resulting influence on the CHO* dissociation barrier (the RLS for CH₄ formation), and the lack of significant variation in CO* binding energy on late transition metal surfaces. The use of oxygen adsorption energy as a selectivity descriptor for CH₄ versus CO production in CO₂ reduction by H₂ accurately explains experimentally observed variations in selectivity on late transition metal catalysts.

3.3. Methods

3.3.1. Elementary steps

The most relevant elementary steps in the reaction mechanism of CO₂, listed in Table 3.1, were identified by a thorough analysis of possible reaction pathways based on DFT calculated energetics and previously postulated mechanisms in literature. Further discussion on competing pathways is provided in the Results and Discussion section (see section 3.4.1). To analyze the reaction mechanism under realistic experimental operating conditions, the reaction free energies, activation barriers and pre-exponential factors were calculated for a temperature of 500 K and atmospheric pressure (shown in Table 3.1), using DFT-derived electronic energies and vibrational frequencies in
conjunction with statistical thermodynamic methods. The details of calculation methods for the thermodynamic and kinetic parameter are provided in the following sections.

Table 3.1. Elementary steps included in the mechanism of CO₂ hydrogenation, reaction free energies, forward activation barriers and forward/reverse pre-exponential factors on Ru(0001) surface at T=500K and P= 1 bar

<table>
<thead>
<tr>
<th>Elementary steps</th>
<th>ΔH (eV)</th>
<th>ΔH°(eV)</th>
<th>A_f (s⁻¹)</th>
<th>A_r (s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 CO₂ + * → CO₂*</td>
<td>-0.11</td>
<td>0.00</td>
<td>2 × 10⁸</td>
<td>2 × 10¹³</td>
</tr>
<tr>
<td>2 H₂ + 2* → 2H*</td>
<td>-0.91</td>
<td>0.00</td>
<td>8 × 10⁸</td>
<td>1 × 10¹⁰</td>
</tr>
<tr>
<td>3 CO₂* + * → CO* + O*</td>
<td>-0.99</td>
<td>0.07</td>
<td>1 × 10¹²</td>
<td>4 × 10¹³</td>
</tr>
<tr>
<td>4 CO₂* + H* → COOH* + *</td>
<td>-0.04</td>
<td>1.00</td>
<td>2 × 10¹²</td>
<td>4 × 10¹²</td>
</tr>
<tr>
<td>5 COOH* + * → CO* + OH*</td>
<td>-0.71</td>
<td>0.71</td>
<td>4 × 10¹²</td>
<td>2 × 10¹³</td>
</tr>
<tr>
<td>6 CO* + H* → COH* + *</td>
<td>0.87</td>
<td>1.77</td>
<td>4 × 10¹³</td>
<td>9 × 10¹³</td>
</tr>
<tr>
<td>7 CO* + H* → CHO* + *</td>
<td>1.10</td>
<td>1.31</td>
<td>3 × 10¹³</td>
<td>1 × 10¹⁰</td>
</tr>
<tr>
<td>8 O* + H* → OH* + *</td>
<td>0.23</td>
<td>1.15</td>
<td>2 × 10¹³</td>
<td>6 × 10¹²</td>
</tr>
<tr>
<td>9 OH* + H* → H₂O* + *</td>
<td>0.28</td>
<td>1.03</td>
<td>2 × 10¹³</td>
<td>2 × 10¹²</td>
</tr>
<tr>
<td>10 COH* + * → C* + OH*</td>
<td>0.23</td>
<td>1.32</td>
<td>5 × 10¹²</td>
<td>2 × 10¹³</td>
</tr>
<tr>
<td>11 CHO* + * → CH* + O*</td>
<td>-0.83</td>
<td>0.83</td>
<td>1 × 10¹³</td>
<td>1 × 10¹³</td>
</tr>
<tr>
<td>12 C* + H* → CH* + *</td>
<td>-0.14</td>
<td>0.71</td>
<td>2 × 10¹³</td>
<td>6 × 10¹²</td>
</tr>
<tr>
<td>13 CH* + H* → CH₂* + *</td>
<td>0.43</td>
<td>0.58</td>
<td>1 × 10¹³</td>
<td>6 × 10¹²</td>
</tr>
<tr>
<td>14 CH₂* + H* → CH₃* + *</td>
<td>0.09</td>
<td>0.52</td>
<td>1 × 10¹³</td>
<td>5 × 10¹²</td>
</tr>
<tr>
<td>15 CH₃* + H* → CH₄* + *</td>
<td>-0.14</td>
<td>0.37</td>
<td>4 × 10¹²</td>
<td>2 × 10¹²</td>
</tr>
<tr>
<td>16 CH₄* → CH₄ + *</td>
<td>0.04</td>
<td>0.04</td>
<td>2 × 10¹³</td>
<td>3 × 10⁸</td>
</tr>
<tr>
<td>17 H₂O* → H₂O + *</td>
<td>0.21</td>
<td>0.21</td>
<td>5 × 10¹⁰</td>
<td>3 × 10⁸</td>
</tr>
<tr>
<td>18 CO* → CO + *</td>
<td>1.30</td>
<td>1.30</td>
<td>6 × 10⁷</td>
<td>2 × 10⁸</td>
</tr>
</tbody>
</table>

* Calculated using reverse reaction activation energy as A_r=k_B T/e^(-ΔS_r'/k_B T)
* Revised based on previously calculated values on Rh from reference 60
* Revised based on previously calculated values on Ru(0001) from reference 32
* Adjusted by 0.25 eV from DFT calculated values based on known correction factors 56

3.3.2. DFT calculations

DFT calculations were carried out with the real space grid-based projector-augmented wave method (GPAW) code.61 The Revised Perdew–Burke–Ernzerhof (RPBE) form of
the generalized gradient approximation (GGA) was used to approximate exchange and correlation effects. The BEEF-vdW functional was also investigated for geometry optimization of larger intermediate molecules. Comparisons between RPBE and BEEF-vdW calculated results are provided in the Results and Discussion section (see section 3.4.1). The Ru(0001) termination was selected to represent the catalyst surface, because it has been demonstrated that larger catalyst particles (>5 nm diameter) have higher activity and selectivity towards CH$_4$ production, indicating that CO$_2$ hydrogenation occurs preferably on well-coordinated surfaces of metal catalyst particles. It is important to note that, the support materials such as TiO$_2$ can have important effects on catalytic behavior of transition metals catalysts, by participating in the reaction mechanism or inducing the well-known metal-support interactions, which are not considered in our model. However the results derived with our model are expected to be comparable with the experiments conducted on support materials such as Al$_2$O$_3$, which have shown negligible influence on catalyst activity.

The Ru(0001) surface was modeled as a 3×3×4 periodically repeated unit cells in x and y directions with 15 Å vacuum space between consecutive metal slabs in z direction. A grid space of h=0.2 was used. The Brillouin zone was sampled with a 4×4×1 Monkhorst–Pack k-point set. Geometry optimization calculations were performed for single adsorbed species by adding 1/9 Mono Layer (ML) of adsorbate molecules to the top surface of the slab and fixing the lower two layers. The optimized configurations of co-adsorbed reactant and products of the elementary steps were also obtained using similar slab geometry and addition of 2/9 ML of adsorbates on the top surface. The transition state geometries and
energy barriers for reaction elementary steps were obtained using the climbing image nudged elastic band method (CI-NEB). All geometry configurations were allowed to relax using a quasi-Newton algorithm until the forces on all atoms converged to less than 0.1 eV/A. The calculated energies of optimized geometries for considered species are provided in Table 3.2-3.4.

Table 3.2. DFT calculated electronic energies, vibrational frequencies, zero-point energy and corrections to thermodynamic quantities for gas phase species involved in CO$_2$ hydrogenation mechanism at $T=500$ K and $P=1$ bar

<table>
<thead>
<tr>
<th>Gas phase species</th>
<th>$E_{\text{elec}}$ (eV)</th>
<th>Vibrational frequencies (meV)</th>
<th>$E_{\text{ZPE}}$</th>
<th>$\Delta H(0\rightarrow T)$ (eV)</th>
<th>$T*S$ (eV K)</th>
<th>$dG$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$</td>
<td>-6.72</td>
<td>542.4</td>
<td>0.271</td>
<td>0.151</td>
<td>0.754</td>
<td>-0.331</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>-22.64</td>
<td>77.6, 78.1, 162.5, 289.8</td>
<td>0.305</td>
<td>0.185</td>
<td>1.221</td>
<td>-0.731</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>-23.52</td>
<td>158.5, 159, 159.3, 187.8, 188.8, 367.1, 380.6, 380.7, 380.9</td>
<td>1.182</td>
<td>0.190</td>
<td>1.075</td>
<td>0.168</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>-14.10</td>
<td>200.7, 461.6, 472.1</td>
<td>0.565</td>
<td>0.175</td>
<td>1.071</td>
<td>-0.332</td>
</tr>
<tr>
<td>CO</td>
<td>-14.66</td>
<td>262.9</td>
<td>0.131</td>
<td>0.152</td>
<td>1.104</td>
<td>-0.821</td>
</tr>
</tbody>
</table>

* Corrected by 0.29 eV to minimize DFT errors in reaction enthalpy calculations
Table 3.3. DFT calculated electronic energies, vibrational frequencies, zero-point energy and corrections to thermodynamic quantities for surface species involved in CO$_2$ hydrogenation mechanism at $T=500$ K and $P=1$ bar.

<table>
<thead>
<tr>
<th>Adsorbed species</th>
<th>$E_{\text{elec}}$</th>
<th>Vibrational frequencies (meV)</th>
<th>$E_{ZPE}$</th>
<th>U</th>
<th>T*S</th>
<th>dG</th>
</tr>
</thead>
<tbody>
<tr>
<td>H*</td>
<td>-288.34</td>
<td>117.1</td>
<td>0.152</td>
<td>0.181</td>
<td>0.054</td>
<td>0.127</td>
</tr>
<tr>
<td>C*</td>
<td>-292.83</td>
<td>72.1</td>
<td>0.097</td>
<td>0.152</td>
<td>0.091</td>
<td>0.061</td>
</tr>
<tr>
<td>CO*</td>
<td>-300.84</td>
<td>43.1, 49.5, 50.7, 241.1</td>
<td>0.196</td>
<td>0.355</td>
<td>0.281</td>
<td>0.074</td>
</tr>
<tr>
<td>CO$_2$*</td>
<td>-306.96</td>
<td>12.9, 27.9, 42.4, 52.9, 81.6, 139.5, 210.3</td>
<td>0.284</td>
<td>0.418</td>
<td>0.293</td>
<td>-0.246$^a$</td>
</tr>
<tr>
<td>COH*</td>
<td>-303.64</td>
<td>21.7, 48.9, 50.7, 61, 140.7, 159.1, 446.9</td>
<td>0.473</td>
<td>0.610</td>
<td>0.270</td>
<td>0.340</td>
</tr>
<tr>
<td>CH*</td>
<td>-296.81</td>
<td>47.3, 49.7, 65.5, 77.7, 84.5, 360.7</td>
<td>0.343</td>
<td>0.432</td>
<td>0.174</td>
<td>0.258</td>
</tr>
<tr>
<td>CH$_2$*</td>
<td>-300.17</td>
<td>29.8, 36.6, 43, 61.9, 82.7, 95, 185.6, 266.5, 369.6</td>
<td>0.585</td>
<td>0.714</td>
<td>0.225</td>
<td>0.489</td>
</tr>
<tr>
<td>CH$_3$*</td>
<td>-303.98</td>
<td>23.1, 43.9, 50.1, 92.4, 134.7, 160.6, 169.2, 340.8, 349.2, 351.2</td>
<td>0.868</td>
<td>1.013</td>
<td>0.233</td>
<td>0.780</td>
</tr>
<tr>
<td>CH$_4$*</td>
<td>-307.96</td>
<td>9.8, 25.7, 46.8, 136.6, 159.4, 162.8, 175.7, 189.9, 368.3, 380.8, 381.8, 382.5</td>
<td>1.210</td>
<td>1.336</td>
<td>0.216</td>
<td>0.766$^a$</td>
</tr>
<tr>
<td>H$_2$O*</td>
<td>-298.80</td>
<td>16.2, 21.3, 34.5, 109.6, 193.7, 451, 461.6</td>
<td>0.644</td>
<td>0.743</td>
<td>0.206</td>
<td>0.191$^a$</td>
</tr>
<tr>
<td>OH*</td>
<td>-295.19</td>
<td>10.1, 26.2, 49, 66.2, 78.2, 458.7</td>
<td>0.344</td>
<td>0.424</td>
<td>0.172</td>
<td>0.252</td>
</tr>
<tr>
<td>CHO*</td>
<td>-303.44</td>
<td>26.5, 42.7, 71.8, 92.1, 155.6, 169.5, 357.1</td>
<td>0.472</td>
<td>0.632</td>
<td>0.371</td>
<td>0.261</td>
</tr>
<tr>
<td>COOH*</td>
<td>-310.80</td>
<td>13.3, 18.3, 42.2, 56.1, 59.6, 56.8, 121, 140.5, 175.2, 451.3</td>
<td>0.617</td>
<td>0.811</td>
<td>0.354</td>
<td>0.457</td>
</tr>
<tr>
<td>O*</td>
<td>-291.85</td>
<td>55.9</td>
<td>0.031</td>
<td>0.145</td>
<td>0.111</td>
<td>0.034</td>
</tr>
</tbody>
</table>

$^a$ Free energies of weakly adsorbed species were estimated as an average of gas phase and chemisorbed species Gibbs free energies.
Table 3.4. DFT calculated electronic energies, vibrational frequencies, zero-point energy and corrections to thermodynamic quantities for transition state configurations involved in CO₂ hydrogenation mechanism at \( T = 500 \, K \) and \( P = 1 \, \text{bar} \)

<table>
<thead>
<tr>
<th>Transition States</th>
<th>( E_{\text{elec}} )</th>
<th>Vibrational frequencies (meV)</th>
<th>( E_{\text{ZPE}} )</th>
<th>( U )</th>
<th>( T^*S )</th>
<th>( dG )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO-O</td>
<td>-306.83</td>
<td>16.6, 36.7, 52.2, 82.3, 126.5, 201.5</td>
<td>0.27</td>
<td>0.409</td>
<td>0.281</td>
<td>0.128</td>
</tr>
<tr>
<td>COO-H</td>
<td>-309.63</td>
<td>19.9, 30.9, 36.6, 57.6, 81.2, 111.6, 131.5, 154.4, 207.7</td>
<td>0.453</td>
<td>0.618</td>
<td>0.293</td>
<td>0.325</td>
</tr>
<tr>
<td>CO-OH</td>
<td>-310.41</td>
<td>8.6, 17.5, 38.2, 72.5, 73.9, 121.6, 147.6, 190.1, 427.9</td>
<td>0.583</td>
<td>0.712</td>
<td>0.228</td>
<td>0.484</td>
</tr>
<tr>
<td>CO-H</td>
<td>-302.54</td>
<td>30.9, 39, 51, 54.4, 163, 174.7</td>
<td>0.263</td>
<td>0.404</td>
<td>0.272</td>
<td>0.132</td>
</tr>
<tr>
<td>H-CO</td>
<td>-303.07</td>
<td>32.9, 38.5, 74.1, 101, 206.3, 299.8</td>
<td>0.386</td>
<td>0.506</td>
<td>0.235</td>
<td>0.271</td>
</tr>
<tr>
<td>O-H</td>
<td>-294.11</td>
<td>55.8, 57.3, 124.9</td>
<td>0.162</td>
<td>0.265</td>
<td>0.187</td>
<td>0.078</td>
</tr>
<tr>
<td>H-OH</td>
<td>-297.86</td>
<td>41.7, 53.7, 75.3, 101.1, 113, 461.5</td>
<td>0.435</td>
<td>0.55</td>
<td>0.207</td>
<td>0.343</td>
</tr>
<tr>
<td>C-OH</td>
<td>-302.28</td>
<td>46, 54.5, 62.2, 67.5, 96.6, 455.7</td>
<td>0.411</td>
<td>0.573</td>
<td>0.311</td>
<td>0.263</td>
</tr>
<tr>
<td>O-CH</td>
<td>-302.26</td>
<td>50.6, 54.4, 70.5, 79.7, 123.7, 379.9</td>
<td>0.409</td>
<td>0.555</td>
<td>0.277</td>
<td>0.279</td>
</tr>
<tr>
<td>C-H</td>
<td>-295.84</td>
<td>59.8, 67.3, 217.5</td>
<td>0.226</td>
<td>0.31</td>
<td>0.138</td>
<td>0.172</td>
</tr>
<tr>
<td>H-CH</td>
<td>-300.02</td>
<td>48.7, 63.5, 83.9, 122.1, 233.5, 363.7</td>
<td>0.513</td>
<td>0.625</td>
<td>0.184</td>
<td>0.441</td>
</tr>
<tr>
<td>H-CH₂</td>
<td>-303.40</td>
<td>42.3, 44.6, 73.8, 93.5, 113.8, 165.7, 221.1, 307.1, 370.6</td>
<td>0.749</td>
<td>0.864</td>
<td>0.188</td>
<td>0.676</td>
</tr>
<tr>
<td>H-CH₃</td>
<td>-307.37</td>
<td>53.5, 80, 88.8, 90.8, 106.6, 143.5, 151.9, 171.8, 173.6, 362.8, 374, 374.9</td>
<td>1.094</td>
<td>1.257</td>
<td>0.310</td>
<td>0.947</td>
</tr>
</tbody>
</table>

3.3.3. Enthalpy and Free energy calculations

Enthalpies and Gibbs free energies were calculated for gas phase and adsorbed species (including transition states) by applying zero-point energy, thermal energy and entropic corrections using DFT calculated vibrational frequencies and statistical mechanics correlations. Vibrational frequencies (\( \omega_i \)) were calculated for gas phase, adsorbed species
and transition states, using a finite-difference approximation of the Hessian matrix as implemented in Atomic Simulation Environment (ASE), a Python package used by GPAW to describe molecular configurations and run atomic simulations. The Ru slab atoms were held fixed during the vibrational analysis of surfaces species. The calculated vibrational frequencies for gas phase, adsorbed species and the transition state configurations are listed in Table 3.2-3.4. The thermodynamic quantities of gas phase species were calculated at $T=500$ K and $P=1$ bar, using equations 3.1 and 3.2.

$$H_g(T) = E_{ele} + E_{ZPE} + \int_0^T C_P dT \quad (3.1)$$

$$G_g(T, P) = H_g(T) - TS(T, P) \quad (3.2)$$

In equations 3.1 and 3.2, $H_g(T)$ is the enthalpy, $G_g(T, P)$ is the free energy of gas phase species, $E_{ele}$ is the DFT calculated electronic energy at 0 K and $E_{ZPE} = 0.5 \sum \hbar \omega_i$ is the zero-point energy. $C_P$ and $S(T, P)$ are the constant pressure heat capacity and entropy of the gas phase species calculated in the ideal gas limit.71

The internal energy ($U(T)$) and entropy for the adsorbed species and transition state configurations at $T=500$ K, were calculated in the harmonic limit where all degrees of freedom are treated harmonically. Adsorbed species enthalpy and Gibbs free energy, $H_{A^*}(T)$ and $G_{A^*}(T)$, were calculated using equations 3.3 and 3.4.

$$H_{A^*}(T) = U_{A^*}(T) = E_{ele} + E_{ZPE} + \int_0^T C_{V,vib} dT \quad (3.3)$$

$$G_{A^*}(T) = H_{A^*}(T) - TS(T) \quad (3.4)$$
The species enthalpies were used to calculate reaction energies and activation barriers for all elementary steps using equations 3.5 and 3.6 respectively.

\[ \Delta H_{\text{rxn},i} = \sum_{j \text{products}} H_{j,i} - \sum_{j \text{reactants}} H_{j,i} \]  

(3.5)

\[ \Delta H^\ddagger_i = H^\ddagger_i - \sum_{j \text{reactants}} H_{j,i} \]  

(3.6)

Activation barriers of all molecular adsorption steps were assumed to be zero. Enthalpies of weakly adsorbed species (H\(_2\)O, CO\(_2\) and CH\(_4\)) were estimated as an average of gas phase and chemisorbed species enthalpies. It should be also noted that the enthalpies were assumed to be independent of temperature in the narrow temperature range investigated in this study (T=480-520K) and enthalpies were held constant at values calculated at 500 K in the microkinetic analysis of the system in this temperature range.

3.3.4. Pre-exponential calculations

Pre-exponential factors for adsorption steps at T=500 K were obtained using collision theory and a sticking coefficient of 1 for all the adsorbing species based on equation 3.7. In this equation, \( \sigma \) is the sticking coefficient, \( m_A \) is the molecular mass of the adsorbing species, \( k_B \) is the Boltzmann constant and \( T \) is temperature. The reverse (desorption) reaction pre-exponential factors were then calculated based on the equilibrium constant and calculated forward (adsorption) pre-exponential factors (\( A_r = A_f/K_{eq} \)).

\[ A_{f/r} = \frac{\sigma}{\sqrt{2\pi m_A k_B T}} \]  

(3.7)

The pre-exponential factors for forward (reverse) surface reactions were calculated based on DFT-derived entropies of transition state and reactants (products) at T=500 K,
per equation 3.8, where $k_B$ and $h$ are the Boltzmann and Planck constants, $T$ is temperature, $S^\ddagger$ is the entropy of the transition state and $\Delta S_{f/r}^\ddagger$ is defined as $\Delta S_{f/r}^\ddagger = S^\ddagger - \sum S(\text{reactants/products})$

$$A_{f/r} = \frac{k_B T}{h} \exp\left(\frac{\Delta S_{f/r}^\ddagger}{k_B}\right)$$  \hspace{1cm} (3.8)

The calculated pre-exponential factors of all elementary steps are provided in Table 3.1. The variations of pre-exponential factors with temperature in the narrow temperature range of 480-520 K are assumed to be negligible and calculated values at $T=500$ K are used for the entire range.

3.3.5. Microkinetic analysis

A mean-field microkinetic model was constructed based on 18 elementary steps (See Table 3.1 for details on all considered elementary steps). It was assumed that all elementary reactions are microscopically reversible and follow Langmuir-Hinshelwood type mechanisms. No assumptions of RLS were made. Rate expressions for each elementary step in the mean-field microkinetic model were written in the form of equation 3.9 where $k_{f,i}$ and $k_{r,i}$ are the forward and reverse rate constants defined by Arrhenius expressions (equation 3.10 and 3.11) using DFT calculated pre-exponential factors $A_{f/r,i}$ (equation 3.7 and 3.8), $P_j$ is the partial pressure of gas phase reactants/products (Initial State ($IS_g$)/Final State ($FS_g$)) and $\theta_j$ is the surface coverage of adsorbed reactants/products ($IS_{A^*}/FS_{A^*}$). 72,73

All values used in the microkinetic analysis were enthalpies.

$$r_i = k_{f,i} \prod_{j \in IS_g} P_j \prod_{j \in IS_{A^*}} \theta_j - k_{r,i} \prod_{j \in FS_g} P_j \prod_{j \in FS_{A^*}} \theta_j$$  \hspace{1cm} (3.9)
A pseudo steady state hypothesis was used in the microkinetic model, where the accumulation of surface species as a function of time was considered to be zero. This is comparable to the steady state condition of a differential reactor. The rate of accumulation for each surface species, in the limit of pseudo steady state, was written in the form of equation 3.12, where \( v_{j,i} \) is the stoichiometry of species \( j \) in the reaction \( i \) (a negative value if \( j \) is a reactant, and positive value if it is a product).

\[
\frac{d\theta_j}{dt} = \sum_i v_{j,i} r_i = 0
\]  

Mole balances on adsorbed intermediate species and vacant catalyst sites provide a set of non-linear algebraic equations. An in house MATLAB code based on a quasi-Newtonian scheme was used to solve a linearized set of the mole balances. At any given temperature, pressure and set of reactant concentrations the surface coverage of the adsorbed species were obtained and used in rate expressions to calculate the instantaneous reaction rates.

3.3.6. Rate and selectivity determining steps

The RLS’s were identified using Campbell’s degree of rate control \( (X_{RC,i}) \) as shown in equation 3.13. In this approach, the impact of small variations in elementary step activation barriers on the overall reaction rate is analyzed to identify elementary steps that have the most impact on the overall mechanism. In equation 3.13, \( k_i \) is the rate constant of
an elementary step and \( r \) is the overall reaction rate. Degree of Selectivity control \( (X_{SC,i}) \) for all elementary steps was also calculated in a similar manner to \( X_{RC,i} \) using equation 3.14. In our definition of \( X_{SC,i} \), the impact of small variations in elementary step activation barriers on the difference in apparent activation barriers for CH\(_4\) and CO production is analyzed. It should be noted that \( X_{RC,i} \) and \( X_{SC,i} \) are calculated at instantaneous reaction conditions.

\[
X_{RC,i} = \frac{k_i}{r} \left( \frac{\partial r}{\partial k_i} \right)_{k_i, k_{ji}} \quad K_i = \text{const} \quad (3.13)
\]

\[
X_{SC,i} = \frac{k_i}{S} \left( \frac{\partial S}{\partial k_i} \right)_{k_i, k_{ji}} \quad K_i = \text{const} \quad (3.14)
\]

3.3.7. DFT calculated energetics on transition metal 211 surfaces

The formation energies of C* and O* on (211) surface terminations of late transition metals (Pd, Pt, Ni, Rh and Ru) were taken from Medford et al.,\(^56\) where DFT calculated raw electronic energies are converted to formation energy by defining gas phase CH\(_4\), H\(_2\)O, and H\(_2\) as common references. The formation energies of C* and O* were used in scaling relations to calculate formation energies of CH* and CHO*, and CH-O* transition state.\(^56\) The electronic formation energies were converted to free energies, then activation barrier and reaction energies of CHO* dissociation and CO* desorption were calculated following approaches described in section 3.3.3.
3.4. Results and Discussion

3.4.1. $\text{CO}_2$ methanation and rWGS mechanisms on Ru(0001)

First we address an un-resolved question of the initial hydrogenation step in the mechanism of $\text{CO}_2$ methanation on Ru catalysts. The potential energy diagram shown in Figure 3.1 compares three competing free energy pathways; direct hydrogenation of physisorbed $\text{CO}_2^*$, hydrogenation of $\text{CO}^*$ after dissociation of adsorbed $\text{CO}_2^*$ to $\text{CO}^*$ and $\text{O}^*$, and hydrogenation following complete dissociation of $\text{CO}_2^*$ to $\text{C}^*$ and $2\text{O}^*$. Our calculated electronic energies are in good agreement with similarly calculated energies on Ru(0001) surfaces. A comparison between direct and hydrogen assisted $\text{CO}_2^*$ dissociation paths in Figure 3.1 (blue and red lines, respectively) shows that the first hydrogenation step for $\text{CO}_2$ methanation is more favorable through the dissociation of $\text{CO}_2^*$ to $\text{CO}^*$ and $\text{O}^*$ and subsequent hydrogenation of $\text{CO}^*$ to CHO*. This is due to the considerably lower activation barrier for $\text{CO}_2^*$ dissociation, compared to $\text{CO}_2^*$ hydrogenation to COOH* ($\Delta G^\ddagger=0.45$ eV compared to $\Delta G^\ddagger=1.42$ eV), and more stable products (1.1 eV more stable). However, the elementary steps involving COOH* species were also included in our microkinetic model and their impact on the overall reaction mechanism will be discussed in the sensitivity analysis section (see section 3.4.3). It is important to note that $\text{CO}_2$ hydrogenation through HCOO* formation was excluded from our analysis based on ample experimental data proving that formates (HCOO*) are spectator species and don’t impact the mechanism of the $\text{CO}_2$ hydrogenation on Ru.
As discussed in the introduction, the initial hydrogenation mechanism following CO$_2^*$ dissociation, has been proposed to proceed by two main pathways: (1) direct CO* dissociation, and (2) H-assisted CO* dissociation. CO* activation on Ru and other transition metal surfaces has been studied extensively in the context of CO hydrogenation (Fischer Tropsch) reaction. While a majority of theoretical calculations show CO* hydrogenation to form COH* or CHO* are energetically more favorable compared to direct CO* dissociation on terrace sites, direct CO* dissociation has been shown to have a lower activation barrier on under-coordinated sites such as step sites of (211) and corrugated sites of (1121) facets on Ru catalysts.$^{75-77}$ However, as mentioned previously, CO$_2$ hydrogenation is known to occur primarily at terraces on Ru nanoparticles.$^{64-66}$ The significant CO* dissociation barrier on Ru terrace sites ($\Delta G^\ddagger =2.5$ eV), relatively low barrier for CO$_2^*$ dissociation and CO* hydrogenation to CHO*, and strong CO* signals observed by in-situ FTIR studies,$^{11-13,17,25,35-37,42,43}$ suggest that CO* is the main intermediate in
both the methanation and rWGS reaction pathways and that it is reasonable to exclude the CO* dissociation step from our kinetic studies.

Although CO and CO₂ hydrogenation mechanisms are hypothesized to both evolve through the common pathway of CO* hydrogenation, we suggest differences in CO* coverage during these reactions, as observed via in-situ FTIR measurements, leads to different minimum energy pathways for CO* hydrogenation to form CH₄. Comparison of CHO* and COH* formation pathways under both high and low CO* coverage have shown CHO* formation to be the more favorable route. Comparison of CHO* hydrogenation and dissociation pathways in Figure 3.2a, based on electronic energies calculated under low CO* coverage, shows CHOH* to have higher energy compared to CHO* dissociation products (by 1.2 eV) and larger activation barrier compared to CHO* dissociation pathway (1.16 vs 0.91 eV). Therefore, CHO* dissociation pathway is proposed to be the main pathway towards CH₄ formation in CO₂ hydrogenation mechanism. However, under high CO* coverage (conditions more relevant for CO hydrogenation on Ru), CHOH* formation has been identified to be the most relevant (rate limiting) step in the mechanism of CO hydrogenation. It is suggested that under CO hydrogenation reaction condition, where the Ru surface is saturated with CO*, repulsive forces increase CHO* dissociation barrier by weakening the final state O*-Ru bond. Similarly, H*-Ru bonds are weakened due to high CO* coverage, which facilitate H*-Ru bond breaking and CHO*-H* bond formation. Thus, it seems that the differences in the CO* coverage under CO and CO₂ hydrogenation reaction conditions on Ru, drive the hydrogenation of CO* to CH₄ to occur through different reaction pathways.
The inclusion of van der Waals forces in DFT calculations has shown to stabilize larger molecules on catalytic surfaces and have little effect on the adsorption energies of smaller molecules. To analyze the effect of van der Waals forces in the CO$_2$ conversion pathways on Ru(0001), the BEEF-vdW functional was used in the calculation of possible CHO* hydrogenation pathways that included larger intermediate molecules. The results, provided in Figure 3.2b, agree well with calculations performed using the RPBE functional (Figure 3.2a). Both functionals predict that pathways involving larger intermediates (such as CHOH* and CH$_2$O*) are thermodynamically less favorable, in comparison to the routes with smaller molecules (CH* and OH*) and can be excluded from kinetic studies of reaction mechanism. Based on this comparison, the RPBE calculated values were used in the microkinetic modeling. It should be noted that energies presented in Figure 3.2 are based on DFT derived electronic energies while all other plots in this chapter use free energies.
The parallel pathways of CO* hydrogenation through COH* and CHO* formation are compared in the potential energy diagram plotted in Figure 3.3. In this figure the complete energetic pathways of CO₂ methanation, and the competing rWGS reaction are mapped out at 500 K and atmospheric pressure. The calculated free energy pathways are in good agreement with similarly calculated free energy pathways for CO₂ conversion on Ru and other metal surfaces.30-33,45,46 Based purely on the thermodynamics of competing COH* and CHO* pathways, the more favorable route toward CH₄ formation after CO₂* dissociation is the formation of CHO* and its dissociation to CH* and O* (green line in Figure 3.3). Although energetically, CO* desorption (i.e. rWGS pathway) is more favorable than either COH* and CHO* formation, the larger pre-exponential factors for the latter create a competition between methanation and rWGS that cannot be predicted based purely on the free energy landscapes in Figure 3.3, and will be discussed below in the results of the microkinetic model. The overall energy diagram identifies CO* and CH* as the most stable free energy states in the mechanism. It would be expected that CO* is the most abundant surface species under reaction conditions due to the lower energy barrier of CO₂* dissociation to form CO* (ΔG°=0.45 eV), compared to barriers of CO* hydrogenation (CO*+H*→CHO* ΔG°=1.42 eV) and CH* formation (CHO*+*→CH*+O* ΔG°=0.93 eV). Also, CH* can easily overcome the small barrier of 0.63 eV to form CH₂*. Based on a simple examination of the calculated competing free energy surfaces for rWGS and CO₂ methanation on Ru(0001), it would be expected that the most abundant surface intermediate would be CO*, although the favored reaction
pathway (CO vs. CH₄ production) and rate and selectivity controlling steps cannot be predicted based on the shape of the free energy landscapes alone.

Figure 3.3: Potential energy diagram of competing pathways for CO₂ reduction by H₂ on Ru(0001). The rWGS (CO formation) and methanation (CH₄ formation) pathways are shown. The most favorable pathways for CO₂ methanation and rWGS are shown in green. The elementary steps in red are associated with product evolution from the catalyst. The pathways shown in light blue are competing potential pathways for the initial hydrogenation of CO₂ and conversion of CO* to CH*. All energies are reported relative to CO₂*+ 8H*. Gibbs free energies were calculated at 500 K and atmospheric pressure.

3.4.2. Microkinetic model

A steady state microkinetic model of the 18 elementary step reaction system (listed in Table 3.1) was solved for the surface coverage of all reaction intermediates. Figure 3.4a shows the surface coverage of the most abundant (>0.1% coverage) surface species as a function of temperature (480-520 K) at atmospheric pressure and stoichiometric methanation reactant concentrations (CO₂:4H₂, no inert is included). Figure 3.4a shows that in the temperature range of 480-520 K, the Ru(0001) surface is predominantly covered by CO* (46%-68%) and H* (31%-53%). CO* and H* are the two main species competing for the surface adsorption sites under atmospheric conditions explored here. Because CO₂*
dissociation ($\Delta H_{\text{fiss}} = -1.0 \text{ eV}$) is slightly more exothermic than H$_2$ dissociative adsorption ($\Delta H_{\text{fiss}} = -0.91 \text{ eV}$), the forward energy barrier of CO$^*$ hydrogenation steps are relatively high ($\Delta H^\ddagger_{H-CO^*} = 1.31 \text{ eV}$ and $\Delta H^\ddagger_{CO-H^*} = 1.77 \text{ eV}$) and H$^*$ and O$^*$ are easily consumed by elementary steps with lower activation energies ($O^*+H^* \rightarrow OH^*+*, \Delta H^\ddagger = 1.15 \text{ eV}$ and $OH^*+H^* \rightarrow H_2O^*+*, \Delta H^\ddagger = 1.03 \text{ eV}$). CO$^*$ is the dominant surface species at temperature below 510 K and $P_{H_2} < 0.7 \text{ bar}$. These results agree with in-situ FTIR spectroscopic measurements that consistently show strong signals of CO$^*$ compared to smaller intensities of other surface species.\textsuperscript{11–13,17,25,35–37,42,43} It is also important to point out that H$^*$ vibrational modes cannot be detected in FTIR measurements. Although it was postulated earlier that CH$^*$ may be a significant surface species based on an inspection of the free energy pathway, the formation of CH$_4$ from CH$^*$ apparently occurs with low enough energy barriers to minimize CH$^*$ coverage under reaction conditions. The low surface concentrations of other key intermediates in the methanation pathway, such as CHO$^*$ and CH$_3^*$ species, indicate that these species are highly reactive and it can be expected that their identification in spectroscopic experiments would be difficult. Figure 3.4a also shows that with increasing temperature the concentration of CO$^*$ decreases while H$^*$ coverage increases, which can be attributed to the increased number of adsorbed CO$^*$ crossing the hydrogenation reaction barrier to form CHO$^*$ and eventually CH$_4$. The lower CO$^*$ concentration provides more adsorption sites available for H$^*$ species to bind.
Figure 3.4: Microkinetic model predictions of surface coverage for the most abundant surface species (> 0.01 fractional coverage), a) as a function of temperature at 1 bar total pressure and stoichiometric methanation feed composition (CO\textsubscript{2}:4H\textsubscript{2}), b) as a function of CO\textsubscript{2} partial pressure at 500K and constant H\textsubscript{2} partial pressure (P\textsubscript{H\textsubscript{2}}=0.1 bar), and c) as a function of H\textsubscript{2} partial pressure at 500 K and constant CO\textsubscript{2} partial pressure (P\textsubscript{CO\textsubscript{2}}=0.1 bar).

Figure 3.4b and c show the most abundant surface species coverage as a function of CO\textsubscript{2} and H\textsubscript{2} partial pressures, respectively. The surface coverages were calculated at a temperature of 500 K and total pressure of 1 bar. The partial pressure of CO\textsubscript{2} (H\textsubscript{2}) was varied in the range of 0.1-0.9 bar while the partial pressure of the other reactant was kept constant at 0.1 bar (varying amount of inert gas is assumed to balance the total pressure). The results show that under atmospheric reaction conditions, regardless of the feed composition explored, CO* and H* are the most abundant surface species. It can be seen in Figure 3.4b that as CO\textsubscript{2} partial pressure is increased from 0.1 to 0.9 bar, CO* coverage increases slightly by replacing surface H* (Δθ=0.16). Conversely, Figure 3.4c shows that a higher concentration of H\textsubscript{2} in the reactant mixture results in an increase in H* coverage and decrease in CO* coverage (Δθ=0.26). While the absolute magnitude of the coverage changes was small, the relative change in H* coverage with varying reactant partial pressure is significant, which is expected to have an impact on the reactivity of the surface.
Experimental FTIR studies have shown the surface coverage of CO*, the most abundant FTIR-detectable species, is about 20%-40% of saturation coverage. Therefore it is expected that there should be a considerable number of vacant sites present on the surface under reaction condition, which is not captured by our model. We believe this is because the destabilizing effects of increasing surface coverage on CO* and H* binding energies was not considered in our microkinetic model. It has been shown that at high CO* coverages, >50%, repulsive interactions of surface species can have a significant effect on binding energies. As the CO* coverage during CO$_2$ reduction reaction is not expected to exceed 40%, this is not expected to significantly impact mechanistic insights gained from the study. However, we believe including an accurate account of surface coverage effects in the calculation of binding energies would improve the calculated free site concentrations. A rigorous study to include the correct coverage dependent surface kinetic would require kinetic Monte Carlo (kMC) simulations which involves numerous DFT calculations to account for various adsorbate configurations and is computationally expensive and outside the scope of this work.

To investigate the effect of feed composition on the CH$_4$ production rate, the turn over frequency (TOF) for CH$_4$ formation was calculated as a function of H$_2$ partial pressure at 500 K, 1 bar total pressure, constant CO$_2$ partial pressure of 0.1 bar and varying amounts of inert gas depending on H$_2$ partial pressure. Variations in the calculated TOF and CO* coverage as a function of H$_2$ partial pressure in the feed stream are shown in Figure 3.5a. CH$_4$ TOF is positively correlated with the variation in H$_2$ partial pressure, where a change in H$_2$ partial pressure from 0.1 to 0.6 bar causes a 27% increase in the TOF for CH$_4$
formation (from $1.67 \times 10^{-4}$ to $2.12 \times 10^{-4}$ s$^{-1}$). The coupled inverse correlation of CO* coverage and positive correlation of CH$_4$ TOF with the H$_2$ partial pressure in the feed stream observed in Figure 3.5a was also observed experimentally by Prairie et al.$^{36}$ In this study, CO$_2$ reduction by H$_2$ on Ru catalysts was investigated under similar reaction conditions as Figure 3.5a (H$_2$ partial pressure varying in the range of 0.1-0.6 bar at temperature of 463 K, atmospheric pressure and CO$_2$ partial pressure of 0.13 bar), using in situ diffuse reflectance FTIR spectroscopy (DRIFTS). CO* coverage was quantified by normalizing the band integrals associated with CO* during the hydrogenation reaction to the value for the CO* saturated catalyst.$^{36}$ A 70% increase in the CH$_4$ production rate (from 7.4 to 12.6 μmol/g.s) and 7% decrease in relative CO* coverage was measured with a change in H$_2$ partial pressure from 0.1-0.6 bar, as shown in Figure 3.5b.$^{36}$ The agreement between trends in theoretical and experimentally derived changes in CH$_4$ TOF (30% versus and 70% increase) and relative CO* coverage (7% versus 28%) as a function of H$_2$ partial pressure provide confidence in the microkinetic model for qualitatively describing experimental systems.
Figure 3.5: a) Microkinetic model predictions of TOF for CH$_4$ production (1/s) and CO coverage as a function of H$_2$ partial pressure in the reactant mixture at 1 bar total pressure, 500 K, and fixed CO$_2$ partial pressure (P$_{CO2} = 0.1$ bar). b) Experimentally measured CH$_4$ production rate (μmol/g/s) and CO coverage as a function of H$_2$ partial pressure at 1 bar total pressure, 463 K, and fixed CO$_2$ partial pressure (P$_{CO2} = 0.13$ bar), adapted from Prairie et al.\textsuperscript{36}

Experimentally measured reaction orders with respect to H$_2$ partial pressure are in the range of 0.5-1.0,\textsuperscript{17,27,81} which are larger than the value calculated based on the data in Figure 3.5a (about 0.13). The dependence of CH$_4$ production on CO$_2$ partial pressure was also investigated through its variation in the range of 0.1-0.9 bar at temperature of 500 K, total pressure of 1 bar and constant H$_2$ partial pressure of 0.1 bar (data not shown here). The reaction order with respect to CO$_2$ partial pressure for CH$_4$ formation was found to be -0.32, which is lower than reported values in the range of 0.1-0.5. The apparent activation energy calculated with our model is about 47 Kcal/mol which is larger than experimentally measured apparent barriers in the range of 19-25 Kcal/mol.\textsuperscript{17,27} We believe the discrepancies observed between the calculated and experimentally measured partial
pressure dependence and apparent activation barriers are mainly related to the underestimation of vacant sites, which will be discussed more in detail in section 3.4.4.

It is important to note that the absolute values of TOF obtained from DFT-based microkinetic modeling are known to have uncertainties of several orders of magnitudes.\textsuperscript{82} In addition, as discussed above, the exclusion of coverage dependence of adsorption energies for surface species is believed to cause an underestimation of vacant site concentration by the microkinetic model. Furthermore, the magnitude of adsorbate coverage is also difficult to quantify through \textit{in-situ}, spectroscopy. While calculated rates, reaction orders and coverages are difficult to quantitatively relate to experimental values, it is possible to quantitatively compare the trends of the calculated rates and coverage with experimental measurements under similar reaction conditions due to a cancellation of errors in DFT calculations. Thus, we believe that the reasonable agreement between experimental observed trends and our model predictions in Figure 3.5 and the justifiable differences between measured and predicted reaction orders and activation enthalpies (see more discussion below) provide evidence that the microkinetic model is a reasonable representation of experimental systems.

As mentioned in the Introduction, Ru catalysts are known to be highly selective towards CH\textsubscript{4} production, rather than catalyzing rWGS. To ensure that the microkinetic model accurately captures this behavior, catalytic selectivity toward CH\textsubscript{4} production ($S_{\text{CH}_4} = r_{\text{CH}_4}/(r_{\text{CH}_4}+r_{\text{CO}})$) was calculated as a function of temperature and CO\textsubscript{2} partial pressure. Under stoichiometric feed composition (CO\textsubscript{2}:4H\textsubscript{2}) and 1 bar total pressure, in the temperature range of 480-520 K, Ru(0001) exhibits a high CH\textsubscript{4} selectivity in the range of
97% to >99%, increasing with temperature, Figure 3.6a. These results are in agreement with experimentally measured selectivity of Ru catalyst particles towards CH₄ formation and observed temperature dependence of the selectivity.¹⁰,¹⁴,¹⁷,³⁵,³⁶ Figure 3.6b shows the dependence of CH₄ selectivity on CO₂ partial pressure, calculated at a temperature of 500 K, atmospheric pressure and H₂ partial pressure of 0.1 bar. Ru(0001) is calculated to be selective for CH₄ production in the entire range of explored CO₂ partial pressures, but shows an negative correlation with the increasing CO₂ partial pressure. The calculated CH₄ selectivity drops from 98% to 95% as CO₂ partial pressure increases from 0.1 to 0.9 bar. This is consistent with the conclusions drawn in the previous sections regarding the correlation of CH₄ production rate with H* surface coverage and its inverse correlation with CO* surface coverage and CO₂ partial pressure.

Figure 3.6: Microkinetic model prediction of CH₄ selectivity, a) as a function of temperature at 1 bar total pressure and stoichiometric methanation feed composition (CO₂:H₂ = 1:4) and, b) as a function of CO₂ partial pressure at 1 bar total pressure, 500 K and constant H₂ partial pressure (P_{H₂} = 0.1 bar).

To summarize, the calculated microkinetic model predicted high selectivity (>95%) to CH₄ for CO₂ reduction by H₂ on Ru(0001) at atmospheric pressure for a wide range of
reactant partial pressures and temperatures of 480-520 K. Over the range of considered conditions, the surface was covered predominantly by CO* and H*. It was found that there is a positive correlation between H* coverage and CH₄ production rate. The observed trends were in good agreement with various experimental reports, providing confidence in mechanistic conclusions drawn from the calculated microkinetic model.

3.4.3. Sensitivity Analysis

To determine the RLS for CH₄ production in the microkinetic model, Xᵣᵣ,ᵢ was calculated for all elementary steps in a temperature range of 480-520 K, at 1 bar total pressure and stoichiometric feed composition (CO₂:4H₂), Figure 3.7a. Under these reaction conditions CHO* dissociation was identified as the primary RLS for CH₄ formation. This is consistent with previous experimental and theoretical studies that have suggested H-assisted CO bond cleavage is the slowest step in CO₂ hydrogenation towards CH₄ production.²⁶,³⁷,⁴⁶ The results from the degree of rate control analysis, coupled with previous studies, provide strong evidence that CO₂ methanation on Ru occurs through CHO* formation and has a RLS of CHO* dissociation.
Figure 3.7: a) Degree of rate control, $X_{RC}$, for elementary steps that exhibit significant control ($|X_{RC,i}|>0.01$) for the CH$_4$ formation rate. b) Degree of selectivity control, $X_{SC}$, for elementary steps that exhibit significant control ($|X_{SC,i}|>0.01$) of selectivity for CH$_4$ formation. $X_{RC,i}$ and $X_{SC,i}$ were calculated at a total pressure of 1 bar and stoichiometric methanation feed composition (CO$_2$:4H$_2$) in the temperature range of 480-520 K.

The elementary step, O*+H*→OH*, has slight negative $X_{RC,i}$ at lower temperatures. This indicates that an increase in the rate of this step will have an impeding effect on the CH$_4$ formation rate. All other elementary steps have $X_{RC,i}$ values close to zero (<10$^{-3}$), indicating that they have little or no effect on the overall CH$_4$ formation rate. The negligible impact of COOH* formation and dissociation steps on the overall reaction rate ($X_{RC,4,5}<10^{-3}$) further substantiates the assertion made in previous section that CO$_2$ dissociation followed by hydrogenation is the more feasible CO$_2$ activation route compared to the direct CO$_2$ hydrogenation pathway on Ru.

The degree of selectivity control, $X_{SC,i}$, for CH$_4$ formation was calculated for all elementary steps using equation 3.14. It should be noted that a modified selectivity definition ($S_{CH_4} = r_{CH_4}/r_{CO}$) was used in the $X_{SC,i}$ calculations, compared to how selectivity was calculated in Figure 3.6. Defining selectivity as the ratio of CH$_4$ and CO formation rates, makes it possible to directly analyze the impact of a change in the activation barrier.
of a single elementary step on the difference of apparent activation barriers for competing CO and CH₄ formation, \( X_{SC,i} = \ln(r_{CH₄}/r_{CO})/\ln(k_i) \approx (\Delta H^\ddagger_{CH₄} - \Delta H^\ddagger_{CO})/\Delta H^\ddagger_i \). Figure 3.7b shows the calculated \( X_{SC,i} \) values of the elementary steps that have the largest impact on selectivity for CH₄ formation in the temperature range of 480-520 K and 1 bar total pressure with a feed composition of CO₂:4H₂. The degree of selectivity control for CH₄ formation has primarily a strong positive correlation with the CHO* dissociation step, consistent with the degree of rate control analysis in Figure 3.7a. The CO* desorption step has a large negative degree of selectivity control for CH₄ formation indicating that CO* desorption is the primary RLS for CO production in the rWGS pathway. From these results it can be concluded that the two main elementary steps determining selectivity of late transition metal catalysts (those with similar electronic structure to Ru) for methanation versus the rWGS reaction are CHO* dissociation and CO* desorption.

### 3.4.4. Reaction rate expression

A simplified reaction rate expression was derived for CH₄ formation based on the identified rate limiting step, CHO*\( \rightarrow \)CH*+O*, and other important elementary steps leading to CHO* dissociation, as listed in Table 3.5. Steps 1-7 are assumed to be quasi equilibrated \((r_i=0)\) which result to the following expressions for the surface concentrations of predominant species CO* and H*:

\[
\theta_{CO^*} = \alpha \frac{P_{CO}}{P_{H₂O}} \theta_s \\
\theta_{H^*} = \gamma P_{H₂}^{0.5} \theta_s
\]

\[(3.15)\]  

\[(3.16)\]
And the vacant site concentration can be derived from \( \theta_{\text{v}} = \theta_{\text{CO}} + \theta_{\text{H}} = 1 \), as shown in equation 3.17:

\[
\theta_{\text{v}} = \frac{1}{1 + \alpha \frac{P_{\text{CO}_2} P_{\text{H}_2}}{P_{\text{H}_2O}} + \gamma P_{\text{H}_2}^{0.5}} \quad (3.17)
\]

In equations 3.15-3.17 \( \alpha, \beta \) and \( \gamma \) are kinetic parameters defined as follows:

\[
\alpha = K_1 K_2 K_3^{1.5} K_4 K_5 K_6 K_7 k_8 \\
\beta = K_1 K_2 K_3 K_5 K_6 K_7 \\
\gamma = K_3^{0.5}
\]

The rate expression is then derived in the form presented in equation 3.18.

\[
-r_{\text{CH}_4} = \frac{\alpha P_{\text{CO}_2} P_{\text{H}_2}^{1.5}}{P_{\text{H}_2O} \left( 1 + \beta \frac{P_{\text{CO}_2} P_{\text{H}_2}}{P_{\text{H}_2O}} + \gamma P_{\text{H}_2}^{0.5} \right)^2} \quad (3.18)
\]

In equation 3.18 \( r_{\text{CH}_4} \) is the \( \text{CH}_4 \) production rate, \( P_{\text{CO}_2}, P_{\text{H}_2} \) and \( P_{\text{H}_2O} \) are partial pressures of \( \text{CO}_2, \text{H}_2 \) and \( \text{H}_2O \), respectively.

Table 3.5. Elementary steps included in the derivation of rate expression

<table>
<thead>
<tr>
<th>Step</th>
<th>Reaction</th>
<th>( \Delta H ) (eV)</th>
<th>( H_{\text{af}} ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \text{CO}_2^+ \rightarrow \text{CO}_2^* )</td>
<td>-0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>( \text{CO}_2^+ \rightarrow \text{CO}^* + \text{O}^* )</td>
<td>-1.00</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>( \text{H}_2^+ + 2^* \rightarrow 2\text{H}^* )</td>
<td>-0.91</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>( \text{CO}^* + \text{H}^* \rightarrow \text{CHO}^* + \text{O}^* )</td>
<td>1.10</td>
<td>1.31</td>
</tr>
<tr>
<td>5</td>
<td>( \text{O}^* + \text{H}^* \rightarrow \text{OH}^* + \text{H}^* )</td>
<td>0.23</td>
<td>1.15</td>
</tr>
<tr>
<td>6</td>
<td>( \text{OH}^* + \text{H}^* \rightarrow \text{H}_2\text{O}^* + \text{H}^* )</td>
<td>0.28</td>
<td>1.03</td>
</tr>
<tr>
<td>7</td>
<td>( \text{H}_2\text{O}^* \rightarrow \text{H}_2\text{O}^* + \text{H}^* )</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>8</td>
<td>( \text{CHO}^* + \text{H}^* \rightarrow \text{CH}^* + \text{O}^* )</td>
<td>-1.14</td>
<td>0.84</td>
</tr>
</tbody>
</table>
It is important to note that equation 3.18 is derived for CH₄ formation pathway only with the assumption of a single RLS, CHO* dissociation. The contributions of other elementary steps that have a smaller impact on the kinetics of the reaction system and CO production route are not captured with this rate expression. However, the derived rate expression can be used to explain the wide range of reaction orders and activation barriers reported in the literature for CH₄ formation reaction on Ru, which will strongly depend on the experimental conditions and relative concentration of dominant surface species.¹⁷,²⁷,⁸¹ The discrepancies observed between the calculated and experimentally measured partial pressure dependences and activation barriers, as well as among the experimental measurements alone, can be explained based on the following analysis of the rate expression in equation 3.18. The three terms inside the parentheses in the denominator of equation 3.18 represent surface concentration of vacant sites (*), CO* and H* respectively, which are expected to be present at similar concentrations during reaction conditions. The underestimation of surface vacant site concentration in our model, θ*~0, increases CO* and H* concentrations and the contribution of the second and third terms inside the parentheses to the reaction rate. The increased negative contribution of these two terms will reduce the order of reaction with respect to $P_{CO_2}$ and $P_{H_2}$, hence the microkinetic model predicts reaction orders that are smaller than experimentally measured values ($n_{CO_2}=-0.32$ and $n_{H_2}=0.13$, compared to experimental values of $n_{CO_2}=0.1-0.5$ and $n_{H_2}=0.5-1$).

In a similar analysis it is shown that variations in the contribution of the CO* and H* concentration terms in the rate expression can significantly influence the calculated apparent activation barrier, which we believe is the main reason for the overestimated
activation barrier obtained from the microkinetic model. This can be explained more clearly through the analysis of the following two hypothetical cases. In the first hypothetical case where $\theta_*$ is significantly larger than $\theta_{CO*}$ and $\theta_{H*}$, the rate equation can be simplified to:

$$-r_{CH_4} = \frac{\alpha P_{CO_2} P_{H_2}^{1.5}}{P_{H_2O}}$$  \hspace{1cm} (3.19)

The rate constant in this case becomes $\alpha = K_1 K_2 K_3^{1.5} K_4 K_5 K_6 K_7 K_8$. Using an Arrhenius expression and reaction energies listed in Table 3.5 the apparent activation barrier can be calculated as shown in equation 3.20, which results in an apparent activation barrier of 0.195 eV (4.5 Kcal/mol).

$$\alpha = A \exp \left( \frac{-\Delta H_{app}}{RT} \right)$$

$$= A \exp \left( \frac{-\left(\Delta H_1 + \Delta H_2 + 1.5 \Delta H_3 + \Delta H_4 + \Delta H_5 + \Delta H_6 + \Delta H_7 + H_{s^*}\right)}{RT} \right)$$  \hspace{1cm} (3.20)

A different scenario where surface is entirely covered with CO*, yields the rate expression shown in equation 3.21, where the rate constant is $\alpha/\beta^2$ and the apparent activation barrier is 2.8 eV (64.6 Kcal/mol).

$$-r_{CH_4} = \frac{\alpha P_{H_2O}}{\beta^2 P_{CO_2}^{1/2} P_{H_2}^{1/2}}$$  \hspace{1cm} (3.21)

These two hypothetical cases show that, increasing CO* (and similarly H*) concentration will increase the positive contribution of the second (and third) term inside the parentheses in the denominator of rate expression to the calculated apparent activation
energy, which results in an increase in the activation barrier. As discussed above, we believe that the underestimation of vacant sites (due to not including coverage effects in the microkinetic model) and the resulting overestimation of CO* and H* concentrations, is the main reason the apparent activation barrier calculated from the microkinetic model (47 Kcal/mol) is larger than experimentally measured barriers (in the range of 19-25 Kcal/mol). This simple analysis shows that as the vacant site concentration increases it would be expected that the apparent barrier predicted by the model would decrease closer to the experimentally measured value. We expect that a model, where surface coverage effects are incorporated accurately, will predict more accurate vacant site concentrations and improved reaction orders and apparent activation barriers.

3.4.5. Selectivity descriptor on late-transition metals

To understand how the competition between CHO* dissociation and CO* desorption can be used to explain the trend in selectivity for late transition metals (CO production on Pt and Pd and CH₄ production on Rh and Ru), reaction free energies and barriers of the two steps were calculated for Pt, Pd, Ni, Rh and Ru. The free energies in Figure 3.8 were calculated using DFT-derived formation energies of C* and O* elements on (211) surface terminations by Medford et al.⁵⁶ Formation energies for surface species are equivalent to adsorption energies calculated relative to common gas phase reference molecules H₂, H₂O and CH₄. These energies were coupled with scaling relations to calculate adsorption energies of CH* and CHO*, and the HC-O* transition state energy. It is critical to mention that while scaling relations applied here were developed using calculations on stepped (211) surfaces and our calculations were done on a flat (0001) surface, there is strong
evidence that the coordination number of the active site only impacts the y-intercept of the scaling relations, rather than the slope. Thus the trend in the adsorption energies and activation barriers of the selectivity controlling steps predicted by (211) or flat surface scaling relations should be identical (within error of the scaling relations themselves) and simply offset by a constant value. As a result, because we are looking only to identify a trend in the energetics of the two competing elementary steps that correlates with the experimentally observed trend in selectivity, we believe our use of (211) scaling relations to perform this analysis is fully justified and would provide identical conclusions compared to scaling relations developed on flat surfaces. It can be seen in Figure 3.8a that CO* desorption free energies (red bars in Figure 3.8a) for the five metals are similar and vary in the range of 0.27-0.71 eV. Furthermore, the CO* desorption free energy is essentially identical (0.57, 0.56 and 0.63 eV) for Pd, Ni and Rh, which have been shown to exhibit very different selectivity in CO$_2$ reduction by H$_2$ at atmospheric conditions, as mentioned previously. Thus, CO* desorption energy alone cannot be used as a descriptor to predict the tendency of a metal to promote CO$_2$ methanation or rWGS. Conversely, CHO* dissociation activation energies (blue bars in Figure 3.8a) are significantly different for the investigated metals. There is a difference greater than 1 eV in the energy barriers of CHO* dissociation on Pt ($\Delta G^\ddagger$=2.51 eV) and Pd ($\Delta G^\ddagger$=2.55 eV) with the barriers on Ni ($\Delta G^\ddagger$=1.44 eV), Rh ($\Delta G^\ddagger$=1.43 eV) and a difference of 1.4 eV with that of Ru ($\Delta G^\ddagger$=1.18 eV). The CHO* dissociation free energies (orange bars in Figure 3.8a), which are linearly correlated with activation energies based on BEP relationships, show the same trend. Comparison of the CHO* dissociation free energies shows that the dissociation step switches from
endothermic on Pd ($\Delta G=0.64$ eV) and Pt ($\Delta G=0.64$ eV) to exothermic on Ni ($\Delta G=-0.72$ eV), Rh ($\Delta G=-0.75$ eV) and Ru ($\Delta G=-1.07$ eV).

Figure 3.8: a) Comparison of free energy for CO* desorption, CHO* dissociation activation barrier, and free energy for the CHO* dissociation reaction on Pt, Pd, Ni, Rh and Ru surfaces. b) Comparison of free energy of formation for CHO*, C*, CH* and O* on Pt, Pd, Ni, Rh and Ru (211) surfaces. Values were derived from previously developed scaling relations and DFT calculated formation energies of C* and O*. See Supplementary Material for details on the calculations.

The switch from endothermic to exothermic CHO* dissociation free energies agrees well with experimentally observed selectivity trends. CHO* dissociation is difficult on Pd and Pt surfaces due to its endothermic reaction energy and high activation barrier; hence these are superior rWGs catalysts. Whereas on Ni, Rh and Ru surfaces, CHO* dissociation is exothermic, the barrier for CHO* dissociation is comparable to CO* desorption (an endothermic step) and thus CH$_4$ is the dominant CO$_2$ hydrogenation product. Furthermore, Ru exhibits the most exothermic CHO* dissociation free energy of the compared metals and is consistently shown to be the best monometallic methanation catalyst. It is worth mentioning that the mechanism of rWGS on late transition metals was recently shown to occur through COOH* formation and dissociation on Pt and Pd and via direct CO$_2$
dissociation on Rh and Ru.\textsuperscript{30} These mechanistic differences are consistent with our results and do not impact our analysis, because regardless of the mechanism, CO\textsuperscript{*} desorption remained the RLS for rWGS on all metals.

Differences in free energies of the CHO\textsuperscript{*} dissociation elementary step among the compared metals can be decomposed into the impacts of constitutive species. The free energy of CHO\textsuperscript{*} formation, remember this is essentially the adsorption energy of this species, for the considered late transition metals is shown in Figure 3.8b. Minimal differences exist between the CHO\textsuperscript{*} formation energies on the compared metals due to a direct correlation of the free energy of CHO\textsuperscript{*} formation to the free energy of C\textsuperscript{*} formation (shown in green color bars on Figure 3.8b), which also varies little on the compared metals. The story is similar for the formation free energy of CH\textsuperscript{*}, due again to direct correlation to C\textsuperscript{*} formation energy, where minimal variation across the compared metals cannot account for the switch from endothermic to exothermic free energy of the CHO\textsuperscript{*} dissociation step. Finally, Figure 3.8b shows that variations in the O\textsuperscript{*} formation free energy exhibit a significant, \(~1\) eV, difference comparing Pt and Pt to Ni, Ru and Rh. Clearly the change in O\textsuperscript{*} formation free energy across the late transition metals is primarily responsible for the trends in CHO\textsuperscript{*} dissociation free energy (and as a result CHO\textsuperscript{*} dissociation activation barrier) and thus dictates the switch in CO\textsubscript{2} reduction selectivity from CO to CH\textsubscript{4} observed in this series of late transition metal catalysts. The competition between CO and CH\textsubscript{4} production in CO\textsubscript{2} reduction by H\textsubscript{2} seems to be controlled by the strength of the atomic oxygen-metal surface interaction, which induces a thermodynamic bias towards CH\textsuperscript{*}.
formation thereby facilitating the kinetics for CH₄ production, without significantly impacting the CO production kinetics.

It is interesting to consider our results in light of previous studies that implicate the role of atomic oxygen adsorption energy for understanding CO₂ reduction on metal surfaces. As mentioned above, it was recently shown that the mechanism of rWGS differs on late transition metals switching from a COOH* mediated CO₂ dissociation on Pt, Pd and Ag to direct CO₂ dissociation on Ni, Rh and Cu.³⁰ It was observed that the increased oxygen adsorption energy on more reactive metals facilitated the direct CO₂ dissociation pathway through the relationship between the oxygen adsorption energy and the CO₂ dissociation barrier. Further, a recent report of descriptor based design of catalysts for CO₂ hydrogenation to CH₃OH found that an optimum oxygen adsorption energy exists to maximize CH₃OH selectivity that is similar to the oxygen adsorption energy on Cu.⁷ This occurs due to the relationship between most intermediates in the CH₃OH synthesis pathway and oxygen adsorption energy through scaling relations. Coupling these results with ours, we observe that increasing oxygen adsorption energy among late-transition and noble metal catalysts is related to increasing levels of CO₂ reduction by H₂. For example, the weakest oxygen adsorption occurs on Ag, Pt and Pd where CO (a 2e⁻ reduction from CO₂) is the dominant product. Cu is the next weakest O* adsorbing metal and produces a combination of CO and CH₃OH (a 6e⁻ reduction from CO₂). Finally the stronger O* adsorbing metals (Ni, Rh and Ru) produce predominantly CH₄ (8e⁻ reduction from CO₂). The higher exothermicity of the CO₃ hydrogenation steps induced by increasing O* adsorption energy and the resulting impact on the kinetics of the reaction, determines the level of CO₂
reduction past the mildest reduction product, CO. Fundamentally this can be understood by considering that reduction of CO$_2$ occurs effectively via the breaking of C-O bonds, whereby strong interactions between the metal surface and O* coupled with reasonable H* coverage, facilitates the breaking of C-O bonds and the hydrogenation of intermediates. It is worth noting that even if the primary reaction pathway towards CH$_4$ formation on less reactive metals (Pd and Pt) does not proceed through CHO* formation and dissociation, it must always involve a dissociation step resulting in an adsorbed O* or OH* species on the catalyst surface. Thus, the strength of the metal-O* interaction will always dictate the relative thermodynamic favorability of CH$_4$ formation pathway and the kinetics of the reaction.

Summarizing these findings, the C* formation free energy varies little across late transition metals and as a result, the CO*, CH* and CHO* formation free energies also vary by only a small amount due to correlations between the formation free energy of C* and these species. Because of these minimal variations, the energetics of the RLS for rWGS, CO* desorption, are similar for late transition metals. However, the O* formation free energy varies with a step function like behavior moving from Pt and Pd to Ni, Rh and Ru and due to existing scaling relations a similar step-function change in the free energy and activation energy for CHO* dissociation exists. This causes a switch in selectivity among late transition metals when CHO* dissociation kinetics become more favorable than CO* desorption. The difference in trends associated with the adsorption energy of species binding through C* and O* was recently associated with a difference in the dominant forces controlling the strength of adsorbate metal binding (attraction for C* based species
adsorption and repulsion for O* based species adsorption)\(^{56,84-87}\) It was shown that while the adsorption energy of species binding through C* and O* both trend with the d-band energy of metal surfaces to a varying degree, the p-band characteristics also are important in controlling adsorption energies. Variations in the relative contribution of d-band and p-band interactions account for variations in the trends of adsorption energies of species binding through O* and C* across late transition metals and therefore selectivity in CO\(_2\) reduction by H\(_2\). Our mechanistic conclusions agree with a recent assertion that selectivity in CO\(_2\) reduction can be correlated with the d-band center.\(^{19}\) However, we point to the importance of differentiation between adsorbates binding through C* and O* on the kinetics of competing rWGS and methanation steps and the role that both d-band and p-band characteristics play in dictating this differentiation.

### 3.5. Conclusions

The mechanism of CO\(_2\) reduction was investigated over Ru(0001) using DFT calculations and mean field microkinetic modeling. A reaction mechanism consisting of 18 elementary steps was proposed. Energetic pathways of competing reactions were explored and direct CO\(_2\) dissociation followed by hydrogenation of CO* to CHO* was identified as the prominent pathway for CH\(_4\) production. The microkinetic model successfully predicted experimentally observed trends of surface coverage variations with temperature and reactant partial pressures, as well as CH\(_4\) selectivity and rate dependence on feed composition. It was demonstrated through sensitivity analysis that CHO*→CH*+O* is the RLS in CH\(_4\) formation, whereas CO* desorption is the RLS for CO production via rWGS. Although CHO* dissociation and CO* desorption steps control selectivity, comparison of
these species binding energies among late transition metal catalysts does not explain experimentally observed differences in selectivity. On the other hand, the tendency of the late transition metals for CH$_4$ formation was found to correlate well with the affinity of the metals for O* binding. It is shown that depth of catalytic CO$_2$ reduction by H$_2$ on late transition metal catalysts is directly related to the catalysts’ oxygen adsorption strength, where weaker oxygen binding metals can only reduce CO$_2$ mildly to CO, whereas stronger oxygen binding metals reduce CO$_2$ more deeply to CH$_4$. 
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Chapter 4

Scaled Degree of Rate Control: Identifying Elementary Steps that Control Differences in Performance of Transition Metal Catalysts

4.1. Summary

Degree of rate control (DoRC) analysis is a valuable method for identifying influential elementary steps in heterogeneous catalytic processes. By extending the concept of DoRC through explicit incorporation of intrinsic parametric correlations relating chemistry on transition metal surfaces, we introduce the concept of “scaled degree of rate control” (S-DoRC). This approach identifies relevant rate or selectivity controlling steps that are tunable within the confines of parametric correlations on transition metal surfaces, by quantitatively modifying conclusions drawn from typical DoRC analysis through the use of empirically derived scaling factors for each elementary step.
4.2. Introduction

Heterogeneous catalytic reactions on metal surfaces involve complex networks of elementary step surface processes. Critical to the design of catalytic metals that maximize rates or selectivity is identifying elementary surface reactions involved in the minimum energy pathway from reactants to products and the rate limiting steps (RLS). This has become possible with advancements in parallel computing coupled with Density Functional Theory (DFT) and statistical mechanics based approaches used to calculate the energetic landscapes. DFT-derived thermochemical parameters and activation energies of elementary catalytic steps implemented in mean field microkinetic models have been shown to predict the kinetic behavior of catalysts with reasonable accuracy.$^{1-6}$

To identify influential elementary steps that control the behavior of catalytic reactions, sensitivity analyses are implemented that probe correlations between perturbations in the kinetics of single elementary steps and the overall rate or selectivity of a microkinetic system. A commonly used method, proposed by Campbell et al.$^{7}$, is a sensitivity analysis based on the RLS concept. Having a fully defined microkinetic model of a reaction system on a given catalyst (typically a known good catalyst), the “degree of rate control” (DoRC or $X_{RC}$) of each elementary step is calculated as the ratio of the change in apparent activation free energy of the overall reaction system over the change in activation free energy of a single elementary step while holding constant the kinetics of all other elementary steps, as described in equation 4.1.
\[
X_{RC,i} = \left( \frac{\partial \ln r}{\partial \left( \frac{-G^\ddagger_i}{RT} \right)} \right)_{G^\ddagger_i, \Delta G_i}
\]  

(4.1)

In equation 4.1, \( r \) is the overall reaction rate, \( G^\ddagger_i \) is the free energy of transition state \( i \) (\( \partial G^\ddagger_i \) is equivalent to a change in the activation free energy \( \partial G_{A,i} \)), while the initial state energy is kept constant), \( \Delta G_i \) is the reaction energy of step \( i \), \( R \) is the gas constant and \( T \) is the temperature. DoRC is an extremely useful approach that provides valuable insights into kinetics of complex reactions and has been used successfully to identify kinetically important elementary steps, thereby facilitating the identification of novel catalysts.\(^6,8–10\)

In the DoRC analysis, reaction energies are treated as independent. However, adsorption and transition state energies on metal surfaces are related through parametric correlations, such as linear scaling (LS)\(^11\) and Brønsted-Evans-Polanyi (BEP)\(^12,13\) relations, which limit the possibility of modifying the energy of an individual state without affecting energies of other states. Thus, while the DoRC approach identifies kinetic bottlenecks in reaction pathways, by not including parametric correlations, DoRC does not necessarily distinguish the steps whose energies can be effectively modified by changing catalyst compositions.

In an important recent publication, Sutton et al. showed that the inclusion of parametric correlations in a DoRC analysis has a significant influence on the identified rate and selectivity controlling steps.\(^14\) The results suggest that parametric correlations between the energies of all elementary steps should be included within sensitivity analyses on microkinetic systems to correctly identify the steps which could be tuned to control reaction
rate or selectivity. However, in the work by Sutton et al., parametric correlations were derived from a statistical error analysis of a huge number of DFT calculations on a single metal. Because parametric correlations between all species were only derived from a single metal, this approach does not allow the identification of which steps control differences in catalytic performance between different materials, i.e. those that can be used as descriptors to identify new catalysts.

Here we propose an analytical approach for the identification of elementary steps that are responsible for differences in catalytic behavior of transition metal catalysts by explicitly incorporating BEP and LS parametric correlations in $X_{RC}$ calculations. We introduce the concept of “scaled degree of rate control” (S-DoRC or $X_{S,RC}$), an easily implemented extension of DoRC method. Because LS and BEP parametric correlations were developed based on trends in energetics for a range of transition metals, the S-DoRC approach identifies only rate or selectivity controlling steps that are tunable within the confines of LS and BEP relations, rather than identifying all steps that could influence rate or selectivity, but cannot be independently modified as in the typical DoRC analysis.

4.3. Microkinetic model: CO$_2$ reduction by H$_2$

To demonstrate the S-DoRC approach, we focus on the reaction of CO$_2$ reduction by H$_2$ on a Ru catalyst surface, which we previously studied using a full DFT microkinetic model with 18 elementary steps.$^{15,16}$ The mechanism includes competing pathways of CO$_2$ methanation to form CH$_4$ and reverse water gas shift to form CO. We use a simplified model including 13 elementary steps shown in Table 4.1, which reproduces the same reaction orders, rates and selectivity as the 18-step model. The 5 removed steps were
previously determined to have no influence on calculated rates and selectivity. Rather than using our DFT calculated reaction energies, we derived the reaction enthalpies (ΔH) and activation barriers (H_Af) of the elementary steps using O* and C* binding energies on Ru and previously developed LS and BEP relations, so-called transition state scaling relations listed in Table 4.2. The correlations are developed for (211) transition metal surfaces using DFT calculated raw electronic energies, which are converted to formation energy by defining gas phase CH_4, H_2O, and H_2 as common references. Vibrational frequencies of the intermediate and transition states are assumed constant on transition metals and the values calculated for Ru(111) surface were used to convert the electronic energies to enthalpies. The forward and reverse pre-exponential factors (A_f, A_r) are also obtained from DFT calculated vibrational frequencies on Ru(111) surface (see Section 3.3.4). An in-house Python code based on a quasi-Newtonian scheme was used to solve a linearized set of mole balance equations at pseudo steady state.
Table 4.1. The 13 elementary steps involved in the mechanism of CO$_2$ reduction by H$_2$ on Ru catalyst surface. Reaction enthalpies and activation barriers are derived LS relations, the forward and reverse pre-exponential factors are derived from DFT calculations.

<table>
<thead>
<tr>
<th>Step</th>
<th>Reaction</th>
<th>$\Delta H$ (eV)</th>
<th>$H_A$ (eV)</th>
<th>$A_f$ (s$^{-1}$)</th>
<th>$A_r$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CO$_2$* $\rightarrow$ CO$_2$*</td>
<td>0.00</td>
<td>0.00</td>
<td>$2 \times 10^8$</td>
<td>$2 \times 10^{13}$</td>
</tr>
<tr>
<td>2</td>
<td>H$_2$+2* $\rightarrow$ 2H*</td>
<td>-0.69</td>
<td>0.00</td>
<td>$8 \times 10^8$</td>
<td>$1 \times 10^{10}$</td>
</tr>
<tr>
<td>3</td>
<td>CO$_2$<em>+</em> $\rightarrow$ CO*+O*</td>
<td>-0.88</td>
<td>0.21</td>
<td>$1 \times 10^{12}$</td>
<td>$4 \times 10^{13}$</td>
</tr>
<tr>
<td>4</td>
<td>CO*+H* $\rightarrow$ CHO*+*</td>
<td>0.90</td>
<td>0.79</td>
<td>$3 \times 10^{13}$</td>
<td>$1 \times 10^{10}$</td>
</tr>
<tr>
<td>5</td>
<td>O*+H* $\rightarrow$ OH*+*</td>
<td>0.33</td>
<td>1.15</td>
<td>$2 \times 10^{13}$</td>
<td>$6 \times 10^{12}$</td>
</tr>
<tr>
<td>6</td>
<td>OH*+H* $\rightarrow$ H$_2$O*+*</td>
<td>0.31</td>
<td>0.87</td>
<td>$2 \times 10^{13}$</td>
<td>$2 \times 10^{12}$</td>
</tr>
<tr>
<td>7</td>
<td>CHO*+* $\rightarrow$ CH*+O*</td>
<td>-0.68</td>
<td>1.03</td>
<td>$1 \times 10^{13}$</td>
<td>$1 \times 10^{13}$</td>
</tr>
<tr>
<td>8</td>
<td>CH*+H* $\rightarrow$ CH$_2$<em>+</em></td>
<td>0.60</td>
<td>0.91</td>
<td>$1 \times 10^{13}$</td>
<td>$6 \times 10^{12}$</td>
</tr>
<tr>
<td>9</td>
<td>CH$_2$<em>+H</em> $\rightarrow$ CH$_3$<em>+</em></td>
<td>-0.18</td>
<td>0.56</td>
<td>$1 \times 10^{13}$</td>
<td>$5 \times 10^{12}$</td>
</tr>
<tr>
<td>10</td>
<td>CH$_3$<em>+H</em> $\rightarrow$ CH$_4$<em>+</em></td>
<td>-0.35</td>
<td>0.69</td>
<td>$4 \times 10^{12}$</td>
<td>$2 \times 10^{12}$</td>
</tr>
<tr>
<td>11</td>
<td>CH$_4$* $\rightarrow$ CH$_4$+*</td>
<td>0.00</td>
<td>0.00</td>
<td>$2 \times 10^{13}$</td>
<td>$3 \times 10^{8}$</td>
</tr>
<tr>
<td>12</td>
<td>H$_2$O* $\rightarrow$ H$_2$O+*</td>
<td>0.21</td>
<td>0.21</td>
<td>$5 \times 10^{10}$</td>
<td>$3 \times 10^{8}$</td>
</tr>
<tr>
<td>13</td>
<td>CO* $\rightarrow$ CO+*</td>
<td>1.23</td>
<td>1.23</td>
<td>$6 \times 10^7$</td>
<td>$2 \times 10^8$</td>
</tr>
</tbody>
</table>
Table 4.2. The scaling relations used in the microkinetic model of CO₂ reduction mechanism, developed for adsorbed species and transition states on (211) surfaces of transition metals:

<table>
<thead>
<tr>
<th>Adsorbed Species Scaling Relations</th>
<th>Transition State Scaling Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( E_{H^{s}} = 0.16E_{C^{s}} - 0.604 )</td>
<td>8 ( E_{CO-O^{<em>}} = 0.687(E_{CO^{</em>}} + E_{O^{*}}) + 0.313E_{CO^{2}} + 0.95 )</td>
</tr>
<tr>
<td>2 ( E_{CO^{*}} = 0.56E_{C^{s}} + 0.52 )</td>
<td>9 ( E_{H-CO^{<em>}} = 0.77(E_{CO^{</em>}} + E_{H^{s}}) + 1.12 )</td>
</tr>
<tr>
<td>3 ( E_{OH^{<em>}} = 0.552E_{O^{</em>}} - 0.494 )</td>
<td>10 ( E_{O-H^{<em>}} = 0.867(E_{O^{</em>}} + E_{H^{s}}) + 0.841 )</td>
</tr>
<tr>
<td>4 ( E_{CH^{s/-}} = 0.777E_{C^{s/-}} - 0.13 )</td>
<td>11 ( E_{H-OH^{s/-}} = 0.756(E_{OH^{*}} + E_{H^{s}}) + 0.874 )</td>
</tr>
<tr>
<td>5 ( E_{CH_{2}^{s}} = 0.447E_{C^{s}} + 0.469 )</td>
<td>12 ( E_{O-CH^{s/-}} = 0.814(E_{O^{*}} + E_{CH^{s/-}}) + 2.312 )</td>
</tr>
<tr>
<td>6 ( E_{CH_{3}^{s}} = 0.205E_{C^{s}} + 0.469 )</td>
<td>13 ( E_{H-CH^{s/-}} = 0.904(E_{CH^{s/-}} + E_{H^{s}}) + 1.085 )</td>
</tr>
<tr>
<td>7 ( E_{HCO^{*}} = 0.378E_{C^{s}} + 1.227 )</td>
<td>14 ( E_{H-CH_{2}^{s/-}} = 1.012(E_{CH_{2}^{s/-}} + E_{H^{s}}) + 0.622 )</td>
</tr>
<tr>
<td>15 ( E_{H-CH_{3}^{s}} = 0.957(E_{CH_{3}^{s}} + E_{H^{s}}) + 0.737 )</td>
<td></td>
</tr>
</tbody>
</table>

(a) Derived using a BEP correlation and gas phase CO₂ formation energy for \( E_{CO^{2*}} \)
(b) Step, fourfold, terrace and h reservoir sites are denoted by s, f, t and h respectively.

The use of energies derived from scaling relations in the microkinetic model allows us to generate volcano plots of CH₄ and CO formation turnover frequency (TOF) and CH₄ selectivity as a function of two simple descriptors, the adsorption energies of C* (\( E_{C^{*}} \)) and O* (\( E_{O^{*}} \)) (Figure 4.1a, b). The 13-step model with energies derived from scaling relations predicts CH₄ formation TOF (about \( 10^{-4} \) s⁻¹) and selectivity (about 1) on Ru, which are in excellent agreement with the results obtained from the full DFT model on Ru. The formation energies of C* and O* on (211) surface terminations of late transition metals (Pd, Pt, Ni, Co, Ir, Rh and Ru) were obtained from reference. The results in Figure 4.1b capture the experimentally observed trends of CO₂ reduction selectivity on transition...
metals; Ru, Rh, Co, Ir and Ni are known to mainly produce CH₄, whereas Pd and Pt are good CO producing catalysts.¹⁵

Figure 4.1. Volcano plots of a) CH₄ formation activity (log₁₀(TOF)), and b) CH₄ selectivity for CO₂ reduction by H₂ on (211) surfaces of transition metals, plotted as a function of adsorption energies of O* and C* at T=500 K, P=1 atm and stoichiometric reactant concentrations.

In Figure 4.1b it is seen that the trend in CH₄ selectivity, comparing the late transition metals, is predominantly related to variations in E₁O*. CO selective catalysts (Pt and Pd) consistently exhibit a ~1.5 eV weaker O* binding energy than CH₄ selective catalysts, whereas Pd exhibits a similar E₂C* compared to the CH₄ selective catalysts and Pt has a much weaker E₃C* than the CH₄ selective catalysts. In our previous analysis of this system, we used the DoRC analysis to identify two elementary steps, CHO* dissociation to CH* and O*, and CO* desorption, to be equally important in controlling CO₂ reduction selectivity on Ru. To analyze this conclusion more deeply, inspection of Figure 4.1b shows that the CO* adsorption energy, which is directly correlated with E₂C* through the LS relations (See equation 2 in Table 4.2), varies little across the investigated metals and cannot account for differences in selectivity. On the other hand, the CHO* dissociation barrier is directly correlated with E₁O* (See equation 9 in Table 4.2),¹⁷ because this elementary step has a late transition state and thus the activation energy is correlated to the
energy of the final state ($E_{O^*} + E_{CH^*}$). Based on the observed trend in selectivity correlating with strong variations in $E_{O^*}$, Figure 4.1b, it can be concluded that CHO* dissociation is the elementary step predominantly controlling differences in CO$_2$ reduction selectivity among late transition metals. While our qualitative analysis using information from parametric correlations (the volcano plot) coupled with DoRC analysis allow us to identify the critical step controlling differences in catalytic performance, it would be preferred to develop an analytical approach that directly differentiates the elementary steps that could control performance from those that control differences between catalyst performances.

4.4. Scaled Degree of Rate Control

The first approach to explicitly include parametric correlations in the DoRC analysis, proposed by Nørskov et al.$^{19}$, is the Degree of catalyst control ($X_{CC}$). In this approach, the sensitivity of the overall reaction rate is analyzed in response to a perturbation in one descriptor energy, ($E_{C^*}$) using parametric correlations to relate this perturbation to changes in energetics of all related reaction intermediates. This analysis tells us how good the catalyst is, with $X_{CC}$ close to 1 being a bad catalyst and $X_{CC}$ close to 0 being a good catalyst. However, because this approach treats the descriptors ($E_{C^*}$ and $E_{O^*}$) independently, and because the perturbation is applied simultaneously to all elementary steps that relate to each descriptor, $X_{CC}$ does not allow us to identify elementary steps that control differences in catalytic performance of transition metals.

To expand on the $X_{CC}$ concept and allow us to analytically include LS and BEP correlations in DoRC analysis, we apply perturbations to each elementary step separately and introduce a scaling relationship between all transition states and a single descriptor.
Although $E_{O^*}$ and $E_{C^*}$ are typically treated as independent descriptors,\textsuperscript{20} we introduce a linear scaling correlation between $E_{O^*}$ and $E_{C^*}$ on late transition metals, based on previously calculated energies on (211) surfaces of late transition metals (Pd, Pt, Ni, Co, Ir, Rh and Ru) and their alloys, as shown in Figure 4.2.\textsuperscript{21,22} The mean absolute error of the correlation, MAE=0.34, is only slightly larger than typical MAE for DFT-derived LS and BEP correlations (~0.2), and this we believe is accurate enough for the purpose of predicting catalytic behavior trends and relative importance of key kinetic parameters. Deviations from this correlation are expected for a wider range of metals (coinage metals for example). However, given the importance of late transition metals for a broad set of catalytic reactions involving organic molecules, this approach can be applied for many important systems such as reactions involving oxygenation or reduction of hydrocarbons or oxygenated hydrocarbons and selective conversion of biomass-based molecules on late transition metal surfaces.

![Figure 4.2. Linear correlation between the adsorption energies of O\textsuperscript{*} and C\textsuperscript{*} on (211) surfaces of late transition metals alloys of Pd, Pt, Ni, Co, Ir, Rh and Ru. Data obtained from reference 21 and 22](image-url)
This simplification allows us to linearly relate all transition state energies to \( E_{O^*} \) as the single descriptor. To incorporate these correlations in the DoRC analysis (see below), energies are converted to enthalpies. The derivatives of activation barriers with respect to \( H_{O^*} \), are then defined as a constant scaling factor \( \alpha_i = \frac{dH_{A,i}}{dH_{O^*}} \) (where \( H_{A,i} = H_{TS(IS)} \)), because they are linearly related through the transition state scaling relations. The calculated values of \( \alpha \) are shown in Table 4.3 for the 13 elementary steps. These are calculated using the LS and BEP relations from Table 4.2 and \( H_{C^*} \) and \( H_{O^*} \) correlations from Figure 4.2 for each elementary step. For example, \( \alpha_{10} \) calculation is shown below:

\[
\alpha_{10} = \frac{dH_{A,10}}{dH_{O^*}} = \frac{d}{dH_{O^*}}(H_{H-CH_3^*} - H_{CH_3^*} - H_{H^*})
\] (4.2)

Incorporating scaling relations 15, 4 and 1 from Table 4.2 in equation 4.2 (enthalpy corrections are constant values that results in zero when differentiated), \( \alpha_{10} \) is determined to be -0.01.

\[
\alpha_{10} = \frac{d}{dH_{O^*}}(-0.043(0.205H_{C^*})) - \frac{d}{dH_{O^*}}(0.043(0.16H_{C^*}))
\] (4.3)

\[
\alpha_{10} = -0.009 \frac{dH_{C^*}}{dH_{O^*}} - 0.007 \frac{dH_{C^*}}{dH_{O^*}} = -0.016 \times \frac{1}{1.23} = -0.01
\] (4.4)
Table 4.3. The calculated values of $\alpha_i = dH_{A,i}/dH_{O^*}$, $X_{RC}$, $X_{SC}$, $X_{S,RC}$ and $X_{S,SC}$ for the 13 elementary steps involved in the mechanism of CO$_2$ reduction by H$_2$.

<table>
<thead>
<tr>
<th>Step</th>
<th>Reaction</th>
<th>$X_{RC,CH_4}$</th>
<th>$X_{RC,CO}$</th>
<th>$X_{SC,CH_4}$</th>
<th>$\alpha_i$</th>
<th>$X_{S,RC,CH_4}$</th>
<th>$X_{S,RC,CO}$</th>
<th>$X_{S,SC,CH_4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CO$_2$+<em>→CO$_2$</em></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>H$_2$+2*→2H*</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>CO$_2$+<em>→CO</em>+O*</td>
<td>0.00</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.97</td>
<td>0.00</td>
<td>0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>4</td>
<td>CO*+H*→CHO*+*</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>O*+H*→OH*+*</td>
<td>-0.05</td>
<td>0.22</td>
<td>-0.26</td>
<td>-0.15</td>
<td>0.01</td>
<td>-0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>6</td>
<td>OH*+H*→H$_2$O*+*</td>
<td>-0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.17</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>CHO*+<em>→CH</em>+O*</td>
<td>1.05</td>
<td>-0.22</td>
<td>1.28</td>
<td>1.02</td>
<td>1.07</td>
<td>-0.23</td>
<td>1.30</td>
</tr>
<tr>
<td>8</td>
<td>CH*+H*→CH$_2$<em>+</em></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>CH$_2$<em>+H</em>→CH$_3$<em>+</em></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>CH$_3$<em>+H</em>→CH$_4$<em>+</em></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>CH$_4$<em>→CH$_4$+</em></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>H$_2$O*→H$_2$O+*</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>CO*→CO+*</td>
<td>0.00</td>
<td>0.99</td>
<td>-0.98</td>
<td>-0.41</td>
<td>0.00</td>
<td>-0.40</td>
<td>0.40</td>
</tr>
</tbody>
</table>
The scaling factor ($\alpha_i$) is a measure of how significantly each activation barrier is perturbed due to a small change in $H_{O^*}$. This is graphically depicted in Figure 4.3 for a few steps in the CO$_2$ reduction reaction being perturbed from the potential energy surface on Ru.

Figure 4.3. Potential energy surface for CO$_2$ reduction by H$_2$ on Ru (211). The perturbation of transition state enthalpies with the descriptor enthalpy ($\alpha_i = dH_{A,i}/dH_{O^*}$) is shown for a few steps relative to energy pathway on Ru. In this case $H_{O^*}$ was perturbed by 0.3 eV, to enable visual comparison of $\alpha$ for different elementary steps. The $\alpha$ values were calculated using scaling relation for (211) transition metal surfaces (for details see supporting information section S.5).

For the small perturbations applied here, entropies can be assumed constant across transition metals, thus $X_{RC}$ can be written in terms of enthalpies, as shown in equation 4.5.

$$X_{RC,i} = \left( \frac{\partial \ln r}{\partial \left( -H_{A,i}/RT \right)_{A_{prior},\Delta H_i}} \right)$$  \hspace{1cm} (4.5)

We then explicitly include the correlations between $H_{A,i}$ and $H_{O^*}$ by applying the chain rule to equation 4.5, thus the S-DoRC of an elementary step ($X_{S-RC,i}$) is defined as follows:
As equation 4.6 shows, given the previously developed parametric correlations, the S-DoRC can be easily calculated as the product of the \( X_{RC,i} \) and the scaling factor \( \alpha_i \). Similarly, a scaled degree of selectivity control can be defined as \( X_{SC,i} = \alpha_i X_{SC,i} \) (equation 4.7), where \( X_{SC,i} \) is the degree of selectivity control (equation 4.8). Selectivity, \( S \), was calculated as the ratio of \( \text{CH}_4 \) formation to \( \text{CO} \) formation rates, \( S = \text{TOF}(\text{CH}_4)/\text{TOF}(\text{CO}) \).

The calculated values of \( \alpha_i \) for transition states of surface reactions and desorption elementary steps in the 13-step mechanism range from -0.41 for \( \text{CO}^* \) desorption to 1.02 for \( \text{CHO}^* \) dissociation, Table 4.3. The negative value of \( \alpha \) indicates a change in the activation barrier of the corresponding elementary step in the opposite direction of the change in \( H_{O^*} \). For example, the \( \text{CO}^* \) desorption energy (activation barrier of step 13) is increased when a negative perturbation is applied to \( H_{O^*} \). Variations in \( \alpha \) values clearly show that transition state energies are correlated with \( H_{O^*} \) very differently; activation enthalpies of only a few elementary steps change significantly with changes in \( H_{O^*} (\alpha \sim \)
0.9-1.0), while the majority of steps show little or no change with variations in \(H_{O*}(\alpha \sim 0)\). The largest change is observed for \(CO_2*\) and \(CHO*\) dissociation steps (\(\alpha = 0.97\) and 1.02 respectively), where a new metal-O* bond is formed in the reaction, followed by \(CO*\) desorption (\(\alpha = -0.41\)) where a metal-C* bond is broken. This tells us that the transition states of elementary steps involving a gain or loss of metal-C* or metal-O* bond are affected the most by a change in catalyst material and likely are the steps that contribute to the differences in the catalytic behavior of transition metals. Conversely, activation energies of steps with similar primary metal-adsorbate bonding motifs for reactants and products exhibit small \(\alpha\), and thus are not likely to be related to differences in catalytic performance among transition metals.

The calculated \(X_{RC}\) and \(X_{S-RC}\) values for the \(CH_4\) and CO formation pathways in the 13-step model are presented in Table 4.3. The \(X_{S-RC}\) and \(X_{RC}\) values of important elementary steps (steps 3-7 and 13 from Table 4.1) are compared for \(CH_4\) and CO formation reactions in Figures 4.4a and b, respectively. The DoRC analysis, as shown in Figure 4.4a, identified \(CHO*\) dissociation to be the primary RLS for \(CH_4\) formation (\(X_{RC} = 1.05\)), with \(OH*\) and \(H_2O*\) formation steps also having small and negative values (\(X_{RC} = -0.05\) and \(-0.11\) respectively). However, the \(X_{S-RC}\) for the latter two steps are reduced to negligible values (0.01 and 0.02 respectively), while \(CHO*\) dissociation (\(\alpha = 1\)) is the only step that controls the \(CH_4\) formation rate on late transition metals (\(X_{S-RC} = 1.07\), Figure 4.4a. Comparison of \(X_{RC}\) and \(X_{S-RC}\) for the \(CO*\) desorption step in the CO formation reaction (0.99 and \(-0.4\), respectively) shows that the \(CO*\) desorption step plays a less significant role in controlling the rate if parametric correlations are taken into consideration. It should be noted that the
negative value of $X_{S-RC}$ for CO* desorption step is a result of a positive perturbation in the CO* desorption enthalpy in response to a negative perturbation in $H_{O^*}(\alpha = -0.4)$.

Comparison of $X_{SC}$ and $X_{S-SC}$ in Table 4.3 and Figure 4.4c shows a profound result that incorporating parametric correlations in the sensitivity analysis influences the identified selectivity controlling steps significantly. The $X_{SC}$ analysis identified CHO* dissociation ($X_{SC, 7} = 1.28$) and CO* desorption ($X_{SC, 13} = -0.98$) as the main selectivity controlling steps, Figure 4.4c. The OH* formation step also had a small influence on CH$_4$ formation selectivity with $X_{SC, 5} = -0.26$. $X_{S-SC}$ data presented with red bars in Figure 4.4c shows that the impact of CO* desorption ($X_{S-SC, 13} = 0.4$) and OH* formation ($X_{S-SC, 5} = 0.04$) steps on selectivity are reduced significantly when parametric correlations are incorporated in the sensitivity analysis, whereas CHO* dissociation remains the dominant selectivity controlling step ($X_{S-SC, 7} = 1.3$).
4.5. Conclusions

The results discussed in the previous sections demonstrate that the S-DoRC approach allows us to analytically obtain identical conclusions to the qualitative conclusions derived from using the volcano plot in Figure 4.1b to interpret our previous DoRC analysis. Simply, while DoRC analysis demonstrates that CHO* dissociation and CO* desorption could both influence CO$_2$ reduction selectivity, S-DoRC demonstrates that CHO* dissociation is much more important than CO* desorption for controlling differences in catalytic performance of different metals. By including intrinsic parametric correlations of the late transition metals in the $X_{S,SC}$ calculations, we are able to guide the sensitivity analysis in the specific direction that is relevant for transition metals and directly identify the parameters that are most influential and tunable across these surfaces.

It is important to discuss the limitations of the proposed approach, specifically related to the scaling relationship between $E_{C^*}$ and $E_{O^*}$. This relationship, as developed here, is only reasonable for the series of late transition metals we considered. While these materials are broadly applicable for a huge number of important catalytic reactions, a similar approach to what we proposed could be used where the influence of parametric correlations relating to $E_{C^*}$ and $E_{O^*}$ are treated independently.$^{19}$ This likely would be required for analysis of catalytic materials composed of more noble metals (Ag, Au, Cu).

We use a simple reaction to demonstrate the S-DoRC method. However, it is expected that this analysis will have an even more significant influence on more complex reactions where multiple elementary steps control the kinetics. It is also important to note that, although in our analysis we rely on a linear correlation between $E_{C^*}$ and $E_{O^*}$ which is
applicable only for the late transition metals explored here, considering the importance of these metals in a wide range of selective hydrogenation and oxygenation reactions, the S-DoRC approach as proposed here is applicable to many important reaction systems. In addition, by using recently developed LS relations for active site coordination numbers, the S-DoRC framework could be implemented (using different parametric correlations) to identify elementary steps that control differences of catalytic performance on active sites of surfaces with similar composition, but different geometries. Another important conclusion that arises from our study is that elementary steps involving a gain or loss of metal-C* or metal-O* bond when moving from reactant to product are likely the steps that contribute to the differences in the catalytic behavior of late transition metals.
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5.1. Summary

Visible light driven catalysis on metal surfaces and nanoparticles has attracted significant attention in recent years as a potential route for driving selective chemical reactions that are difficult to achieve with thermal energy. It is most often assumed that photochemistry on metal surfaces occurs through a substrate-mediated process of adsorbate-metal bond photo-excitation, although crucial underlying phenomena controlling the efficiency of this process are still poorly understood. In this work, substrate mediated photochemistry on metal surfaces was analyzed by combining dynamical models associated with the metal substrate photo-excitation and electron-mediated bond-activation processes. An extended version of two-temperature model was utilized to treat temporal evolution of photo-excited charge carriers in the metal substrate. The electron-induced
adsorbate dynamics on the metal surface was modeled using a non-adiabatic, first-principles based inelastic electron scattering model. Photo-activation of three well studied reactions on Pt(111) surfaces, CO and NO desorption and O diffusion, were chosen as model systems. Through our approach, we addressed unresolved issues associated with adsorbate specific reaction time scales and wavelength and temperature dependent behavior. The results suggest that activating adsorbate-metal bonds with targeted photon wavelengths and at optimal system temperatures could provide an approach to control selectivity in photon driven reactions on metal surfaces.

5.2. Introduction

A long-standing goal in the field of surface chemistry is demonstrating that UV or visible photon excitation of catalytically active transition and noble metal surfaces can be used to drive selective chemical reactions that cannot be achieved purely by thermal excitation. The catalytic functionality of metal surfaces (manifested through small activation barriers for chemical reactions) suggests that photo-excitation of catalytic metals could drive chemistry through non-thermal, electron mediated, processes even though the lifetimes of excited charge carriers in metals and adsorbates on metal surfaces are very short. Indeed chemistry induced by non-thermal processes via photon excitation of metal surfaces has been demonstrated, spanning a wide range of systems from desorption or diffusion of adsorbates on single crystals driven by femtosecond laser illumination to complete catalytic reactions driven by low intensity continuous wave (CW) excitation on metal nanoparticle surfaces.\textsuperscript{1-9} Importantly, there have been unique demonstrations of photons driving catalytic chemistry at metal surfaces that cannot be achieved by thermal
excitation of the same systems, garnering significant interest in the physical processes governing these chemical transformations.\textsuperscript{10–13}

Multiple mechanisms have been explored to describe photon mediated, electron-driven chemistry on metal surfaces, including direct intramolecular photo-excitation of adsorbates, direct photo-excitation of adsorbate-metal bonds and substrate-mediated photo-excitation of adsorbates or adsorbate-metal bonds.\textsuperscript{12,14–16} The latter mechanism has received the most attention, although underlying mechanistic details of this process still remain unaddressed.\textsuperscript{17–20} In the substrate mediated photo-excitation mechanism, photons are absorbed by bulk metal states forming uncorrelated electron-hole pairs. The continuous density of electronic states (DOS) in metals allows the photo-excitation process to induce electronic transitions between any states separated by the metal Fermi Level ($\varepsilon_F$) and an energy equal to the energy of impinging photons, thus creating a distribution of possible electronic excitations (Figure 5.1a). The primary, non-thermalized, excited electrons and holes inelastically scatter off excited or ground state charge carriers in the metal on the time scale of 10-100 fs after photon absorption, spreading their energy into the sea of metal states near $\varepsilon_F$. 100-1000 fs after photon absorption, redistribution of the primary charge carrier energy evolves into a charge carrier distribution that resembles a Fermi-Dirac (FD) thermal distribution, albeit at a higher temperature than phonons in the metal lattice. Finally, electrons couple to the metal lattice phonons to thermally heat the system towards equilibrium between the metal electrons and phonons on a time scale of 1 to 10s of ps. Concurrently with these processes, energetic, or “hot” charge carriers that scatter to the adsorbate-metal interface can transiently transfer into adsorbate states and induce
chemistry through the deposition of vibrational energy into adsorbate nuclear motion via Franck Condon transitions. These processes are all highly dynamic, occurring on ultrafast time scales and must be treated simultaneously to accurately depict these non-equilibrium systems (Figure 5.1b).

Figure 5.1: Schematic of substrate-mediated photochemistry on metal surfaces. a) Primary electron-hole distribution in a metal upon photon excitation at the instant of photon absorption (Left panel). The continuous metal DOS, allowing transitions between any states across $\varepsilon_F$ and separated by incident photon energy with equal probability, creates a uniform primary electron-hole distribution, which evolves into a thermalized (FD) electron distribution 100-1000 fs after the photon absorption (Right panel). Photo-excited “hot” electrons can scatter through adsorbate resonance states inducing chemistry. b) Schematic of the energy exchange processes among primary excited electrons, thermalized electrons and phonons with different time scales.

Although hole mediated chemistry has been identified and could play an important role in photon driven chemical processes on metal surfaces,\textsuperscript{21,22} a majority of studies have focused on chemistry driven by transient scattering of energetic, hot electrons through normally unpopulated adsorbate states. The process of energy deposition from a photon induced energetic electron distribution in the metal into adsorbate nuclear motion has been theoretically treated using two primary approaches, frictional coupling and explicit treatment of adsorbate movement along electronically excited state potential energy
surfaces (PES).\textsuperscript{16,23–25} In the frictional model it is assumed that the photo-excited metal system reaches a FD type electronic distribution instantaneously and that the temporally evolving electron energy distribution can be described using an effective electronic temperature. The temporal evolution of the electronic temperature following the absorption of a laser pulse by the metal is then treated through coupling of the electron temperature bath to the vibrational temperature of the adsorbate (defined by a Bose-Einstein distribution) and the metal lattice temperature. In this approach, energy transfer from the metal to the adsorbate is considered an adiabatic process. Coupled heat transfer equations, with empirically derived coefficients defining the rate of energy transfer between each temperature bath, describe the temporal evolution of the different temperatures after a laser pulse. Photon induced chemical reactivity is calculated by integrating over the fraction of molecules that gain sufficient energy to traverse an activation barrier. This approach is a simple extension of the well-known two-temperature model (TTM) to include the adsorbate vibrational temperature and has had success in predicting behaviors of systems under very high fluence (where the thermalization process is fast due to high scattering rates) and addressing the temporally evolving system from the point of view of the metal substrate.\textsuperscript{19,25–27} However, the applicability toward modeling the behavior of systems under low intensity CW illumination is limited due to the explicit assumption that non-thermalized charge carriers (those that do not follow a FD behavior) do not participate in driving chemistry.\textsuperscript{28} In addition, the empirical nature of defining adsorbate dependent frictional coefficients limits the potential for predicting unique selective behavior of photon driven reactions at metal surfaces.
Modeling photon driven reactions at metal surfaces through explicit treatment of adsorbate nuclear motion on excited state PES has also received significant attention and is generally called dynamics induced by electronic transitions (DIET).\textsuperscript{17,23,29–32} In this model it is assumed that inelastic scattering of an electron through an adsorbate resonance state shifts the system onto a PES associated with a transiently formed negative ion (TNI), where equilibrium bond distances are different than on the ground state PES. The differing equilibrium bond distances on the TNI PES, compared to the ground state PES, induce transient forces on the adsorbate or adsorbate-metal bonds thereby depositing vibrational energy in the system through a non-adiabatic process. At the core of modeling this mechanism is the calculation of transition matrices to define the probability that a molecule will gain vibrational energy due to transient localization of an energetic electron in a normally unpopulated adsorbate resonant state. This probability is dependent primarily on the TNI lifetime and shapes of the TNI and ground state PES. Once probabilities have been calculated for all possible vibrational transitions, the probability that an inelastic electron scattering event induces chemistry is calculated by a summation of the transition probabilities that cross the activation barrier on the ground state PES. The DIET mechanism has been shown to properly treat the known transition of reaction rate dependence on photon intensity from the linear to super-linear power law regime.\textsuperscript{33,34} In addition, advances in quantum chemical calculation methods for obtaining ground and excited PES of adsorbates on metal surfaces are beginning to allow relatively accurate description of adsorbate dependent behavior in electron driven processes at metal surfaces.\textsuperscript{35} However, unlike the friction approach, the DIET modeling only describes the
inelastic scattering of energetic electrons through adsorbate resonance state and it does not treat the temporally evolving electronic structure in the metal following photon absorption.

In this work, we couple a first principles based treatment of the DIET mechanism with an extended version of the TTM to simultaneously treat the dynamics of the photo-excited metal and inelastic electron-adsorbate scattering processes, which allows us to address several unanswered questions about the substrate-mediated photo-excitation mechanism. Coupling the dynamics of the temporally evolving electronic structure of the metal with the dynamics of the transient hot electron transfer to the adsorbate are requisite for exploring the temporal and photon energy dependent phenomenon. Specifically we focus on adsorbate dependent behavior in three well studied model processes, CO and NO desorption from Pt surfaces and O diffusion on Pt surfaces under low photo-excitation densities (<10^{-3} e/atom), which are characteristic of the linear regime of rate dependence on intensity. We address how the shape of the adsorbate PES and unpopulated resonance states impact the time scale of photon driven reactivity, importance of non-thermalized electrons, wavelength dependent reaction cross-sections and the impact of temperature. It is shown that the potential for controlling selectivity in catalysis on metal surfaces by the substrate mediated photo-excitation mechanism is dictated by the role that non-thermalized electrons and initial system temperature play in driving chemistry. We expect these results and our general approach will provide a theoretical underpinning for understanding low intensity photo-excitation driven chemical processes at the surface of transition and plasmonic metal nanoparticles, which have received significant recent attention.  
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5.3. Theoretical Methods

In this section, we outline our approach to model photon driven reactions at metal surfaces within the substrate mediated photo-excitation mechanism. A model system consisting of a spatially isolated 5-nanometer diameter Pt particle illuminated by a single photon of a given energy, between 1.5-4 eV, is analyzed. By comparing chemical reactivity driven by single photon absorption events at different wavelengths, reaction cross-section, or quantum yield, as a function of photon energy can be calculated. The excitation density is consistent with a single ultrafast laser pulse with 10 fs width and 1-4 μJ/cm² energy flux, or a CW source with flux < ~1 W/cm². It is assumed that the electron distribution and temperature are homogeneous within the nanoparticles, that the metal electronic DOS is constant within the energy window -4 eV < \(\varepsilon_F\) < 4 eV, and that primary energetic electrons “cool” into a thermalized FD distribution following the Fermi-liquid theory. All of these assumptions could be relaxed within the framework of the proposed model.

An approach developed by Carpene, the extended two-temperature model (ETTM), is used to describe the temporally evolving electronic structure of the metal particle after photon absorption.\(^{43}\) Surface chemistry driven by inelastic electron scattering is modeled using the first principles-based approach developed by Olsen et al., an extension of a model previously developed by Gadzuk, where PES’s for the adsorbate systems are calculated using Density Functional Theory (DFT).\(^{30,44,45}\) This approach provides a quantitative value for the probability that an energetic electron with a given energy can induce a reaction. We couple the electron energy dependent reaction probability with the temporally evolving electron energy distribution from the ETTM to provide a time dependent instantaneous
reaction rate induced by a single photon absorption event, effectively allowing comparison of photon energy dependent quantum yields. We assumed that the amount of energy that a photo-excited electron deposits into the vibrational motion of an adsorbate system is small enough to ignore in the overall photon energy balance in the ETTM, which is justified by the relatively small calculated quantum yields. The low quantum yields and our focus on a single photon absorption event allow us to also exclude the adsorbate coverage dependent phenomenon in our treatment. We start by explaining the fundamentals of the ETTM, followed by a description of the DIET modeling approach and finally the time dependent reaction rates, and photon wavelength and adsorbate dependent quantum yield calculations.

5.3.1. Extended Two Temperature Model

The first necessary component to an effective approach that models the substrate mediated photo-excitation mechanism is having a reasonable description of the temporally evolving metal electronic structure following a photon absorption event. We are interested in understanding photon driven reactions on metal surfaces (more specifically on nanoparticle surfaces) in the limit of the linear rate dependence on source intensity. Effectively this means that each photon absorption event is significantly separated from the next, such that sequential photon absorption events are discrete (greater than ~100 ps between sequential photon absorption events). We define a photon source power, $P(t')$, that has a Gaussian temporal profile with a full-width half maximum (FWHM) of 10 fs and is equal to 1 quantum of photon energy when integrated over time. Most metals exhibit a photon energy dependent absorption cross section in the visible and UV regime, $\alpha$, and
thus the time dependent power density absorbed by the metal \( W_a(t') \) is defined by the metal absorption cross-section multiplied by the pulse power, equation 5.1.

\[
W_a(t') = \alpha P(t')
\]  

(5.1)

The photon power absorbed by the metal initially drives primary electron-hole pair excitations. Based on the assumed flat metal DOS near \( \varepsilon_F \) and identical probability for all excitations in this energetic window, the infinitesimal charge carrier excitation generated in the time interval \( dt' \) can be described by \( \delta_i \) in equation 5.2, which is symmetric about \( \varepsilon_F \).

\[
\delta_i(t') = \frac{W_a(t')dt'}{g(\varepsilon_F)(h\nu)^2}
\]  

(5.2)

Here \( t' \) is the time scale of energy input into the system and is separated from the overall time, \( t \), used to follow the temporal evolution of charge carrier distribution and the chemical reactivity. In this expression, integration of \( W_a(t')dt' \) over the laser pulse duration gives the total absorbed energy by the metal, \( g(\varepsilon_F) \) is the density of metal states at \( \varepsilon_F \) and \( h\nu \) is the energy of the incident photon. The initial distribution of primary electron-hole pair excitations has a constant magnitude for all energies, \( \varepsilon_F \pm h\nu \). The time dependent distribution of primary excitations, which is our definition of the non-thermalized electron distribution, acts as the dynamic source of energy in the metal that spreads into a FD thermal electronic distribution and heats up the lattice. The source of primary electron-hole pair excitations, \( \delta_i \), is multiplied by decay terms in equation 5.3 to produce the infinitesimal change in the distribution of primary charge carriers (not simply the excitations as shown in equation 5.2), which is a function of time and charge carrier energy.
\[ \delta_p(\varepsilon, t - t') = \delta_i(t') \exp \left[ - \frac{t - t'}{\tau_0} - \frac{t - t'}{\tau_{el-ph}} \right] \] (5.3)

It is assumed that energy transfer from primary holes into a FD charge carrier distribution and into the lattice is identical to that of electrons and thus we focus on the electron processes.

The decay rate of primary electron energy into a thermalized FD electron distribution is defined by Fermi Liquid theory, which exhibits an inverse quadratic relationship of characteristic decay time on electron energy. This is defined in the first exponential decay term in equation 5.3, as a function of pulse time \( (t') \), the overall time in the system \( (t) \), the primary charge carrier energy \( (\varepsilon) \), Fermi energy \( (\varepsilon_F) \), and \( \tau_0 \), which is the proportionality constant in the formulation of electron-electron relaxation time per Fermi Liquid theory, \( \tau_{el-el} = \tau_0 (\varepsilon_F/ (\varepsilon - \varepsilon_F))^2 \). The primary electron excitations are also directly coupled to the phonon bath (describing the lattice temperature) using a characteristic time constant for electron-phonon coupling, which is independent of electron energy. Coupling of primary electron excitations to the phonon bath is captured in the second exponential decay term in equation 5.3, where \( \tau_{el-ph} \) is the electron-phonon relaxation time. \( \delta_p \) is a measure of how the infinitesimal primary charge carrier excitations created at \( t' \), \( (\delta_i(t')) \), decay with time \( t \) following \( t' \), relaxing into each scattering channel. Integration of these infinitesimal changes in the primary carrier distribution \( (\delta_p) \) over time prior to \( t \), as it is shown later, gives the primary electron distribution at a given time, \( t \).

Equation 5.3 can be used to define the energy density exchange rate from primary electron-hole pair excitations into populating the thermalized FD distribution and heating
up the lattice. This approach involves separating $\delta_p$ into expressions for each decay channel, performing energy-weighted integration over electron-hole energies and a temporal integration. The energy density exchange rates from primary excitations into FD distribution ($\partial U_{el-el}/\partial t$) and lattice ($\partial U_{el-\text{ph}}/\partial t$ ) can be defined in terms of the infinitesimal changes of primary carrier distribution and DOS of Pt metal particles, see ref $^43$ for more details. The energy density exchange rates serve as the sources for coupling primary electronic excitations to the electronic and lattice temperatures; no direct coupling of the photon source to the electronic and lattice temperatures, as done in the standard TTM, is included.

Using the energy density exchange rates as input, a modified version of the TTM can be defined with the following pair of equations:

$$C_{el} \frac{\partial T_{el}}{\partial t} = -g_{el-ph} (T_{el} - T_{ph}) + \frac{\partial U_{el-el}}{\partial t} \quad (5.4)$$

$$C_{ph} \frac{\partial T_{ph}}{\partial t} = g_{el-ph} (T_{el} - T_{ph}) + \frac{\partial U_{el-\text{ph}}}{\partial t} \quad (5.5)$$

The time dependent energy balance between the thermalized electron and phonon baths is modeled by two differential equations where an electron-phonon coupling constant ($g_{el-ph}$) and the heat capacities of electrons ($C_{el}$) and lattice ($C_{ph}$) are used to describe the energy exchange between electronic temperature ($T_{el}$) and lattice temperature ($T_{ph}$) baths as a function of time. Because we have assumed a homogeneous model system in all spatial directions, there are no spatial energy conduction terms in the differential equations. The
solution of these differential equations provides $T_{el}$ and $T_{ph}$ as a function of time, which can be used to define the temporal evolution of the photo-excited metal electronic structure.

The temporally evolving thermalized electron distribution, due to photo-excitation of the metal, can be calculated using the temporally evolving electronic temperature ($T_{el}$) in a FD distribution (equation 5.6). This expression calculates how the thermalized electron energy distribution changes from the FD distribution at the initial system temperature ($T_0$), due to photo-excitation.

\[
\Delta f_{FD}(\varepsilon, t) = \frac{1}{1 + \exp \left( \frac{\varepsilon - \varepsilon_F}{k_B T_{el}(t)} \right)} - \frac{1}{1 + \exp \left( \frac{\varepsilon - \varepsilon_F}{k_B T_0} \right)}
\]  

(5.6)

The primarily excited electron distribution at a given time $t$ after the start of irradiation ($\Delta f_p(\varepsilon, t)$), is calculated by integrating the infinitesimal excitations and relaxations (from equation 5.3) over all previous infinitesimal time steps, equation 5.7.

\[
\Delta f_p(\varepsilon, t) = \int_{-\infty}^{t} \delta_i(\varepsilon, t) \times \exp \left[ \frac{t-t_i}{\tau_0} \left( \frac{\varepsilon - \varepsilon_F}{\varepsilon_F} \right)^2 - \frac{t-t_i}{\tau_{el-ph}} \right] dt_i
\]  

(5.7)

By summing the primarily excited electron distribution and the change in the thermalized electron distribution, we can define temporal evolution of the total change in the electronic structure of the metal due to photon absorption as $\Delta h_f(\varepsilon, t) = \Delta f_p(\varepsilon, t) + \Delta f_{FD}(\varepsilon, t)$. These temporally evolving descriptors of the metal electronic structure provide a measure of the density of photo-excited electrons as a function of energy and time following absorption of a single photon, which will be used in the time dependent instantaneous
reaction rate and QY calculations. All the relevant parameters used in the model are listed in Table 5.1.

Table 5.1. List of Parameters Used in Extended Two Temperature Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.77-0.91</td>
<td>$10^6$ cm$^{-1}$</td>
</tr>
<tr>
<td>$g(\epsilon_F)$</td>
<td>1.69</td>
<td>$10^{22}$ eV$^{-1}$ cm$^{-3}$</td>
</tr>
<tr>
<td>$\gamma^a$</td>
<td>0.75</td>
<td>$10^3$ J cm$^{-3}$ K$^{-2}$</td>
</tr>
<tr>
<td>$C_{ph}$</td>
<td>2.8</td>
<td>J cm$^{-3}$ K</td>
</tr>
<tr>
<td>$g_{el-ph}$</td>
<td>3.8-8.8</td>
<td>$10^{11}$ W cm$^{-3}$ K</td>
</tr>
<tr>
<td>$\tau_f^b$</td>
<td>10</td>
<td>fs</td>
</tr>
<tr>
<td>$\theta_D$</td>
<td>240</td>
<td>K</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>1</td>
<td>fs</td>
</tr>
</tbody>
</table>

$^a$ Used in the calculation of $C_{el} = \gamma T_{el}$

$^b$ Used in the calculation of $\tau_{el-ph} = \tau_f \hbar \nu / k_B \theta_D$

5.3.2. Inelastic Electron Scattering Model

It is now necessary to define the coupling of energetic electrons to the adsorbate nuclear motion along a particular PES. Our approach follows the Menzel-Gomer-Redhead (MGR) desorption model (Figure 5.2).$^{51,52}$ We highlight this model because our calculated PES’s (see results section) exhibit repulsive TNI states that are characteristic of the MGR mechanism. In this model a photo-excited electron with initial energy $\epsilon_i$ (in the inelastic scattering model we use $\epsilon_F = 0$ as reference for the energy of $\epsilon_i$) inelastically scattering through an adsorbate resonance state induces a Franck-Condon excitation in the adsorbate-metal complex. The resulting TNI evolves on an elevated, repulsive PES for a short lifetime ($\tau_K \sim 1$ fs) and experiences acceleration towards the minimum of the TNI PES at a
lengthened equilibrium bond distance, compared to the ground state PES minimum. The system returns to the ground state PES in a vibrationally excited state as the electron quenches back to the metal with energy, $\varepsilon_f < \varepsilon_i$. If the energy deposited from the electron into the PES ($\Delta \varepsilon = \varepsilon_i - \varepsilon_f$) plus the original vibrational energy of the system on the ground state PES is greater than the activation energy ($E_a$), the electron scattering process can induce bond breaking and surface reactions. The energy gained through the electron scattering process can also be envisioned based on the transition in vibrational energy levels (for example from $m$ to $n$ in Figure 5.2) of the system on the ground state PES. The dynamics of electron-adsorbate energy exchange and surface reaction probabilities strongly depend on the TNI lifetime ($\tau_R$) and the PES shapes. The TNI lifetime is governed by the energy width of the resonant state $\tau_R = \hbar/\Gamma$, which can be measured by inverse photoemission experiments. The values of $\Gamma$ used in the model for the three adsorbates and their corresponding TNI lifetimes are listed in Table 5.2 and were derived from experimental results. The impact of the magnitude of $\Gamma$ on our results will be discussed in the results section.
Figure 5.2: Schematic of the DIET mechanism. Energy deposition into an adsorbate-metal system during an inelastic electron scattering event occurs due to an exerted repulsive force \( f \) that accelerates the system along an elevated TNI PES towards a longer equilibrium bond distance. The adsorbate-metal system returns to the ground state PES in a vibrationally excited state. If sufficient vibrational energy is gained by the system to overcome an activation barrier, reactions occur. See main text for description of the variables.

Until recently, model PES’s were used in theoretical treatments of photon driven reactions at metal surfaces. Advances in DFT computational methods have made it possible to calculate the excitation energies and construct TNI PES’s based on first-principles calculations. The ground state and TNI PES can be obtained by calculating the energy of an adsorbate-metal system, as a function of an assumed reaction coordinate (adsorbate translational mode that dominates the reaction process). The ground state PES’s used in this work were obtained using standard DFT calculations, while the Linear-Expansion Delta Self-consistent field (ΔSCF) method was used to calculate the TNI PES’s. In the ΔSCF approach the total energy of the system for the TNI is calculated by placing an electron in a targeted unoccupied adsorbate state, which is defined by a linear combination
of empty Kohn Sham orbitals. The resonance energy, the energy required to excite an
electron from Fermi level to the empty orbital of the adsorbate, is the difference between
the total energies of the system calculated in ground and TNI states at the ground state
minimum \( e^0_u = V_1(x_0) - V_0(x_0) \), see Figures 5.2 and 5.3. This approach has been shown to
accurately calculate resonance energies for adsorbates on transition metal surfaces, when
compared to experimental inverse photoemission measurements.\(^{35}\)

The PES of the O/Pt(111) system, with an O atom adsorbed on an fcc hollow site, was
obtained by calculating the energy of the system as a function of the O vertical distance to
Pt(111) surface. TNI formation in the O/Pt(111) system was assumed to involve the
excitation of an electron from the metal \( e_F \) to the 2p orbital of the O atom.\(^{12}\) The PES of
CO on atop sites and NO on hcp hollow sites on Pt(111) surfaces were obtained as a
function of their internal bond lengths based on previously calculated parameters in ref.\(^{45}\)
The center of mass vibrational modes of the diatomic molecules were found to have minor
effect in the desorption probabilities of CO and NO.\(^{45}\) The presented resonant energies for
both molecules were calculated by exciting an electron from the metal \( e_F \) into 2\( \pi^* \) anti-
bonding orbitals. The electron coupling with the translational modes of adsorbates in the
plane parallel to the surface are neglected in this study. The vibrational frequencies of
adsorbates were obtained by normal mode analysis. All relevant parameters obtained from
ground state DFT and \( \Delta \)SCF-DFT calculations for O, CO and NO on Pt(111) are tabulated
in Table 5.2. All systems were calculated assumed a \( \frac{1}{4} \) monolayer of adsorbates on the
Pt(111) surface.
Table 5.2. List of Parameters Used in Inelastic Electron Scattering Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>CO</th>
<th>NO</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>eV</td>
<td>0.66&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.80&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.32&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\tau_R$</td>
<td>fs</td>
<td>1.0</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>$E_a$</td>
<td>eV</td>
<td>1.37&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.29&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.8&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\varepsilon_a^0$</td>
<td>eV</td>
<td>3.89&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.71&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.37&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\hbar \omega$</td>
<td>meV</td>
<td>255&lt;sup&gt;b&lt;/sup&gt;</td>
<td>196&lt;sup&gt;b&lt;/sup&gt;</td>
<td>55.3&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>meV</td>
<td>-145&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-53&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-32.4&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> ref<sup>53</sup>, <sup>b</sup> ref<sup>45</sup>, <sup>c</sup> ref<sup>26</sup>, <sup>d</sup> ref<sup>12</sup>

The probabilities of photo-excited electron induced reactions are calculated using an inelastic scattering model, originally developed by Gadzuk for photo-desorption on a one-dimensional PES induced by single electrons (DIET).<sup>30,44</sup> The model was recently extended by Olsen <i>et al.</i> to utilize first principles based PES’s and allow for inclusion of multiple vibrational degrees of freedom and multiple electronic transitions.<sup>45</sup> We have employed a modified version of the one-dimensional model and strictly focus on the single excitation regime (linear rate dependence on intensity that is characteristic of low intensity photon excitation). The original model was modified to incorporate finite temperature effects through the use of an initial thermal distribution of adsorbate vibrational states (Bose-Einstein distribution) in the reaction probability calculations.<sup>34</sup>

The essential function of this model is to calculate the probability that an electron with energy $\varepsilon_i$, scattering through a normally unpopulated adsorbate resonance, will deposit $\Delta \varepsilon$ into the ground state system PES. The interaction between the adsorbate and the metal surface is described using a Newns-Anderson type Hamiltonian shown in equations 5.8-5.11.
The Hamiltonian consists of an electron term \((H_{el})\), a phonon term \((H_{ph})\) and an electron-phonon interaction term \((H_{int})\). In the electron Hamiltonian, a localized adsorbate electronic state \(|a\rangle\) with energy \(\varepsilon_a\) is coupled with the metal electronic states \(|k\rangle\) with eigenvalues \(\varepsilon_k\), through substrate-adsorbate coupling coefficients \(V_{ak}\) (Hopping matrix elements) where \(c, c^\dagger\) are the Fermion operators. The adsorbate-metal system phonon is described as a one-dimensional harmonic oscillator, with vibrational frequency \(\omega\). In a multidimensional PES this term would be a summation of the harmonic oscillators. When the adsorbate resonant state is occupied with an electron, the transient perturbation in the system results in a linear displacement of the oscillator. The interaction Hamiltonian is written in terms of the force acting on the adsorbate over the linear displacement in the reaction coordinate \(x\). \(\lambda\) in equation 5.11 is the linear coupling constant, which corresponds to the force exerted on the adsorbate-metal oscillator, with reduced mass \(m\), during the acceleration of the adsorbate on the TNI PES, as calculated by equation 5.12 (See Figure 5.2).

\[
H = H_{el} + H_{ph} + H_{int} \tag{5.8}
\]

\[
H_{el} = \varepsilon_a c_a^\dagger c_a + \sum_k \varepsilon_k c_k^\dagger c_k + \sum_k \left( V_{ak} c_a^\dagger c_k + V_{ak}^* c_k^\dagger c_a \right) \tag{5.9}
\]

\[
H_{ph} = \hbar \omega \left( a^\dagger a + \frac{1}{2} \right) \tag{5.10}
\]

\[
H_{int} = \lambda c_a^\dagger c_a \left( a^\dagger + a \right) \tag{5.11}
\]

\[
\lambda = \frac{l}{\sqrt{2}} \left. \frac{\partial}{\partial x} V_{1, x=x_0} \right|_{x=x_0}, \quad l = \sqrt{\frac{\hbar}{m\omega}} \tag{5.12}
\]
The probability that an incident electron from the metal, with energy $\epsilon_i$, scatters through the adsorbate resonance and returns to the metal with final state of energy $\epsilon_f$ can be obtained by calculating the reflection matrix of the Hamiltonian in equation 5.8. This has been calculated exactly in the wideband limit where the coupling coefficients $V_{ak}$ can be assumed constant and the adsorbate resonant states are of a Lorentzian shape and centered at the resonant energy $\epsilon_a^0$.\(^{30,44}\)

The probabilities can be expressed as a function of the number of vibrational quanta gained by the adsorbate-metal complex during the scattering event ($\Delta \epsilon = \epsilon_i - \epsilon_f = \Delta \hbar \omega$). The vibrational transition probabilities, $P(m \rightarrow n)$, are calculated for any given initial vibrational state $m$ gaining $\Delta n$ ($\Delta n = m - n$) vibrational quanta. The probability of the adsorbate-metal system being in the $n$th vibrational state after an electron scattering event, $Q(n)$, is calculated as the sum of all the possible transitions that end up at state $n$ as shown in equation 5.13.

$$Q(n) = \sum_{m=0}^{n_R-1} p(m)P(m \rightarrow n) \quad (5.13)$$

In equation 5.13, $p_0(m)$ is the Bose-Einstein distribution of the adsorbate-metal system at the original, equilibrium, system temperature, which defines the probability of the adsorbate-metal system initially being at vibrational state $m$, and $n_R$ is the vibrational quantum number representing the reaction activation barrier, $(n_R + 1/2)\hbar \omega \geq E_a$. Adsorbates with energies above the activation barrier are assumed to react instantaneously. Adsorbates with vibrational energy less than $n_R$ can decay back towards the initial
distribution before the next scattering event. Because we are operating in the linear regime, where the decay of vibrationally excited molecules occurs on a faster time scale compared to sequential electron excitations, multiple excitations of a system are not considered here. The model can be expanded to include sequential electron excitation and decays in a DIMET regime.\textsuperscript{34,45} It should be noted that $Q(n)$, for all $n > n_R$, is strictly the probability of molecules above $E_a$ induced by the electron excitation and thus contains none of the original thermal reactivity. Temperature effects on $Q(n)$ are easily incorporated with the temperature dependent Bose-Einstein $p_0(m)$ term in equation 5.13.

The reaction probability, $P_R$, for an excitation process by an electron with a given energy, $\epsilon_i$, is then calculated as the sum of probabilities of all vibrational states above the activation barrier as shown in equation 5.14.

$$P_R(\epsilon_i) = \sum_{n=n_g}^{\infty} Q(n)$$ \hspace{1cm} (5.14)

The probability of inducing the reactions (CO and NO desorption and O diffusion) was calculated for all electron energies in the range of the maximum considered photon excitation energy $(0 < \epsilon_i < 4 \text{ eV})$, to give a reaction probability distribution as a function of scattering electron energy.

5.3.3. Quantum Yield Calculations

The temporally evolving metal electronic structure following photon absorption and the electron energy dependent reaction probability are then coupled to calculate the relative reaction rate as a function of time after the peak of the photon pulse. The instantaneous
reaction rate \( R(t) \) at any time \( t \) after the start of a laser pulse is calculated as a product of the total change in the metal electron structure, \( \Delta h_f \) as evaluated by ETTM, and energy dependent reaction probability distribution obtained from the inelastic scattering model, \( P_R \), integrated over all available electron energies (in the range of \( \epsilon_F \) and \( \epsilon_F + h\nu \)).

\[
R(t) = \int_{\epsilon_F}^{\epsilon_F + h\nu} \Delta h_f(\epsilon, t) \times P_R(\epsilon) d\epsilon
\]

(5.15)

We note that the ETTM uses an absolute electron energy scale in reference to vacuum, whereas the inelastic scattering model considers electron energies in reference to \( \epsilon_F = 0 \). Because of this, it is important to shift the inelastic scattering results to the absolute vacuum reference (by adding \( \epsilon_F \) to all \( \epsilon_i \)) for reaction rate calculation in equation 5.15. In equation 5.15, \( \Delta h_f(\epsilon, t) \) is the temporally evolving change in the metal electronic structure following the metal photo-excitation. The individual contributions of FD thermalized and primary electron excitations in the calculated instantaneous reaction rates can be independently obtained by substitution of \( \Delta h_f(\epsilon, t) \) with the corresponding electron distributions by those defined in the ETTM description. The overall QYs for each considered reaction are calculated by integration of the time dependent instantaneous reaction rate over the time required for the system to reach equilibrium (3 ps), (equation 5.16). Once again, calculation of the quantum yield is enabled by defining the laser pulse impinging on the metal such that integration over \( P(t')dt' \) is equal to 1 quantum of photon energy

\[
QY(h\nu) = \int_0^3 \int_{\epsilon_F}^{\epsilon_F + h\nu} \Delta h_f(\epsilon, t) \times P_R(\epsilon) d\epsilon dt
\]

(5.16)
5.4. Results and Discussions

5.4.1. Potential Energy Surfaces

Figure 5.3a, b and c show the ground and TNI state one-dimensional PES’s associated with the adsorbate (CO, NO, O) reactions on a Pt(111) surface, as derived from the DFT and DFT-ΔSCF calculated parameters listed in Table 5.2. The PESs are plotted in terms of internal bond lengths for CO and NO molecules (Figures 5.3a and b) and vertical O distance from the Pt surface plane for atomic O (Figure 5.3c). As discussed above, it has been shown that excitation of the internal molecular vibrations of CO and NO play a larger role in governing the photo-desorption process than the molecule-surface vibrational modes.\textsuperscript{45} Furthermore, it is assumed in this work that the Pt-O vertical stretching mode controls the diffusion process. The resonance energies for the calculated electronic transitions (excitation from the metal $\varepsilon_f$ into the unpopulated adsorbate state, $\varepsilon_a^0 = V_1(x_0) - V_0(x_0)$) are 3.89, 1.71 and 1.37 eV for Pt-CO, Pt-NO and Pt-O, respectively. The adsorbate-derived resonant states involved in the calculated electronic transitions are depicted in the insets of Figure 5.3a, b and c. The width of each resonant state, $\Gamma$, is inversely proportional to the lifetime that the electron spends in the resonant state during the electron scattering (TNI formation and decay) process, such that $\tau_R = \hbar/\Gamma$. The assumed FWHM associated with unpopulated adsorbate states are 0.66 (Pt-CO), 0.8 (Pt-NO) and 1.32 eV (Pt-O), which give TNI lifetimes of 1, 0.8 and 0.5 fs, respectively. The resonance energies and widths for the identified electronic transitions are in good agreement with measurements using inverse photoemission spectroscopy.\textsuperscript{53}
Figure 5.3: DFT calculated one-dimensional PES’s of ground and TNI states associated with the a) internal vibrational mode of CO on a Pt(111) surface, b) internal vibrational mode of NO on a Pt(111) surface, and c) O atom - Pt(111) surface bond vibrational mode. The insets are the adsorbate resonance states (Lorentizan shape) involved in the inelastic electron scattering. Parameters used in the PES calculations are listed in Table 5.2.

The trend in the magnitude of the resonance energies can be explained in terms of the gas-phase population of the adsorbate states. In the gas phase CO species the $2\pi^*$ orbital is fully unoccupied, whereas the $2\pi^*$ orbital of NO is 50% populated and the $2p$ state associated with atomic O is 67% populated. When each of these states hybridizes with Pt $d$-states, the energy and filling of the antibonding orbital formed due to this hybridization trends with the original energy and filling of the adsorbate state in the gas phase species. For CO on Pt(111) it would be expected that the antibonding $2\pi^*$ should be situated well above the system $\varepsilon_F$ and completely unpopulated in the system ground state, which is consistent with the calculated picture in the inset of Figure 5.3a. On the other hand, for O on Pt(111), the antibonding state derived from the O $2p$ state is expected to lie just above $\varepsilon_F$ and be partially populated, as depicted in the inset of Figure 5.3c. In addition to the resonance energy and population of the antibonding state in the adsorbed species, the
population of adsorbate states in the gas phase species also dictates the efficiency of inelastic electron scattering (TNI formation) for activation of the adsorbate-metal bonds.

The transient addition of an electron to the antibonding orbitals associated with the adsorbate-metal bonds disturbs the configuration of electrons in the bonds and creates a repulsive force, driving the TNI systems towards longer equilibrium bond distances along the 1-D PES’s. The magnitude of the repulsive force felt during a transition from the ground to TNI state PES is quantified using the derivative of the TNI PES at the equilibrium bond distance of the ground state system, \( f = \left. -\frac{\partial V}{\partial x} \right|_{x=x_0} \). The magnitudes of these forces are shown graphically in Figure 5.3 as the slope of the black dashed lines running tangent to the TNI PESs at the equilibrium bond distance of the ground state PESs. A larger slope is related to a larger repulsive force felt by the system during TNI formation. For example, the force felt by Pt-CO, Pt-NO and Pt-O systems due to TNI formation are 42 eV/nm, 14 eV/nm and 6.7 eV/nm, respectively. The trend in the forces felt due to TNI formation are inversely related to the initial population of the gas phase adsorbate orbital involved in the electron scattering process.

The frequency of vibration along the PES also impacts the coupling efficiency associated with the conversion of the electronic excitation (TNI formation) into the vibrational energy of the system (the activation of adsorbate-metal bonds). The linear coupling constant, \( \lambda \), defined in equation 5.12 exhibits a proportional relationship to the initial force felt by the system upon TNI formation and an inverse square-root relationship on the vibrational frequency of the considered PES. Based on the calculated values from Figure 5.3, all tabulated in Table 5.2, the linear coupling constants for the activation of Pt-
CO, Pt-NO and Pt-O bonds are -145, -53 and -32.4 meV, respectively. The stronger linear coupling constant for the Pt-CO system compared to the others suggests that upon TNI formation due to resonant electron excitation, CO desorption will exhibit the highest quantum efficiency.

5.4.2. Energetic Electron Induced Reaction Probabilities

The calculated $\varepsilon_a^0$, $\lambda$, $\hbar\omega$ and estimated $\Gamma$ associated with the three adsorbate systems were used as inputs into the inelastic scattering model to calculate the probability that an energetic electron of a given energy, scattering through the normally unpopulated antibonding state, will induce a reaction (based on equation 5.14). The results, shown in Figure 5.4a, were obtained using the parameters listed in Table 5.2 and consider an initial system temperature of 300K. The reaction probabilities associated with NO desorption and O diffusion on Pt(111) were multiplied by $10^5$ and $10^8$ in Figure 5.4a to allow their comparison to the Pt-CO case. All three reactions exhibit a maximum probability centered at energies about $E_a/2$ larger than the resonance energy, $\varepsilon_a^0$, for each considered adsorbate state. The shifts in maximum reaction probability in Figure 5.4a by $E_a/2$ from the resonance energies depicted in Figure 5.3 exist because this is the condition where the incoming and outgoing electrons with energy difference due to inelastic scattering process, $\Delta \varepsilon = \varepsilon_i - \varepsilon_f = E_a$, have the minimum collective difference from the resonant state energy, $\varepsilon_a^0$. 
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Figure 5.4: Reaction probabilities calculated with the inelastic electron scattering model for CO and NO desorption from Pt(111) surface and O diffusion on Pt(111) surface as a function of incident electron energy. Reaction probabilities are calculated a) based on estimated values of resonance energy width (\( \Gamma \)) for each adsorbate b) with \( \Gamma = 0.66 \) eV for all three adsorbates.

Based on significant differences in the reaction probability for CO compared with the NO and O systems, and uncertainty in the values of \( \Gamma \), reaction probabilities were also calculated for identical \( e_0^0, \lambda, \) and \( \hbar \omega \) as Figure 5.4a, but with \( \Gamma = 0.66 \) eV for all adsorbates, see Figure 5.4b. Comparison of Figure 5.4a and b show that reduction of \( \Gamma \) for the NO and O cases increased their reaction probabilities, but the probability for the reaction of CO was still greater than the other adsorbates by at least 5 orders of magnitude. The greater magnitude of the CO reaction probabilities compared to NO and O, regardless of \( \Gamma \), is due to a significantly larger linear coupling constant for the Pt-CO system. These results show that an electron with energy near the reaction probability maximum of each adsorbate can more efficiently couple with the activation of Pt-CO than Pt-NO and Pt-O bonds. This fact will be important in understanding how each adsorbate system interacts with the continuous distribution of energetic electrons produced in a metal substrate following
photon absorption. In the remainder of the paper we will use the original estimated values of $\Gamma$ for all calculations, i.e. the results in Figure 5.4a.

5.4.3. Reaction Time Scales

Before focusing on how an energetic electron distribution in a photo-excited metal induces chemistry, we will discuss characteristics of the temporally evolving electronic structure in the metal following photon absorption. An example of the dynamics of photo-generated energetic electron distributions is highlighted for the model 5 nm Pt nanoparticle, during and following the absorption of a single photon with energy of 3.5 eV (remember that this is absorbed by the system following a temporal Gaussian pulse shape with FWHM of 10 fs). The temporal evolution of primary, thermalized and total (primary + thermalized) electron distributions are shown in Figure 5.5a, b and c, respectively. The distributions are plotted in terms of the change in the probability of an electron occupying a given energy level, due to photon absorption by the metal. By comparing the magnitude of the change in occupation probability for primary (Figure 5.5a) and thermalized electrons (Figure 5.5b), or by inspection of the total distribution in Figure 5.5c, it is seen that at all times the relative magnitude of the thermalized electron impact on occupation probability is greater than the primary electrons. However, the primarily excited electrons are responsible for the majority of change in occupation probability for electrons with energy $> 1\text{eV}$ above $\epsilon_F$ at all times. In addition, the primary electron distribution decays with a faster time scale defined predominantly by Fermi liquid theory, whereas the thermalized electron distribution decays with a slower time scale defined by the electron-phonon coupling constant. The unique temporal and energetic characteristics of primary and thermalized charge carriers
play a significant role in governing the efficiency of photon driven chemical processes at metal surfaces.

Figure 5.5: 

- **a**) Temporal evolution of photo-excited electron distributions in a 5 nm Pt particle induced by a 10 fs laser pulse of 3.5 eV energy photon (total pulse energy is equal to 1 photon). 
  - **b**) Primary non-thermalized electron distribution, 
  - **c**) Thermalized (FD) electron distribution and 
  - **d**) Total (primary + thermalized) electron distribution.

- **d**) Normalized instantaneous reaction rates as a function of time, calculated for the three reactions induced by a 10 fs laser pulse of 3.5 eV energy photon (total pulse energy is equal to 1 photon). The relative magnitudes of NO desorption and O diffusion rates in reference to the CO desorption instantaneous rate are shown to facilitate comparison. The right axis shows the laser pulse fluence (dashed black line in the plot).

The temporally evolving energetic electron distribution in the metal was coupled with the electron energy dependent reaction probabilities for each reaction (described above) to
give temporally evolving instantaneous photon driven reaction rates, using equation 5.15. To compare the time scales and characteristics of photon driven activation of Pt-CO, Pt-NO and Pt-O bond activation under similar excitation conditions, the instantaneous reaction rates were plotted as a function of time in response to the absorption of a 3.5 eV photon by the metal at 300 K, see Figure 5.5d. In these plots, the maximum instantaneous reaction rates for all three adsorbates were normalized to 1 to allow comparison of the time dependent nature of the processes. The values of relative magnitudes of CO desorption rates compared to NO desorption and O diffusion rates are indicated in Figure 5.5d. The results show that when driven by 3.5 eV photons at 300 K, the maximum instantaneous rate of CO desorption is ~20 times greater than NO desorption and ~10^4 times greater than O diffusion. The relative magnitudes of NO desorption and O diffusion rates, in comparison to CO desorption, are significantly larger than the calculated electron energy dependent reaction probabilities shown in Figure 5.4. This can be understood by the larger population of lower energy electrons (in resonance with the maximum reaction probabilities for O and NO) as compared to higher energy electrons (in resonance with the maximum probabilities for CO) following the absorption of the 3.5eV photon by the Pt nanostructure.

Figure 5.5d provides insight into the role of the primary electron versus thermalized electron distribution in driving chemistry. The temporally evolving instantaneous reaction rate for CO and NO desorption both decay very rapidly in the time scale of 100 and 200 fs after initiation of the photon pulse, respectively. On the other hand, the instantaneous reaction rate for O diffusion has measurable and impactful rate at much longer time scales,
> 1ps after initiation of the photon pulse. These values are in a reasonably good agreement with time scales measured experimentally for these reactions with two-pulse correlation methods. It has been shown that the electrons in a Pt(111) slab, excited with a 800 nm laser pulse of 130 fs duration, couple with adsorbed CO in a time scale of 200 fs. It is expected that shorter time scales would be observed with lower wavelength photons (closer to the CO resonance state energy) and shorter pulse durations. The measured time scales of NO photo-desorption induced by 80 fs laser pulses at 680 nm, are smaller than 1 ps, as limited by the resolution of the experimental systems. A time constant of 1.5 ps was reported for O diffusion on Pt(111) surface induced by 800 nm light course with a 50 fs pulse. Comparison of the experimental and theoretical results show that our model was able to qualitatively capture the trend in the time scales associated with these reactions. This provides confidence in the theoretical results and the analysis of the underlying physical mechanism controlling the different time scales of these reactions.

The trend in the time scales of these photo-induced reactions can be understood by realizing that the electron energies most efficient for driving CO and NO desorption, > 1.5 eV above $\varepsilon_F$, can only come from the primarily excited electron distribution in the photo-excited metal. However, relatively efficient O diffusion can be driven by lower energy electrons, < 1.5 eV above $\varepsilon_F$, which fall predominantly in the range of electron energy dominated by the thermalized distribution, see Figure 5.5c. Thus, it can be suggested that the rates of CO and NO desorption are governed predominantly by the interaction of unpopulated adsorbate resonance states with the primary electron distribution, whereas the
rate of O diffusion is governed predominantly by the interaction of unpopulated adsorbate resonance states with the thermalized electron distribution.

5.4.4. Wavelength Dependent Quantum Yields

The involvement of primary or non-thermalized electrons in driving photochemistry on metal surfaces has been established in several studies, based on observed wavelength dependent quantum yields and kinetic energy distributions.\textsuperscript{1,5,58} A characteristic of photocatalytic reactions on metal surfaces driven by primary or non-thermalized electrons is a dependence of quantum yield (sometimes referred to as reaction cross section) on excitation wavelength that does not follow the absorption spectrum of the metal substrate.\textsuperscript{3,5,24} It has been shown in two similar experimental studies for photo-induced CO desorption from Pt(111), due to low intensity photo-excitation, that the cross section for CO desorption increased by \textasciitilde20 fold as the photon excitation wavelength was decreased from 400 to 266 nm and from 440 to 340 nm; the absorption coefficient of the bulk Pt substrate only changes by a few percent over this range.\textsuperscript{5,9,46} Wavelength dependent measurements for NO photo-desorption from Pt(111) have shown constant reaction cross sections in the wavelength range 355-532 nm with a 10-fold decrease in cross section by 1032 nm, displaying a markedly different trend than the bulk Pt absorption spectrum.\textsuperscript{1} These sets of experimental observations show that there is an adsorbate specificity in wavelength dependent photoreaction cross sections driven by a low intensity photon flux and suggest that this phenomenon is controlled by the role that non-thermalized (or primary) electrons play in governing reactivity.
To explore the cause of the discrepancy between the observed wavelength dependent CO and NO desorption cross sections and bulk Pt absorption cross section we calculated the wavelength dependent QYs considering the thermalized electron distribution alone and the total (thermalized + primary) electron distribution. As described in the methods section, the QYs were calculated by integrating the instantaneous rates (Figure 5.5d) over time. Separating the temporally evolving thermalized electron distribution from the total electron distribution and using each of these as inputs into the QY calculations (equation 5.16), we are able to analyze the importance of these distributions in controlling the overall calculated reactions rates. The results of these calculations for the three model reactions are shown in Figure 5.6 together with the experimental data discussed above. The calculated wavelength dependent trends for the total electron distribution agree very well with the experimental data of NO desorption. Although the CO desorption results show an overestimation of QY dependence on wavelength at higher energy photons. We will discuss potential origins of this over estimation below. However there is a reasonably well qualitative agreement of the wavelength dependent trends of total electron induced rates with experimentally measured data, which further proves the role of non-thermalized electron distribution in activating CO desorption reaction.
Figure 5.6: Calculated QYs as a function of photon wavelength for a) CO desorption, b) NO desorption and c) O diffusion on a Pt(111) surface. The QYs are calculated using the total (primary + thermalized) electron distribution (depicted with blue line), and thermalized electron (FD) distribution only (shown with red line). All calculations were performed at 300K. Experimentally measured wavelength-dependent QYs from literature are shown in yellow and green lines for CO and NO desorption.\textsuperscript{1,5,9}

Comparison of the thermalized electron induced rates for all three cases (Figure 5.6) shows identical wavelength dependent trends that quantitatively follow the bulk Pt absorption spectrum. By comparing O diffusion QYs for the chemistry driven by the thermalized and total electron distributions, it is seen that the thermalized electron distribution is predominantly responsible for chemistry (Figure 5.6c). This is consistent with the longer time scale of the instantaneous O diffusion rate observed in Figure 5.5d. In opposition to the O diffusion case, the impact of the thermalized distribution on the calculated QY for CO and NO desorption using the total electron distribution is minimal at most wavelengths (Figure 5.6a and b). The predominant role of the non-thermalized or primary electron distribution in controlling desorption of NO and CO from Pt(111) is consistent with the short time scale of the temporal profile of instantaneous rate for these two cases seen in Figure 5.5. Differences in the observed wavelength dependent trends of total electron distribution induced QYs for the reactions can be explained by the energy of the adsorbate resonance state. Because our approach to modeling the dynamic electronic
structure in the metal involves directly coupling primary excitations to the thermalized FD
electronic distribution, the energy of the adsorbate resonance state significantly impacts
the wavelength dependent QY driven by the primary electron distribution. For example,
due to considerably greater probabilities of electrons with energy greater than 4 eV to
induce CO desorption (Figure 5.4), the wavelength dependent QYs, driven by primary
electrons, continuously increase at higher photon energies. However, in the NO desorption
case a plateau in the wavelength dependent QY around 500 nm wavelength (2.5 eV) is
caused by the primary electrons being in resonance with the NO unoccupied state. It is
expected that these effects would be diminished if a more sophisticated model for the
temporally evolving metal electronic structure were utilized, where the entire
thermalization process (rather than immediate conversion of primary excitations into an
FD distribution) is considered. Furthermore, recently measured QYs for catalytic reactions
involving CO desorption from nano-sized Pt particle surfaces (particle diameter of 35 nm),
displayed a wavelength dependence that follows Pt particles absorption spectra closely,
indicating very little impact of non-thermal electrons on QYs.\textsuperscript{12} The disagreement between
these results, our calculations and the previous experimental measurements on Pt(111)
surfaces mentioned above are due to potential differences in the systems thermalization
rates and spatially dependent electron conduction, which will be discussed below.

It can also be noted that the magnitude of total electron derived QYs are similar for all
three reactions in the photon wavelength range of 400-650 nm, despite the significantly
greater reaction probability for CO desorption due to resonant electron scattering (Figure
5.4). This highlights the required compromise between the magnitudes of the linear
coupling constant and the excitation energy of an adsorbate resonance state to achieve high rates in visible photon driven reactions on metal surfaces. Specifically, even though O diffusion has a very low reaction probability under resonant electron scattering (Figure 5.4), the larger number of electrons with energy in resonance with the excitation energy following visible photon absorption by the metal causes the QY to be on the same magnitude as CO desorption.

It is worth discussing the important implications of the adsorbate specific wavelength dependences. The wavelength dependent results suggest that different elementary chemical processes involving different adsorbates will exhibit unique wavelength dependences that are controlled by the strength of their interaction with the primary or non-thermalized energetic electron distribution. In the context of controlling selectivity on metal surfaces, this means that by varying photon excitation wavelength it would be expected that competing elementary steps in a catalytic cycle should couple to the energetic electrons with different efficiencies and thereby wavelength dependent photo-excitation of metal catalysts may provide a unique knob to control catalytic reaction selectivity.

5.4.5. Impact of System Temperature

Another potential lever for controlling selectivity in photon driven reactions on metal surfaces is through variation of the process operating temperature. It has been experimentally demonstrated that photocatalytic QYs for reactions on metal surfaces increase with operating temperature, and that the magnitude of the increase is dependent on the reaction.\textsuperscript{12,34,59} To explore this phenomenon we calculated the temperature dependent (T = 100- 500 K) QYs for the three adsorbate systems in response to photo-
excitation of the metal by a 3.5 eV photon. The results are shown in Figure 5.7a where it is seen that the QY for all three reactions depend positively on initial system temperature, but that the increase in the O diffusion QY with temperature is significantly larger than the increase for CO and NO desorption. Specifically, increasing temperature from 100-500 K raises the QYs by 5-fold, 30-fold and 15 orders of magnitude for CO desorption, NO desorption and O diffusion, respectively. At lower temperatures the O diffusion QY is significantly lower than for CO and NO desorption, however in the temperature range of 350-500K the QYs for all three reactions are comparable. The unique temperature dependence of the three reactions strongly suggests that the operating temperature could be used to induce unique selective behavior in photon driven catalytic processes.

Figure 5.7: a) Temperature dependent QYs calculated for the three adsorbate systems in the temperature range, 100-500 K. b) Initial occupation probability of vibrational ground state of each adsorbate-metal PES as a function of temperature. c) Comparison of the ratio of the probability of exciting an adsorbate system from a vibrationally excited state into a state above the activation barrier to the probability of exciting from the system ground state into a state above the activation barrier, $\beta$, for the three reaction systems. Values of $\beta$ are calculated as a function of initial vibrational state.

In order to understand the underlying physical phenomena controlling the significant difference in temperature dependent QYs in the three systems, it is important to consider
how system temperature could affect the substrate-mediated photon driven chemical reactions. The charge carrier distribution in the photo-excited metal substrate depends very weakly on system temperature due to the small change in Fermi Dirac statistics in electron energy levels $> 1\text{eV}$ above $\epsilon_F$ in the temperature range 100-500 K. Thus, the mechanism of the observed adsorbate dependent impact of temperature on QY must be caused by variations in the efficiency of energetic electron coupling with the vibrational modes along reaction PESs. The system temperature defines the initial population of vibrational states in a given reaction PES, as dictated by the Bose-Einstein distribution. Increasing system temperature results in an increase in the population of higher energy vibrational states closer to the activation barrier energy. The larger fraction of molecules in vibrational states closer to the activation barrier has two primary impacts on the efficiency of the photon driven process, which explain the adsorbate dependent nature of the impact of temperature on QY.

The two factors defining the efficiency of energy transfer during the inelastic scattering event are the initial population of the vibrational states, $p_0(m)$, and the vibrational transition probabilities, $P(m \rightarrow n)$, as described in the calculation of electron induced reaction probabilities from equations 5.15 and 5.16. We explore the role of each of these factors in describing the adsorbate specific temperature dependence of the photocatalytic QYs. Bose-Einstein statistics predict a ground state occupation probability of above 99% ($p_0(0) > 99\%$) at low temperatures (around 100 K) for all three adsorbate systems, which means that more than 99% of molecules available for reaction are residing in their ground state vibrational state. As the molecules in the ground state gain vibrational energy with
increasing temperature and redistribute to the higher vibrational energy states, the occupation probability of the ground state drops.

The variation of $p_0(0)$ with temperature for the adsorbate PES’s is depicted in Figure 5.7b, and provides a measure of the collective change in population of higher (above ground) vibrational states. PES’s with larger vibrational energy (steeper well) and thus higher ground state energies, have a higher probability of ground state occupation that varies slower with temperature, as compared to an adsorbate PES with smaller vibrational frequency. For example, with temperature varying from 100-500 K, $p_0(0)$ is almost constant for CO (99.99% to 99.7%) and NO (99.9% to 99%) internal vibrational modes with energies 0.255 and 0.196 eV respectively, whereas $p_0(0)$ varies from 99.8% to 89.2% over the same temperature range for the O-Pt vibrational mode with energy 0.055 eV. Although the decline in the ground state occupation probability (and the increase in the higher vibrational state occupation probability) is relatively small, it has a significant impact on the reaction probability due to the significantly higher transition probabilities of excited vibrational states to vibrational states with energies above the activation barrier.

To explore the impact of an adsorbate system initially being in an excited vibrational state on the reaction probability, we calculated the ratio of the probability of exciting an adsorbate system from a vibrationally excited state into a state above the activation barrier to the probability of exciting from the system ground state into a state above the activation barrier, $\beta(m,n) = P(m \rightarrow n)/P(0 \rightarrow n)$. In Figure 5.7c, $\beta$ is plotted as a function of the initial state $m$ for the final state just above the activation barrier ($n_R$) (corresponding to the
largest value of $Q(n)$ contributing to the reaction probability in equation 5.14) for each of the three systems. The values presented in Figure 5.7c are calculated based on transitions induced by inelastic scattering of energetic electrons corresponding to the maximum reaction probabilities in Figure 5.4a for each adsorbate ($\varepsilon_i = 4.7$, 2.5 and 1.7 eV for CO, NO and O, respectively). Figure 5.7c shows that for systems with larger linear coupling constants, the impact of starting from excited vibrational states is smaller on the reaction probability (smaller $\beta$), as compared to systems with smaller linear coupling constants. For example in the case of O-Pt(111) with smallest coupling constant (0.032 eV) of the considered reactions, the probability of transition from the 1st excited vibrational state ($m=1$) to final state $n_R$ is 5 orders of magnitude greater than exciting from the system ground state to $n_R$. This impact is larger for the O case than NO (3 orders of magnitude) and CO (30 fold), which have larger coupling constants 0.053 and 0.145 eV, respectively. This means that the same population increase in the 1st excited vibrational state, will impact the photo-induced reaction probability of O diffusion far more greatly than NO and CO desorption. Furthermore, it was shown in Figure 5.7b that the O diffusion case also exhibits the larger temperature dependence of excited vibrational state population probability. The strong dependence of O diffusion QY on temperature can be explained by compounding effects of a large change in the population of excited vibrational states at increasing temperature, due to the small vibrational frequency, and greater impact of excited vibrational states on inelastic scattering induced reaction probability, due to the small coupling constant.
Our analysis shows that both vibrational frequency (controlling the temperature dependence of the initial distribution of adsorbate vibrational modes, $p_0(m)$) and linear coupling constants of adsorbates (through the impact on the transition probability of higher vibrational states into states above the activation barrier) play roles in controlling the adsorbate-specific QY dependence on temperature. The predicted adsorbate specific dependence of QYs on temperature, in addition to the wavelength dependent behavior described above, suggests that photoexcitation of metal catalysts with targeted wavelength and at optimal temperatures may provide a unique approach to control selectivity in heterogeneous catalysis. These results provide physical intuition for the temperature dependent behavior of photon driven reactions on metal surfaces, but quantitatively the huge magnitudes of the differences in temperature dependent behavior of the examined systems have not previously been observed. Potential issues bringing about the magnification or minimization of thermal impacts on the chosen reaction systems, in particular the over or under estimation of linear coupling constants, will be discussed in the following section.

5.5. Discussion and Concluding Remarks

In the previous sections we have shown how our relatively simple, first-principles based, modeling approach predicts the time, wavelength and temperature dependent nature of photon driven reactions on metal surfaces in the context of the substrate mediated photoexcitation mechanism. We have also shown that the predicted behavior of the three reaction systems qualitatively agrees with trends in previous experimental measurements, wherever possible, providing confidence in the framework of our approach. However we have also
seen that the model predictions falls short of quantitative predictive power, and that significant magnification in adsorbate specific effects were found, particularly in the temperature dependence.

The primary shortcoming of our approach is the simplicity of the DFT calculated 1-D PES’s associated with the adsorbate reactions. For example, it is well established in the case of photo-induced CO desorption from Pt surfaces that PES’s associated with frustrated rotational motion of CO play a major role in controlling the desorption process.\textsuperscript{56,60} The framework we utilized is well suited for handling multi-dimensional ground and TNI state PES’s and thus could handle the inclusion of multiple PES’s associated with different electron scattering processes (i.e. different orbitals involved). It is also important to emphasize that the ΔSCF-DFT method only allows us to calculate the TNI PES using a static approach. To capture the dynamics of the excitation process and estimate TNI lifetimes, accurate Time Dependent DFT calculations are required, which are still computationally expensive and cumbersome to employ.\textsuperscript{35} Therefore the TNI lifetime values used in our model are taken from experimental measurements. It is expected that with increasing computational power of calculating excited states of adsorbates on metal surfaces, more advanced potential energy landscapes and accurately calculated TNI lifetimes will provide more quantitative results within the framework of our model.

In addition to the simplicity of the adsorbate PES model, the employed model for treating the temporally evolving electronic structure of the metal following photon absorption is relatively simple. For example, Pt exhibits DOS near $\epsilon_F$ that is not flat (as considered here) and also exhibits time dependent electron cooling behavior that deviates
from Fermi-Liquid theory. Both of these complexities could easily be included in our modeling approach and require electronic structure calculations at varying levels of complexity, for example the $G_0W_0$ approximation could be used to predict the non-Fermi Liquid behavior. The effect of nanometer size confinement of the Pt metal on the photo-induced processes is only included in our model through the assumption of a spatially homogenous charge carrier distribution in the system and the spatial isolation of photon absorption events. However, it has been demonstrated that the particle size reduction enhances the electron-electron interaction and scattering rates. These effects can be incorporated into the model by use of size dependent characteristic times of electron-electron and electron-phonon scattering processes and would be expected to impact intricacies of the resulting wavelength dependent QY’s and potentially reaction time scales. Lastly, the model considered here assumes the direct conversion of primary excitations into thermalized charge carrier distributions. In reality, multiple new excitations typically occur during this conversion process, which could be included more rigorously through the use of Boltzmann Transport equations. Inclusion of these effects are expected to minimize the strong agreement between the shapes of wavelength dependent QY for primary electron driven reactions (Figure 5.6) and the electron energy dependent inelastic scattering probabilities (Figure 5.4).

The power of our approach is that in its simplest form, shown here with many assumptions, we can still explain unique adsorbate dependent behaviors that have been observed previously. Furthermore, the approach is flexible enough to include much future advancement in theoretical treatments of various mechanisms. It is expected that this
approach will be very useful in explaining many of the unique observations surrounding the recent excitement in the field of photochemistry on metal nanoparticles.

In conclusion, we investigated adsorbate specific behavior of photo-activated processes on metal surfaces with a focus on three well-studied model reactions on Pt(111) surfaces, CO and NO desorption and O diffusion. We proposed a theoretical approach to model the dynamics of substrate-mediated photochemistry on metal surfaces by coupling a first-principles based treatment of DIET mechanism with an extended version of the TTM. The model calculations provided predictions of the time scales, wavelength dependent and temperature dependent behavior of photon induced reactions on metal surfaces in qualitatively good agreement with experimentally observed trends. The calculated probabilities of photo-induced reactions show significant dissimilarities in the efficiency of electron coupling with the resonant states of the three reaction systems, which is related to differences in the shape of unpopulated resonance states and PESs of the associated reactions. It was found that dissimilarities in the PES and resonance shapes of the three reaction systems caused unique temperature and wavelength dependent behavior in the systems, displaying significant adsorbate specificity. It is suggested that driving photocatalytic reactions on metal surfaces with a targeted wavelength and at an optimal temperature may provide increased control of reaction selectivity on metal catalyst surfaces.
5.6. References


27. Budde, F., Heinz, T. F., Kalamarides, A., Loy, M. M. T. & Misewich, J. A. Vibrational distributions in desorption induced by femtosecond laser pulses:


47401 (2011).


Chapter 6

An Atomic-Scale View of CO-Induced Pt Nanoparticle Surface Reconstruction

6.1. Summary

A detailed understanding of the correlations that govern catalyst surface structure and catalytic performance is critical for the design and optimization of chemical processes. Gaining such an understanding for industrially relevant, high surface area supported metal catalysts has been hindered due to less than atomic resolutions of typical environmental transmission electron microscopy (TEM) techniques at atmospheric pressures and lack of quantitative information regarding active site distribution at different operating conditions. We introduce an approach to overcome these limitations, by correlating atom-resolved imaging via in-situ scanning transmission electron microscopy (STEM) at atmospheric pressure, quantitative sample-averaged measurements of surface site distribution via in-situ infrared (IR) spectroscopy and DFT based Wulff-constructions. The approach is used
here to gain a complete atomic scale insight into CO-induced surface reconstruction of Pt nanoparticles. It is demonstrated that the truncated octahedron shape adopted by bare Pt nanoparticles undergoes a reversible, facet-selective reconstruction due to CO adsorption, where \{100\} facets roughen into vicinal stepped high Miller-index facets, while \{111\} facets remain intact.

6.2. Introduction

The most commonly used heterogenous catalysts are made of finely dispersed metal particles on the surface of metal oxide supports. These metal nanoparticles at equilibrium typically assume a polyhedron shape that minimizes the total surface free energy of the particle by predominantly exposing low surface energy facets. The surface structure of these particles has been observed to reconstruct under reaction conditions, upon interaction with reactant species. Due to the structure-sensitive adsorption energy of reactive species on different metal surface facets, the formation of adsorbate-metal bonds under reaction conditions can significantly modify the surface free energy of metal facets and drive metal nanoparticle surface reconstruction. The catalyst surface reconstruction affects the geometry and concentration of different active sites (with different coordination numbers) and hence the reactivity of the catalyst particles under reaction conditions can be significantly different compared to freshly prepared catalysts. Therefore, characterization of metal surface structure under reaction conditions at an atomic scale is critical for developing a complete understanding of structure-reactivity relationships that will be ultimately used to design better catalysts.
Several analytical approaches have been developed to examine various characteristics of catalytic metal nanoparticles under reaction conditions. Most commonly used are spectroscopic approaches that provide sample-averaged measurements of the metal electronic structure, local geometric environment, and vibrational fingerprints of adsorbed species. Although these techniques provide valuable information, without direct imaging of the catalysts under reaction conditions it is difficult to conclude the geometric structures and composition of exposed active sites that are responsible for driving catalysis. Due to recent advents in direct imaging techniques such as in-situ scanning transmission electron microscopy (STEM), it is now possible to examine the structures of catalytic particles under reaction conditions and obtain atomic scale information associated with structural transformations. However, currently in-situ STEM can only provide direct imaging through 2-dimensional projections and don’t provide a complete picture of the catalyst structure changes. In addition, the information provided by these techniques represent very small sample sizes and iterative measurement methods are required to obtain atomic resolution sample-averaged data. The in-situ TEM techniques have previously either been performed at pressures well below atmospheric pressure,\textsuperscript{1,2} or been limited by atomic resolution when performed at atmospheric pressure.\textsuperscript{3-5} These limitations suggest that to obtain atomic scale and quantitative insights into the surface structure of supported metal catalysts during catalytic reactions, in-situ STEM should be coupled with alternative in-situ techniques that provide sample-averaged and quantitative information about the distribution and nature of active catalytic sites under reaction conditions.
One of the most studied examples of adsorbate induced catalyst surface reconstruction is the reconstruction of Pt surfaces due to the adsorption of CO, which is the first step in the CO oxidation reaction occurring in automotive catalytic convertors. Atomic scale and quantitative descriptions of CO-induced Pt surface reconstruction have been achieved for model Pt single crystal surfaces, mainly through coupling direct imaging via scanning tunneling microscopy (STM) with quantitative surface characterization by X-Ray photoelectron spectroscopy (XPS) at close to ambient pressures. All the previous studies on Pt single crystals show evidence of Pt surface reconstruction at high CO coverage, except for the most stable surface facet, {111}, which is characterized by the formation of increased concentrations of under-coordinated (UC) Pt surface atoms.\textsuperscript{6-10} However, a complete picture of CO-induced surface reconstruction of industrially relevant, high surface area oxide-supported Pt nanoparticles has not been achieved yet. This is due to the limited spatial resolution of scanning probe techniques on nanoparticle surfaces at relevant pressures, as discussed above, and the high degree of structural complexity associated with supported metal nanoparticle surfaces. Although direct imaging techniques and \textit{in-situ} spectroscopic investigation of these systems have shown signatures of CO-induced reconstruction that are consistent with increased concentrations of UC Pt atoms, a complete atomic scale picture of surface structure of Pt nanoparticles at saturation CO coverage has not yet been elucidated.

In this study, we successfully characterize the atomic scale surface structure of Pt nanoparticles at high CO coverage by correlating atom-resolved direct imaging via \textit{in-situ} scanning transmission electron microscopy (STEM), with \textit{in-situ} quantitative, site-specific
infrared (IR) spectroscopy and Density Functional Theory (DFT) based Wulf-construction modeling. It is observed that the truncated octahedron shape adopted by clean Pt nanoparticles undergoes a reversible, facet specific reconstruction due to CO adsorption, where flat (100) facets roughen into stepped higher miller index facets, while flat (111) facets remain intact. The approach introduced here allows for analysis of adsorbate-induced reconstruction on high surface area metal nanoparticle catalysts at an atomic scale, which is expected to be useful for other catalytic systems where there exists high adsorbate coverage under reaction conditions.

6.3. Methods

As described in the previous section, the equilibrium shapes of adsorbate-free metal nanoparticles are determined by the free energies of competing surface facets in vacuum. The low Miller-index, close-packed metal facets have the lowest surface energies therefore metal nanoparticles are typically found in the shape of truncated octahedrons that mainly expose {111} and {100} facets. Upon the interaction of metal nanoparticles with gas phase reactants, due to structure-sensitive adsorption energy of reactants on different facets, the surface energies of the competing facets can modify to different extent, which provides the thermodynamic driving force for surface reconstruction of these metal nanoparticles. The adsorbates bind more strongly to higher Miller-index, stepped facets compared to more stable, low Miller-index facets, and have greater impact on the surface energies of these facets. For example, Figure 6.1 shows an energy diagram of arbitrary surface facets {abc} and {xyz}. While {abc} is more stable than {xyz} in vacuum environment, the structure
sensitivity of molecular adsorption can stabilize the surface energy of \{xyz\} to become the lowest energy facet, thereby driving surface reconstruction.

Figure 6.1. Schematic diagram depicting the driving force for adsorbate induced reconstruction of surfaces through modification of competing facet surface energies.

The shape of the metal nanoparticles can be predicted by Wulff construction method given the free energies of bare and adsorbate covered surface facets. We used DFT-derived surface free energies of bare and CO covered Pt facets as inputs to Wulff construction method to predict the shape of Pt nanoparticles at two equilibrium conditions, vacuum and saturation coverage. The two equilibrium shapes were then used to calculate the amount of surface reconstruction as a function of particle size. The details of calculation methods are provided in the sections 6.3.1 through 6.3.3.

The DFT predicted CO induced Pt surface reconstruction were validated by comparison with direct imaging of Pt nanoparticles under low and high CO coverage conditions using...
in-situ STEM experiments. Furthermore, quantitative IR spectroscopy techniques were used to provide a sample-averaged measurement of the CO induced reconstruction of Pt nanoparticles. The details of the experimental methods used in this study are described in sections 6.3.4 through 6.3.7.

6.3.1. Surface energy calculations

The surface energy calculations were performed within DFT framework using the real space grid-based projector-augmented wave method (GPW) open source code. The Revised Perdew–Burke–Ernzerhof (RPBE) form of the generalized gradient approximation (GGA) was used to approximate exchange and correlation effects. The surface energies for exposed Pt nanoparticle facets were calculated using periodic slabs of low Miller-index {100}, {110}, and {111} and higher index facets, {210}, {211}, {310}, and {311}, which have been shown to well represent the behavior of catalytic particles with diameters greater than ~1.6 nanometers. The low index facets were chosen because they represent the most common facets found on bare Pt particles and the higher index facets are vicinal, stepped surfaces that are most likely to form upon reconstruction of the low index facets. The consecutive metal slabs were separated by 15 Å vacuum space in z direction in periodically repeated unit cells in x and y directions. Orthogonal unit-cells were used for all the facets except for {111}, {211} and {311} facets which were constructed using hexagonal unit-cell. A grid space of h = 0.2 was used. The Brillouin zone sampling for all the unit cells was performed with a 8×8×1 Monkhorst–Pack k-point set, which was assured to be sufficient for the convergence of the smallest unit cells. The calculated slab
energies were used in equation 6.1 to obtain the surface energies \( \gamma_{hkl}^{\text{vac}} \) of \( hkl \) facets in vacuum.

\[
\gamma_{hkl}^{\text{vac}} = \frac{E_{\text{slab}} - NE_{\text{bulk}}}{2A_{\text{cell}}}
\]  \hspace{1cm} (6.1)

In equation 6.1, \( E_{\text{slab}} \) is the total energy of the slab, \( N \) is the number of atoms in the slab, \( E_{\text{bulk}} \) is the energy of each atom in bulk and \( A_{\text{cell}} \) is the surface area of unit cell. Two different values of \( E_{\text{bulk}} \) were used for hexagonal and orthogonal unit cells.\(^{15}\) For each unit cell type, \( E_{\text{bulk}} \) was calculated as the slope of an \( N \)-Layer slab energy as a function of slab thickness \( (N) \). The calculated bulk energies were -5.83 eV and -5.79 eV for hexagonal and orthogonal unit cells respectively. The calculated surface energies for individual facets were converged with respect to slab thickness and number of relaxed layers within 0.01 J/m\(^2\). In addition, it was assured the thickness of the slabs and relaxed layers are consistent among all the facets within 1 and 1.7 Å respectively, as shown in Table 6.1. The converged surface energies are highlighted with asterisk in Table 6.1.
Table 6.1. Surface energies of Pt \{hkl\} facets calculated as a function of slab thickness and number (thickness) of relaxed layers

<table>
<thead>
<tr>
<th>Surface</th>
<th>Atomic Layer</th>
<th>Slab thickness N Å</th>
<th>γ_{hkl} (J/m²)</th>
<th>Relaxed layers γ_{hkl} (J/m²)</th>
<th>Relaxed layers γ_{hkl} (J/m²)</th>
<th>Relaxed layers γ_{hkl} (J/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(111)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>11.6</td>
<td>1.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>13.9</td>
<td>1.37</td>
<td>2.3</td>
<td>1.37*</td>
<td>4.7</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>16.2</td>
<td>1.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>18.5</td>
<td>1.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(100)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>10.0</td>
<td>1.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>12.0</td>
<td>1.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>14.0</td>
<td>1.55</td>
<td>2.0</td>
<td>1.55*</td>
<td>4.0</td>
</tr>
<tr>
<td>(110)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>12.6</td>
<td>1.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>14.0</td>
<td>1.65</td>
<td>2.7</td>
<td>1.66*</td>
<td>4.1</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>15.4</td>
<td>1.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(211)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>12.9</td>
<td>1.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>14.5</td>
<td>1.57</td>
<td>2.3</td>
<td>1.57*</td>
<td>3.9</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>16.2</td>
<td>1.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(210)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>9.8</td>
<td>1.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>11.4</td>
<td>1.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>13.0</td>
<td>1.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>14.6</td>
<td>1.66</td>
<td>2.5</td>
<td>1.66*</td>
<td>4.3</td>
</tr>
<tr>
<td>(311)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10.7</td>
<td>1.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11.9</td>
<td>1.64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>13.1</td>
<td>1.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>14.5</td>
<td>1.63</td>
<td>2.9</td>
<td>1.64</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(310)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9.3</td>
<td>1.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11.8</td>
<td>1.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>13.3</td>
<td>1.67</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>14.3</td>
<td>1.66</td>
<td>2.4</td>
<td>1.65</td>
<td>3.6</td>
</tr>
</tbody>
</table>

* Converged surface energy for each facet

The calculated surface energies were then normalized to the experimental surface energy for polycrystalline Pt (2.49 J/m²). The results are shown in Table 6.2. The calculated relative surface energies (the ratios of calculated surface energies to the surface energy of (111) facet), are in good agreement with values reported in literature.\textsuperscript{15–17}
Table 6.2. DFT calculated surface energies for different facets of Pt FCC crystal and their ratios with respect to (111) facet surface energy. The surface energies in third column are obtained by normalizing the most stable (111) surface to experimental surface energy of polycrystalline Pt and maintaining relative energies between facets.

<table>
<thead>
<tr>
<th>Surface</th>
<th>DFT Calculated $\gamma_{hkl}$ (J/m$^2$)</th>
<th>Ratio to $\gamma_{111}$</th>
<th>Normalized to $\gamma_{\text{exp.}}$ (J/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(111)</td>
<td>1.37</td>
<td>1.00</td>
<td>2.49</td>
</tr>
<tr>
<td>(100)</td>
<td>1.55</td>
<td>1.14</td>
<td>2.83</td>
</tr>
<tr>
<td>(110)</td>
<td>1.66</td>
<td>1.21</td>
<td>3.02</td>
</tr>
<tr>
<td>(211)</td>
<td>1.57</td>
<td>1.15</td>
<td>2.85</td>
</tr>
<tr>
<td>(210)</td>
<td>1.66</td>
<td>1.21</td>
<td>3.02</td>
</tr>
<tr>
<td>(311)</td>
<td>1.63</td>
<td>1.19</td>
<td>2.97</td>
</tr>
<tr>
<td>(310)</td>
<td>1.65</td>
<td>1.21</td>
<td>3.01</td>
</tr>
</tbody>
</table>

6.3.2. Coverage Dependent Surface Energies

To investigate the impact of carbon monoxide (CO) adsorption on the reconstruction of Pt nanoparticle, the interfacial energies of Pt facets were calculated at different CO coverages on the slabs used for vacuum surface energy calculations in the previous section. First, the CO adsorption energies were calculated as a function of coverage for each facet using equation 6.2.

$$E_{\text{ads}} = \frac{E_{\text{slab}+X} - N_{\text{ads}} E_X - E_{\text{slab}}}{N_{\text{ads}}}$$  \hspace{1cm} (6.1)

In equation 6.2 $E_{\text{slab}+X}$ is the energy of the covered slab, $N_{\text{ads}}$ is the number of the adsorbed CO on the slab, $E_X$ is the gas phase CO energy and $E_{\text{slab}}$ is the energy of the bare slab. Our calculated coverage dependent and facet dependent adsorption energies, shown in Table 6.3, are in very good agreement with experimental and theoretical reports.\textsuperscript{18–20}
The calculated adsorption energies from equation 6.2 were then used to obtain the interfacial energies of the facets at different CO coverages as shown in equation 6.3.21

\[ \gamma^\text{ads}_{hkl} = \gamma^\text{vac}_{hkl} + \theta \frac{E^\text{ads}}{A} \]  \hspace{1cm} (6.2)

In equation 6.3, \( \gamma^\text{ads}_{hkl} \) is the interfacial energy of the adsorbate-covered facet \( \{hkl\} \), \( \gamma^\text{vac}_{hkl} \) is the surface energy of \( \{hkl\} \) in vacuum, \( \theta \) is the fractional adsorbate coverage, \( E^\text{ads} \) is the coverage dependent molecular adsorption energy (equation 6.2), and \( A \) is the surface area per adsorbate at 1 monolayer (ML) coverage. 1 ML coverage was defined as the surface where all the atoms with lowest coordination number are covered by CO molecules. At low coverage, exothermic CO adsorption stabilizes the interfacial energy of all Pt facets. With increasing coverage, CO adsorption energies decrease due to intermolecular interactions, and ultimately increasing coverage causes increased interfacial free energy (as shown in Figure 6.2). The lowest interfacial free energy for each surface facet was
considered representative of the interfacial free energy at saturation CO coverage. The saturation CO coverage configuration for the seven surface facets investigated here are shown in Figure 6.3. The calculated adsorption energies and interfacial energies of different Pt facets at saturation coverages are provided in Table 6.4.

Figure 6.2. DFT-calculated CO coverage dependent surface energy of various Pt surface facets, based on equation 6.3
Figure 6.3. The configurations for identified saturation CO coverage of the investigated Pt surface facets. The corresponding adsorption energies are used to calculate surface energies at CO covered equilibrium condition.
### Table 6.4. CO adsorption energies and interfacial energies of different Pt facets at saturation coverages

<table>
<thead>
<tr>
<th>Surface</th>
<th>$E_{\text{ads}}$ (eV)</th>
<th>$\gamma_{hkl}$ (J/m$^2$)</th>
<th>Ratio to $\gamma_{111}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{111}</td>
<td>-0.78</td>
<td>0.69</td>
<td>1.00</td>
</tr>
<tr>
<td>{100}</td>
<td>-0.97</td>
<td>0.90</td>
<td>1.29</td>
</tr>
<tr>
<td>{110}</td>
<td>-1.54</td>
<td>0.85</td>
<td>1.23</td>
</tr>
<tr>
<td>{211}</td>
<td>-1.25</td>
<td>0.82</td>
<td>1.18</td>
</tr>
<tr>
<td>{210}</td>
<td>-1.58</td>
<td>0.90</td>
<td>1.30</td>
</tr>
<tr>
<td>{311}</td>
<td>-1.41</td>
<td>0.85</td>
<td>1.22</td>
</tr>
<tr>
<td>{310}</td>
<td>-1.69</td>
<td>0.87</td>
<td>1.25</td>
</tr>
</tbody>
</table>

#### 6.3.3. Wulff Construction

The Wulff construction method was used to predict the shape of Pt nanoparticles in vacuum and at saturation CO coverage, based on DFT calculated surface energies.$^{21,22}$ In this method the equilibrium shape (the shape that minimizes the total surface energy) of a given size of the nanoparticle is determined based on relative energies of $\{hkl\}$ facets. The distance of each $\{hkl\}$ facet from the center of the particle is proportional to the surface energy of the respective facet ($d_{hkl} \sim \gamma_{hkl}$). We used the module provided in Atomic Simulation Environment (ASE)$^{23}$ to construct the Wulff constructions using our calculated lattice constant, surface energies and approximate particle sizes as inputs. The equilibrium shapes of similar particle diameters, Wulff constructions made with surface energies of Pt facets in vacuum ($\gamma_{hkl}^{\text{vac}}$) and at saturation CO coverage ($\gamma_{hkl}^{\text{ads}}$), were used to quantify the extent of particle surface reconstruction. The relative site fractions of under-coordinated (UC, atoms with a metal-metal coordination number of 6 or 7) and well-coordinated (WC, atoms with a metal-metal coordination number greater than 7) Pt surface atoms were
calculated for different nanoparticle sizes and the extent of the reconstruction was defined as the difference in the UC (or WC) site fraction at the two equilibrium conditions (bare and CO covered).

6.3.4. In-situ scanning transmission electron microscopy (STEM)

In-situ STEM experiments were used to directly image the Pt nanoparticles under low and high CO coverage conditions and validate the DFT predicted CO-induced Pt surface reconstruction. In-situ STEM experiments were performed using a gas cell system which allows for dynamic, atomic-resolution observation of nanomaterials heated in reactive gas environment at atmospheric pressure. A carbon-supported Pt catalyst (containing 4.8 ± 0.6 nm Pt particles) was used to maximize contrast between the metal and support in STEM images, and minimize metal-support interactions that may influence metal facet interfacial energies and the particle shape. The Pt/C samples were first dispersed in a solvent, and the suspension was deposited directly onto a thermal E-chip, which is equipped with a thin ceramic controlled heating membrane system. A second E-chip window was then placed on top of the thermal chip in the holder, creating a thin gas cavity sealed from the high vacuum of the TEM column. The Pt nanoparticles were situated between two SiN membranes, each 30-50 nm in thickness, with a 5-micron gap in between.

High-angle annular dark field (HAADF) STEM images of adsorbate-free Pt nanoparticles were taken at 423 K in an inert environment consisting of 500 Torr N$_2$. For details of in-situ STEM imaging methods see previous publications. Saturation CO coverages were achieved by pumping the N$_2$ out of the cell and introducing 500 Torr of a 5% CO environment (25 Torr CO and 475 Torr Ar) into the gas cell while the temperature
was maintained at 423 K. It has been demonstrated that under these conditions the Pt nanoparticle surface is saturated in CO.\textsuperscript{26} The system was allowed \(~10\) minutes of exposure to CO, as it was demonstrated previously based on time resolved IR measurements that the surface reconstruction process is fast at this temperature in analogous conditions.\textsuperscript{27} To minimize beam effects, the electron beam was only turned on during image collection.

6.3.5. \textit{HAADF-STEM Intensity Simulation}

The HAADF-STEM images were used to perform intensity simulations. In this approach the relative intensity of the atomic columns in the 2-dimensional STEM images are analyzed to infer information regarding the number of atoms in each atomic column. To compare the results with DFT-predicted CO-induced Pt particle reconstruction, similar intensity analysis was performed on simulated HAADF-STEM images derived from the clean and CO-covered Wulff construction models. \{100\} surface slabs (where reconstruction is observed) along the [110] zone axis was used in both analysis. HAADF-STEM image simulation was performed using the QSTEM simulation package.\textsuperscript{28} The simulation was carried out using a 512×512 pixel area and a single slice thickness of 1.96 Å. The microscopy parameters used for the simulations were the same as those for imaging.

6.3.6. \textit{In-situ diffuse reflectance Fourier transform infrared spectroscopy (DRIFTS)}

The DRIFT experiments were used to quantify the fraction of total exposed Pt atoms existing as either WC or UC Pt sites. In this approach the IR spectra of CO saturated Pt nanoparticles were measured, the peaks associated with CO vibrational modes on WC and UC were identified and integrated. The peak areas were normalized by mode-specific
attenuation coefficients.\textsuperscript{25,27} The fraction of each type of surface sites were then calculated as a ratio of corresponding normalized peak area to the total peak area.

To measure site distribution in adsorbate-free condition, CO-covered Pt nanoparticles were used at room temperature. Due to the 0.4-0.5 eV activation barriers previously observed for CO-induced reconstruction of Pt\{100\} single crystal surface, the CO-induced reconstruction of Pt nanoparticle surfaces at room temperature during short time exposure is expected to be minimal.\textsuperscript{7} This was validated by similar IR spectra of CO adsorbed on Pt catalysts were shown to be similar at 148 K and 298 K. Thus, quantitative measurements of the WC and UC site concentrations found on bare Pt nanoparticle surfaces can be inferred from IR measurements made at saturation CO coverage and room temperature, where the surfaces are kinetically trapped from reconstruction.

Pt/Al\textsubscript{2}O\textsubscript{3} catalysts used in the IR spectroscopy experiments were synthesized via incipient wetness impregnation of H\textsubscript{2}PtCl\textsubscript{6} (37.50\% Pt, Sigma Aldrich) onto α-Al\textsubscript{2}O\textsubscript{3} support (>99.98\%, Alfa Aesar). Details are described in previous publication.\textsuperscript{27} The α-Al\textsubscript{2}O\textsubscript{3} support was chosen to mimic the weakly interacting C support used in the \textit{in-situ} STEM experiments, and maximize signal quality in the IR measurements. The catalysts were loaded into a high temperature reaction chamber equipped with ZnSe windows (Harrick Scientific). The reactor cell was placed inside of a Praying Manis diffuse reflectance adapter (Harrick Scientific), which was attached to a Thermo Scientific Nicolet iS10 FTIR spectrometer equipped with a liquid nitrogen cooled HgCdTe (MCT) detector. All spectra were obtained in Kubelka-Munk units (KM) units by using a reduced catalyst at 298K and 363K as a background for room temperature and elevated temperature spectral
measurements, respectively. Spectra were performed while purging the instrument and diffuse reflectance optical accessory with dry N\textsubscript{2} with an average of 128 scans with 4 cm\textsuperscript{-1} resolution. In addition, a careful temperature calibration was performed using an optical pyrometer to calibrate the known difference between the catalyst surface and the reactor thermocouple. All temperatures reported for the IR spectroscopy experiments in this report represent the temperature of the catalyst surface.

In each experiment, the reactor chamber was loaded with ~80 mg of inert $\alpha$-Al\textsubscript{2}O\textsubscript{3} support, followed by approximately 25 mg of catalyst. The Al\textsubscript{2}O\textsubscript{3} was used simply to conserve the amount of catalyst used in each experiment and to maintain the height of the catalyst bed to be flush with the top of the heated cup. Each catalyst was reduced at 500K in H\textsubscript{2} (99.999%, Airgas) for 1 hour, followed by flushing the reactor for 30-60 minutes with He (99.999%, Airgas) at 417K. After obtaining background spectra at 363K and 298K, each catalyst was exposed to a gas stream of 1% CO/He at 298K (total flow rate was held constant at 100 sccm) for 10 minutes, when the spectra became stable. After 10 minutes of exposure to CO at 298K, the reactor was heated to 363K (heating time took approximately 30-60 seconds), and spectra were taken for 30 minutes.

6.3.7. Quantitative Site Fraction Analysis based on DRIFT measurements

Quantitative analysis of relative site fractions of UC and WC Pt surface atoms were performed using DRIFT measurements, as described in previous publications.\textsuperscript{27,29} Gaussian profiles with fixed width and positions were assigned to the peaks associated with linearly bound CO on UC Pt (2060-2078 cm\textsuperscript{-1}) and on WC Pt (2085-2098 cm\textsuperscript{-1}). Peak areas
corresponding to each adsorption site were obtained and normalized by site specific attenuation coefficients as shown in equation 6.4.

\[ X_i = \frac{A_i / \varepsilon_i}{\sum_{i=1}^{n}[A_i / \varepsilon_i]} \]  

(6.3)

In equation 6.4, \( X_i \) is the fraction of total adsorbed CO molecules bound to UC or WC Pt atoms, \( A_i \) is the peak area of each fitted and integrated peak for each site type and \( \varepsilon_i \) is the relative attenuation coefficient for CO adsorbed on UC and WC Pt sites. It has been shown in independent reports of CO adsorption on Pt single crystals that the attenuation coefficient of CO adsorbed on UC Pt sites is 2.7 times greater than on WC sites.\(^{30,31}\) Through this analysis, and assuming complete saturation CO coverage of all catalysts, the fraction of CO bound to UC and WC Pt sites can be quantified. The saturation coverage was ensured by utilizing a stream of 1% CO/He, which previously exhibited saturation coverages up to 525 K.\(^{27}\)

**6.3.8. Geometric Site Fraction Model**

A geometric model of the expected change of UC and WC site fraction with particle size for cuboctahedron and icosahedron geometries was utilized from our previous work.\(^{27}\) Small differences observed between the geometric model and measured site fractions from quantitative IR are likely due to broad particle size distributions and non-linearity of the site fraction change with particle size. Within these expected errors, the ambient quantitative IR measurements provide a reasonable prediction of the surface structure of clean catalysts.
6.4. Results and Discussions

The DFT calculated surface energies of adsorbate-free Pt surface terminations, listed in Table 6.1, show that the two most stable facets in vacuum are Pt{111} and Pt{100}. Thus, the DFT predicted Wulff constructions of bare Pt particles are found to form truncated octahedrons mainly composed of these two facets, as shown in Figure 6.4a for a 3 nm bare Pt particle viewed along zone axis <110>. Figure 6.4b shows a typical HAADF-STEM image of a Pt nanoparticle of similar size along the zone axis <110> at 423 K and 500 Torr of N$_2$. The STEM characterization also shows a truncated octahedral morphology for Pt nanoparticle with exposed Pt{111} and Pt{100} facets, which is in excellent agreement with the DFT-based Wulff construction predictions. In addition, the STEM image along the <110> zone axis directly reflects the fcc structure of the Pt nanoparticles where the lattice spacing of {200} and {111} planes are marked by the parallel lines.

Figure 6.4. a) DFT based Wulff construction of a bare 3 nm Pt particle, viewed along the <110> zone axis b) HAADF-STEM image of a Pt nanoparticle at 423 K and 500 Torr of N$_2$, viewed along the <110> zone axis, showing structural agreement between experiment and theory.
The comparison of DFT calculated surface energies of Pt facets (see Table 6.4 and Figure 6.2) show that Pt{111} facet is the most stable facet even under saturation CO coverage, indicating that these facets remain intact. However, the surface free energy of the second most stable bare facet, {100}, becomes comparable to the surface free energy of stepped vicinal surfaces, {210} and {310}, under saturation CO coverage, suggesting that there is a thermodynamic driving force for reconstruction of {100} facets at saturation CO coverage. Based on surface free energies of bare and CO saturated Pt surfaces, the Wulff construction method was used to predict nanoparticle shapes. Figure 6.5a shows the predicted particle shape of an adsorbate-free 7 nm Pt particle tilted slightly off the <110> zone axis. The particle is observed to undergo reconstruction at saturation CO coverage as seen in Figure 6.5b. These Wulff constructions clearly show, as predicted above, the {100} facets on bare Pt particles will reconstruct to vicinal stepped {210} and {310} surfaces at saturation CO coverage, whereas {111} facets remain intact and the overall particle shape remains largely unchanged, though with slightly “rounded” edges. The atoms highlighted with blue and green colors in Figure 6.5 represent the UC and WC surface sites respectively. The extent of the surface reconstruction or “rounding” of the particles can be characterized by increase in the concentration of UC surface atoms.
Figure 6.5. Wulff constructions of a 7 nm Pt particle based on DFT calculated surface free energies for a) bare surfaces, and b) CO saturated surfaces. Both images are tilted slightly off the <110> zone axis. The green atoms represent WC Pt atoms, and the blue atoms represent UC Pt edge and corner atoms.

Similar facet selective reconstruction on {100} termination is observed in the Wulff construction of a 9.2 nm Pt particle shown in Figure 6.6a and b. The comparison of {100} layers of the Wulff constructions at the two equilibrium conditions, bare (Figure 6.6a) and saturation CO coverage (Figure 6.6b), shows that an additional atomic layer (labeled layer 0) at the top of {100} facet is created through migration of Pt atoms from lower {100} layers (layers 1-3). The DFT predicted Wulff constructions for the 9.2 nm particle were compared with HAADF-STEM images of a similar size Pt particle, captured in *in-situ* STEM experiments under adsorbate-free (423 K and 500 Torr N$_2$, Figure 6.6c) and high CO coverage (423 K, 500 Torr 5% CO, Figure 6.6d) conditions (see section 6.3.4). The HAADF-STEM image in Figure 6.6c also shows that the adsorbate-free Pt particle mainly consists of flat {111} and {100} facets, which were stable under N$_2$ environment at 423 K during an elapsed time of 30 minutes. The HAADF-STEM image of the same particle under saturation CO condition, after 10 minutes’ exposure to CO, shows the formation of
a new atomic layer (marked as layer 0) on top of the originally exposed \{100\} facet (marked as layer 1) which is in good agreement with the DFT predicted Wulff constructions shown in Figure 6.6a and b and the simulated HAADF-STEM images derived from the Wulff constructions, Figure 6.6e and f respectively.

![Wulff constructions and STEM images](image)

Figure 6.6. Visual comparison of DFT-calculated and in-situ STEM measurements of facet-specific CO induced Pt nanoparticle surface reconstruction. Wulff constructions of a 9.2 nm Pt particle based on DFT calculated surface free energies for a) bare surfaces, and b) CO saturated surfaces. Both images are tilted slightly off the \(<110>\) zone axis (ZA). The green atoms represent WC Pt atoms, and the blue atoms represent UC Pt edge and corner atoms. The layers to the right are the top 3-4 \{100\} layers of the particle model, with the \(<110>\) zone axis going into the page. Aberration-corrected STEM images of a 9 nm Pt particle taken along the \(<110>\) zone axis c) at 423 K in 500 Torr N\(_2\), and d) at 423 K in 500 Torr of 5% CO in Ar (25 Torr CO). Layers 0 (for (D) only), 1, and 3 are labeled in each image for comparison. Below each image is the intensity analysis for layer 1 of each corresponding image. Each peak corresponds to an atomic column along the \(<110>\) zone axis. Simulated STEM-HAADF image based on layers 0-6 of the \{100\} facets of the e) clean and f) CO saturated 9.2 nm Wulff constructions, along with the corresponding intensity analysis of layer 1 for each particle model. The red lines in each intensity analysis are used to guide the eye.

The results of spectral intensity analysis for the atomic columns in layer 1 of the sample ~9 nm particle are shown below each corresponding image (Figure 6.6a and d). It was observed that the relative intensity of atomic columns near the edges of layer 1 is decreased upon CO adsorption as the slope of the relative intensities moving away from the particle
center becomes sharper (highlighted with red lines). This suggests that layer 0 was formed through the migration of Pt atoms located near the edges of layer 1 in the adsorbate-free condition. Similar intensity analysis was performed using the simulated HAADF-STEM images in Figure 6.6e and f. The analysis of layer 1 in the simulated images of the bare and CO saturated Pt particle, shown below Figure 6.1e and f, exhibit the same loss of intensity near the edges of the layer upon CO adsorption as observed in the experimental images. A similar comparative analysis was performed on layer 0, shown in Figure 6.7, although both analysis showed there are more atoms near the center of the particles, however the results suggest that layer 0 in the experimental measurements is not structured identically to the Wulff construction model.

Figure 6.7. a) Aberration-corrected STEM image of a 9 nm particle at 423 K in an atmosphere of 500 Torr of 5% CO, viewed along the <110> zone axis (same as Figure 6.6c). Below the image is the line scan intensity analysis of layer 0. b) Simulated HAADF-STEM image based on a CO saturated 9.2 nm Pt particle, along with the intensity analysis of layer 0. Both images indicate more atoms in the atomic columns near the center of the particle. The red lines used in the intensity analysis are used to guide the eye.
It has been shown that CO-induced Pt surface reconstruction is a reversible process and it is expected that Pt nanoparticles will regain their original structures open desorption of CO.\textsuperscript{3,27} To observe the reversibility of the reconstruction process in \textit{in-situ} STEM experiments, the cell temperature was increased to 573 K in the CO environment which causes CO to desorb. The HAADF-STEM image of the 9 nm nanoparticle taken after 10 minutes at 573 K, shows that layer 0 has dissolved (Figure 6.8c) and the Pt particle is reverted to the original structure shown in Figure 6.8a (same as Figure 6.6c). The reversible, CO-induced facet selective \{100\} surface reconstruction was also observed for other Pt nanoparticle structures Figure 6.9. However, in this case multiple Pt particles were in close proximity (possibly touching) and the observed \{100\} facet selective reconstruction was more complex due to interference.

![Figure 6.8. Comparison of STEM images of a 9 nm Pt particle under a) 423 K and 500 Torr N\textsubscript{2} environment (same particle as Figure 6.6c), b) 423 K and 500 Torr 5\% CO environment (same particle as Figure 6.6d), and c) 573 K and 500 Torr 5\% CO environment. All images are viewed along the \textlangle 110\textrangle zone axis. a and c do not display any atoms in layer 0.](image)
Although the in-situ HAADF-STEM images provide a direct and atomic scale observation of the CO-induced surface reconstruction of Pt nanoparticles, which are in excellent agreement with our theoretical predictions based on DFT calculations, these experiments have limited special resolution and represent an extremely small sample size. To investigate if the proposed CO-induced reconstruction behavior is prevalent in the entire catalyst sample, we applied a quantitative IR spectroscopy approach that was recently shown to provide a realistic account of sample-averaged information regarding surface active site distribution.\(^{27}\)

Figure 6.10a shows the IR spectra obtained for reduced Pt/\(\alpha\)-Al\(_2\)O\(_3\) catalysts with varied average Pt particle diameter (1.8 ± 0.3 nm, 8.1 ± 6.2 nm and 17 ± 9 nm) in an in-situ IR cell at 298 K and atmospheric pressure, which results in saturation CO coverage with minimal surface reconstruction (for details see section 6.3.6). The observed stretch at 2085-2098 cm\(^{-1}\) was assigned to the collective vibration of linearly bound CO adsorbed on WC Pt sites, and the stretch at 2060-2078 cm\(^{-1}\) was assigned to the collective vibration of linearly bound CO adsorbed on UC Pt sites (Figure 6.10a inset).\(^{33,34}\) The fractions of WC
and UC surface Pt atoms at room temperature, representing the unreconstructed bare Pt nanoparticles, were calculated using the normalized peak areas of each site type in Figure 6.10a. The results provided in Figure 6.11a, are in good agreement with predicted site fractions from DFT based Wulff construction models of bare Pt particles of the same size (Figure 6.11b) and expected fractions from TEM inferred particle sizes coupled with geometric models (Figure 6.11c). This agreement verifies that the quantitative information obtained through our approach is a realistic representation of surface structure of bare Pt particles.

To activate the surface reconstruction of Pt catalysts, the sample was heated up to 363 K in CO environment (see section 6.3.6). Upon heating, the peak corresponding with CO adsorbed on UC Pt sites becomes more defined and grows in intensity as a function of time, ultimately reaching steady state after 10-20 minutes (Figure 6.10a). The increase in UC site concentration at higher temperature is direct evidence of CO-induced Pt surface reconstruction. Thus, the difference in the fraction of WC and UC Pt sites from quantitative IR measurements at 298 and 363 K provides a measure of the amount of reconstruction induced by saturation CO coverage. The change in the fraction of UC Pt atoms were calculated for different particle size samples using IR measurements. The results are compared to the predictions from the adsorbate-free and CO covered DFT-based Wulff construction models as a function of particle size in Figure 6.10b. As seen in Figure 6.10b, the amount of Pt surface reconstruction calculated based on IR measurements and predicted with Wulff construction models are in quantitative agreements and show an increasing
amount of reconstruction as a function of particles size, from ~2% for 2 nm particles, to ~10% for ~15 nm Pt particles.

The excellent agreement between sample-averaged quantitative IR measurements, DFT-based Wulff construction models, and the in-situ STEM measurements, is strong evidence that adsorption of CO at saturation coverage on Pt nanoparticle catalysts induces a facet selective reconstruction of {100} facets into higher index stepped facets and that this behavior is representative of the entire catalyst sample.

Figure 6.10. Quantitative correlation between IR measurements and DFT predictions of CO-induced Pt nanoparticle surface reconstruction. a) IR spectra from a pre-reduced 17 ± 9 nm Pt catalyst in a stream of 1% CO/He at room temperature (black), and held at 363K as a function of time. All spectra are presented in Kubelka Munk (KM) units. The inset shows example linear adsorption geometries of CO on a Pt nanoparticle on WC (green) and UC (blue) atoms, and the assigned vibrational frequencies (vCO). Additional CO molecules are excluded in this illustration for clarity. b) The change (Δ) in fraction of Pt surface atoms existing as UC Pt atoms, caused by CO induced reconstruction, as a function of particle size calculated from the DFT based Wulff construction models, and measured by IR for the three considered catalysts.
6.5. Conclusions

CO induced surface reconstruction of Pt nanoparticles were investigated by correlating atom-resolved direct imaging via in-situ STEM, with a sample-averaged surface structure analysis based on in-situ IR spectroscopy approach and DFT based Wulff-constructions. It was demonstrated that at high CO coverage, Pt nanoparticles undergo a reversible, facet-selective reconstruction where \{100\} facets reconstruct to stepped vicinal surfaces, while \{111\} facets are stable. This is the first example of an atomic scale and quantitative view of adsorbate induced metal nanoparticle surface reconstruction at realistic conditions and the approach introduced here is expected to be useful for identifying the exposed surface structure on various supported metal catalysts under reaction conditions.
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Chapter 7
Conclusions and Future Outlook

7.1. Summary

The overall objective of this dissertation has been to employ fundamental mechanistic insights gained through a combination of computational and analytical methods to predict macroscopic observables associated with catalytic and photocatalytic processes on transition metal surfaces. We were able to identify performance controlling characteristics of transition metals for CO₂ reduction by H₂ through a detailed mechanistic study and developed an analytical approach to systematically identify the performance controlling steps for reactions on transition metals. In a separate study, we developed a novel approach that accurately predicted previously measured wavelength-dependent photocatalytic rates on metals and suggested approaches to control selectivity in photon-driven reactions on metal surfaces. In addition, by combing DFT calculations and in situ characterization methods, we provided a quantitative atomic-scale view of adsorbate induced metal
nanoparticle surface reconstruction at realistic conditions. In this chapter we summarize the main conclusions of the research presented in this dissertation and outline future research directions.

7.2. General Conclusions

In this dissertation quantum chemistry calculations were coupled with numerical and analytical models to obtain fundamental insights into mechanisms of catalytic and photocatalytic processes on transition metal surfaces. We developed models based on DFT calculated parameters to predict (photo)catalytic rates and selectivity trends among transition metals. The predicted catalytic performances were all validated based on experimental measurements. The theoretical models developed here provide atomic scale insights into the mechanisms of (photo)catalytic processes and suggest areas for future research in the design of novel catalysts. The main conclusions derived in this study are explained below.

Based on a thorough mechanistic study of CO$_2$ reduction by H$_2$ over Ru(0001), using DFT calculations and mean field microkinetic modeling, we addressed the important unresolved questions associated with the mechanism of the reaction. Direct CO$_2$ dissociation followed by hydrogenation of CO* to CHO* was identified as the prominent pathway for CH$_4$ production. The microkinetic model successfully predicted experimentally observed trends of surface coverage variations with temperature and reactant partial pressures, as well as CH$_4$ selectivity and rate dependence on feed composition. It was demonstrated through sensitivity analysis that CHO*→CH*+O* is the RLS in CH$_4$ formation, whereas CO* desorption is the RLS for CO production via rWGS.
CHO* dissociation and CO* desorption steps were identified as the selectivity controlling steps.

By further examining the energetics of reaction intermediates associated with the selectivity controlling steps, CHO* dissociation and CO* desorption, we found that variations of binding energies of these intermediates among late transition metal catalysts does not explain experimentally observed differences in selectivity. On the other hand, the tendency of the late transition metals for CH₄ formation was found to correlate well with the affinity of the metals for O* binding. It was shown that depth of catalytic CO₂ reduction by H₂ on late transition metal catalysts is directly related to the catalysts’ oxygen adsorption strength, where weaker oxygen binding metals can only reduce CO₂ mildly to CO, whereas stronger oxygen binding metals reduce CO₂ more deeply to CH₄.

By including intrinsic parametric correlations of the late transition metals in the sensitivity analysis of CO₂ reduction system, we proposed a new analytical approach, called scaled degree of rate control (S-DoRC), to systematically identify the performance controlling steps that are relevant to transition metal catalysts. With S-DoRC approach we were able to analytically obtain identical conclusion to the qualitative conclusions derived above; it demonstrated that CHO* dissociation is much more important than CO* desorption for controlling differences in catalytic performance of different transition metals. With this approach, we are able to guide the sensitivity analysis in the specific direction that is relevant for transition metals and directly identify the parameters that are most influential and tunable across these surfaces.
In Chapter 5 we proposed a theoretical approach to investigate adsorbate specific behavior of substrate-mediated photochemistry processes on metal surfaces by coupling a first-principles based treatment of DIET mechanism with an extended version of the TTM. We specifically focused on three well-studied model reactions on Pt(111) surfaces, CO and NO desorption and O diffusion. The model calculations provided predictions of the time scales, wavelength dependent and temperature dependent behavior of photon induced reactions on metal surfaces in qualitatively good agreement with experimentally observed trends. The calculated probabilities of photo-induced reactions show significant dissimilarities in the efficiency of electron coupling with the resonant states of the three reaction systems, which is related to differences in the shape of unpopulated resonance states and PESs of the associated reactions. It was found that dissimilarities in the PES and resonance shapes of the three reaction systems caused unique temperature and wavelength dependent behavior in the systems, displaying significant adsorbate specificity. It is suggested that driving photocatalytic reactions on metal surfaces with a targeted wavelength and at an optimal temperature may provide increased control of reaction selectivity on metal catalyst surfaces.

In the last part of this dissertation we investigated the process of CO-induced reconstruction of Pt nanoparticle catalysts, with the use of extensive DFT calculations and Wulff construction modeling. By correlating atom-resolved imaging via in-situ scanning transmission electron microscopy (STEM), with in-situ quantitative, site-specific infrared (IR) spectroscopy and DFT based Wulff-constructions we demonstrated that at high CO coverage, Pt nanoparticles undergo a facet selective reconstruction where (100) facets
reconstruct to stepped vicinal surfaces, while (111) facets are stable. The quantitative understanding of the Pt surface reconstruction under high CO coverage is very important for the design of catalytic converters. Furthermore, we demonstrated the effectiveness of the combined characterization methods (in-site STEM and IR) with DFT calculations, by providing the first example of an atomic scale and quantitative view of adsorbate induced metal nanoparticle surface reconstruction at realistic conditions.

As a summary, we demonstrated the predictive power of first-principles based modeling with three distinct examples; We showed that DFT-based microkinetic models provide valuable insight into the mechanism of complex catalytic reactions which is crucial to the development of efficient catalytic materials. With a combination of DFT calculations and quantum mechanical approaches we were able to predict the adsorbate specific behavior of photocatalytic systems; which open up pathways to selectivity driving reactions on metal surfaces solar energy. Also, we demonstrated how DFT calculations can complement experimental methods to provide atomic scale, quantitative view of adsorbate-surface interactions under realistic reaction conditions, which is valuable information for the design of catalytic processes.

7.3. Outlook on Future Research

The main focus of this dissertation was to develop models that can accurately predict macroscopic observables associated with catalytic and photocatalytic processes from first-principles. A natural extension to this work would be to improve the accuracy of the developed models by incorporation of more sophisticated theoretical approaches and
realistic approximations. Here some future potential directions of research in each study is discussed.

A major shortcoming of mean-field microkinetic models as employed in Chapter 3, is the exclusion of surface coverage effects in the calculation of reaction energies, which impacts the calculated surface coverage and consequently the predicted kinetic parameters of the reaction.\textsuperscript{1} A rigorous study to include the correct coverage dependent surface kinetic would require kinetic Monte Carlo (kMC) simulations which involves numerous DFT calculations to account for various adsorbate configurations and is computationally expensive.\textsuperscript{2} A more feasible approach that can be incorporated into our microkinetic model, is to derive correlations for calculating adsorption energies of reaction intermediates as a function of their surface coverage. These correlations can be derived by fitting adsorption energy data, calculated at different surface coverage of adsorbates, into a linear correlation.\textsuperscript{1,2}

The S-DoRC approach proposed in Chapter 4, was validated by demonstrating its application to a relatively simple reaction system, CO\textsubscript{2} reduction by H\textsubscript{2}, where only two of the involved elementary steps had shown significant impact on the reaction rates and selectivity. We expect that this analysis will have a more significant influence on more complex reactions where multiple elementary steps control the kinetics. An important and necessary extension to this study is to demonstrate the application of the methodology to multiple more complex reaction systems.

In Chapter 5, an approach was developed to model substrate-mediated photocatalytic processes on metals. The model predicts wavelength dependent trends of QYs that agree
reasonably well with the experimental data for CO and NO desorption and O diffusion on Pt(111) surfaces. However, quantitative comparison of the results with the experimental data shows an overestimation of QY dependence on wavelength, specifically at lower wavelength photon excitations for CO desorption system which is attributed to an overestimation of primary electron distribution at higher energy levels that are in resonance with CO adsorbate unpopulated state. There are a few of possible routes to improve the electron thermalization model as described below:

(i) In our approach to model the dynamic electronic structure in the metal we assume direct conversion of primary excitations into thermalized FD electronic distribution. In reality, multiple new excitations typically occur during this conversion process, which will result in a redistribution of excited electrons to lower energy levels. In addition, the electron-electron scattering relaxation channel is not taken into consideration for FD thermalized electrons. These can be included more rigorously in our model by utilizing a more sophisticated thermalization model for the temporally evolving metal electronic structure where the entire thermalization process (rather than immediate conversion of primary excitations into an FD distribution) is considered. We plan to use Boltzman Transport equation which has been shown to describe the kinetics of charge carrier excitation and energy redistribution accurately. In this approach thermalized electron distribution is not separated from the primary excitations and a single electron distribution is followed temporally.

(ii) Although Fermi-Liquid theory captures the basic features of hot-electron lifetimes, for real metals the more complex band structure is expected to have a decisive influence.
First-principles based computational approaches such as DFT band-structure calculations and \( \text{G}_0\text{W}_0 \) approximation, allow accurate calculation of characteristic lifetimes for different materials, which are computationally expensive and time consuming.\(^4,5\) We propose simple approaches to incorporate metal specific corrections into our model which we expect to diminish the deviations of calculated wavelength dependencies from the experimentally observed trends. For example, Pt exhibits DOS near \( \epsilon_F \) that is not flat (as considered here) and also exhibits time dependent electron cooling behavior that deviates from Fermi-Liquid theory.\(^4\) The real DOS of metals can easily be included in our modeling approach. This will alter the probabilities of photo-induced electronic transitions which we will incorporate in the calculation of initial distribution of primary excited charge carriers. An easy approach to include metal specific electron cooling behavior into our model is to use existing data from \( \text{G}_0\text{W}_0 \) calculations and numerical interpolation methods to define metal specific functions for electron scattering relaxation time.

(iii) The effect of nanometer size confinement of the Pt metal on the photo-induced processes is only included in our model through the assumption of a spatially homogenous charge carrier distribution in the system and the spatial isolation of photon absorption events. However, it has been demonstrated that the particle size reduction enhances the electron-electron interaction and scattering rates.\(^3\) These effects can be incorporated into the model by use of size dependent characteristic times of electron-electron and electron-phonon scattering processes and would be expected to impact intricacies of the resulting wavelength dependent QY’s and potentially reaction time scales.
In Chapter 6 we demonstrated the DFT calculations combined with in-situ STEM and in-situ IR are powerful set of characterization tools that can provide detailed quantitative information reconstruction of supported metal catalysts that are driven by reaction conditions. An obvious and promising extension to this study is to use these characterization tools to investigate other important catalytic processes involving metal nanoparticles such as CO$_2$-induced reconstruction of Cu and Ru based catalysts which are involved in many important industrial processes (for example Water gas shift, Fischer Tropsch and methanol synthesis). In addition, these techniques can be used to gain understanding of metal-support interaction and the role this interaction play in the reconstruction of catalytic surfaces. The detailed knowledge catalyst surface structures and how they change under reaction conditions will guide the design of better catalysts for these processes.
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