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The efficiency of modern video compression is largely a result of motion-compensated prediction (MCP) that exploits temporal correlation in the signal. Multiple reference frames for MCP improve compression efficiency and error resilience and require new paradigms in (a) reference frame selection, (b) bit rate allocation among the frames, (c) application to scalable video codecs, and (d) delay requirements of these codecs. We study all four of these aspects in this dissertation.

A dual-frame video coder employs two past reference frames (one short-term frame and one long-term frame available for prediction) for MCP. Dual-frame video codecs benefit greatly from near-optimal intra/inter mode switching within a rate-distortion framework. We show that such a scheme improves the error resilience of the
coder. We improve the mode-switching algorithm with the use of half-pel motion vectors. Furthermore, we investigate the effect of feedback in making more efficient mode-switching decisions.

In previous work, it was shown that uneven assignment of quality to frames, to create high-quality (HQ) long-term reference frames, can enhance the performance of a dual-frame encoder. Here, we demonstrate the performance advantages of optimal mode selection among such HQ frames for video transmission over noisy channels.

We investigate dual frame prediction for both base and enhancement layers of an SNR scalable video coder, with pulsed quality allocation in the base layer. Furthermore, a per-pixel drift estimation algorithm is introduced, where the encoder estimates the potential drift at the enhancement layer recursively and chooses coding modes accordingly.

Real-time video applications require tight bounds on end-to-end delay. Hierarchical bi-directional prediction requires buffering in the encoder input and output. Dual frame prediction with pulsed quality requires buffering at the encoder output. Both codecs involve uneven bit rate allocation that affects the encoder and decoder buffering requirements. We derive an efficient rate allocation for hierarchical B-pictures, and investigate the trade-off between delay and compression efficiency. Furthermore, we discuss the effect of the temporal prediction distance and prediction branch truncation.
Chapter I

Introduction

I.A Video Coding

Video communication is characterized by the huge amount of input data. A typical standard definition (SD) television (TV) channel has spatial resolution of $720 \times 480$ pixels, three color components (RGB), 8 bits per component, and is shown at 30 frames per second. The required transmission rate is 31 megabytes per second (248 megabits per second). Given that multiple (tens or even hundreds of) channels have to be accommodated simultaneously, compression is needed to reduce the number of transmitted bits. Widely-used lossy video compression sacrifices signal fidelity, while preserving visual quality.

Initially reserved for niche applications such as video-conferencing, and constrained to corporate and research use, digital video compression was used in the Video CD (VCD) through the ISO/IEC MPEG-1 digital video compression standard in 1986 (MPEG stands for Motion Picture Experts Group). The VCD used a spatial resolution
of $352 \times 240$ pixels, almost comparable to that of the analog VHS tape. Furthermore, a single VCD could not hold more than 60 minutes of video. Widespread home use took hold in 1996, when the Digital Video Disk (DVD) with MPEG-2 compression was introduced. The move from the 650-megabyte VCD to the 8-gigabyte DVD enabled a four-fold increase in spatial resolution, at $720 \times 480$ pixels, the ability to fit over 120 minutes of content in a single disk, as well as the addition of high fidelity multi-channel digital sound.

The mandated transition of terrestrial and satellite TV to High Definition Television (HDTV) is a recent development. There are currently two widely used HDTV resolution formats: “720p” that refers to $1280 \times 720$ spatial resolution with progressive scan, and “1080i” that refers to $1920 \times 1080$ spatial resolution with interlaced scan. Progressive scan denotes display of the video in raster-scan order on an entire frame basis. In interlaced scan, each frame is split into even and odd line fields and each field is displayed successively. MPEG-2 was the first standard to add support for efficient interlaced coding and is still used extensively for digital HDTV broadcast. However, the almost six-fold jump in data size motivated new research.

The first attempt to improve upon MPEG-2 was the ISO/IEC MPEG-4 Part 2 standard [2] which, although finalized in 2000, was not significantly deployed either in digital TV broadcast or video content packaged media. Even though it gained fame as the MP3 of video through the XviD and DivX codecs, its performance for HDTV scenarios was still found inadequate. As a result, a new standard, called H.264 (by ITU-T) [3] and MPEG-4 Part 10 AVC (by ISO/IEC), was developed that achieves the
same reconstruction Peak Signal-to-Noise Ratio as MPEG-2 at less than half the bit rate requirements. We next discuss how video compression is achieved.

I.A.1 Intra-Frame Coding

The simplest form of video coding is intra-frame coding. In this arrangement, the current frame is encoded independently of previous and future frames. One such practical example is Motion JPEG (MJPEG) which is widely used in modern digital cameras. It consists of using a JPEG image coder on each incoming frame. Each frame is encoded as an independent image.

In short, JPEG operates as follows: (a) calculates the Discrete Cosine Transform (DCT) for each $8 \times 8$ pixel block, (b) quantizes (rounds off) the DCT coefficients given some Quantization Parameter (QP), which scales a quantization matrix applied to the $8 \times 8$ block DCT coefficients, (c) scans the quantized block DCT coefficients in a zig-zag order (meant to maximize the chance of consecutive zeros) and encodes the resulting runs of zeros, and levels, using a Variable Length Code (VLC) table. This type of entropy coding is called Run-Length Coding (RLC).

Intra-frame coding is computationally efficient and allows random access to every frame in the sequence. Furthermore, it is robust to errors: an error in a frame only affects that particular frame, since temporal prediction is not used. However, all the above are gained at a substantial cost in compression efficiency. The reason is that intra-frame coding does not exploit the high temporal correlation inherent in image sequences. Inter-frame video coders exploit this correlation.
I.A.2 Inter-Frame Coding: Motion Compensation

Two frames of an artificial video sequence are shown in Fig. I.1(a). To compress these two frames, one can encode them independently using a still image coder such as JPEG as discussed above. The two pictures are similar (temporally correlated), hence more compression can be obtained if we use the previous frame in some way to help with the coding of the current frame. One way to do this is to encode the difference between the two frames (i.e., subtract the previous frame from the current frame and encode that difference) rather than the current frame itself. In this case, the entire previous frame is called the prediction of the current frame.

This technique is shown in the first row of Fig. I.1(b). For sequences with little motion this technique ought to perform well; the difference between two similar frames is mostly zero, and is highly compressible. In Fig. I.1(a) for example, most of the ground and the bottom part of the tree on the right will be highly compressed since the difference for these areas will be zero. However the clouds have moved from one frame to the next, so the difference in those parts is non-zero, and will require many bits to represent. The key to achieving further compression is to compensate for this motion, by forming a better prediction of the current frame. This process of motion-compensated prediction of the current frame, and subsequent compression of the difference between the actual and predicted frames, is often called hybrid coding, and it forms the core of all MPEG-derived video compression standards.

When a camera pans or zooms, this causes global motion, meaning that all pixels in the frame (or almost all pixels) are apparently in motion in some related way,
Figure I.1: Motion Compensated Prediction. (a) The previous and the current frame of the video sequence. (b) The top row shows the prediction which is the unaltered previous frame and the resulting difference image that has to be coded. The bottom row shows the equivalent prediction and error image for motion compensated prediction. The reduction of the error is apparent.
differing from the values they had in the previous frame. When the camera is stationary but objects in the scene move, this is called local motion. To compensate for local motion, a frame is typically subdivided into smaller blocks of pixels, in which motion is assumed to consist of uniform translation.

In block-based motion-compensated prediction (MCP), for each block in the current frame, a motion vector (MV) can be transmitted to the decoder to indicate which block in the previous frame is the best match block for the given block in the current frame, and therefore forms the best prediction of it. The MV points from the origin (top-left corner) of the current block to the origin of its best match block in the previous frame. MVs are essentially addresses of the best match blocks in the previous frame. If the MV is \((0, 0)\), then the best match block is the co-located block, the one with the same spatial coordinates.

As Fig. I.1(b) shows, the upper right cloud in the current frame is successfully compensated with a block in the previous frame with a non-zero MV. The block on the tree finds its best match with the \((0, 0)\) MV. The MVs are determined by doing motion search, also known as motion estimation (ME), in the previous frame. Assuming a search range of \([-16, +16]\) pixels for each spatial (horizontal and vertical) component, \((2 \times 16 + 1)^2 = 1089\) potential best match blocks can be referenced and have to be evaluated. The MV \(v\), that minimizes either the sum of absolute differences (SAD) or the mean squared error (MSE) between the block in the current frame and the block in the previous frame that is referenced by \(v\), is selected and transmitted.

To form the motion-compensated prediction frame for the current frame, the
blocks that are addressed through the MVs are copied from their original spatial location to the location of the block in the current frame, as shown in Fig. I.1(b). This is subsequently subtracted from the current frame to yield the motion-compensated difference frame. Obviously, if the motion-compensated prediction frame is very similar to the current frame, then the difference frame will have most pixels close to zero, and hence be easier to compress, compared to doing MJPEG or direct subtraction of the previous frame. The difference information is typically transmitted to the decoder by transforming it using DCT, rounding off the coefficients to some desired level of accuracy (a process called quantization) and sending unique variable-length codewords to represent these rounded-off coefficients. Along with this difference information, the MVs are transmitted to the decoder, requiring some additional bit rate of their own. Still, the rate requirements are much less than without the use of MCP for video content with realistic temporal correlation.

The decoder uses the MVs to obtain the motion compensated prediction of the current frame from the previous frame, which has already been decoded. Then, the decoded difference frame is added to the motion-compensated prediction to yield the current decoded frame. This frame however will not be identical to the original one, because of the quantization used on the difference frame. MCP for a block is also known as inter-coding since inter-frame redundancy is used to achieve compression. In general, inter coding enables higher compression ratios but is less error resilient than intra coding. Video frames that use exclusively intra-coding to encode all blocks are called I-Frames, while frames that allow the use of either intra- or inter-coding are known as
P-Frames. P-frames have been traditionally constrained to reference past frames. Finally, B-Frames/Pictures allow bidirectional prediction from past and future frames in addition to intra- or inter-coding.

Block-based MCP traditionally made use of the previous frame to search for prediction blocks for the current frame. But the search does not have to be limited to the previous frame alone.

I.A.3 Multiple Reference Frames for Motion Compensation

Multiple-frame motion-compensated prediction has recently found its way into the new H.264/AVC video coding standard. Devised mainly for increasing compression efficiency, it exhibits other useful properties such as enhanced error resilience. We consider multiple frame prediction (MFP) where the current block is predicted from multiple reconstructed frames.

A multiple frame predictor with $N$ reference frames as shown in Fig. I.2, requires in general $N$ times the computational and memory complexity of a standard single-frame prediction scheme. Background information spanning a large temporal space is available. This is illustrated in Fig. I.2, where the macroblock in frame $n$ (the current frame to be encoded) that contains the tree trunk is unable to find a suitable reference block in frame $n - 1$, since the trunk has been occluded. A good match, however, is available in frame $n - 6$. Compared to predicting from the previous frame alone, we now need a way to signal to the decoder which reference frame has to be used to reconstruct each block. Assuming we have access to $N$ buffered reconstructed frames
Figure I.2: Multiple Frame Motion-Compensated Prediction. The availability of multiple reference frames improves motion compensation by providing good matches even when occlusion is temporarily present.

We need to transmit $\lceil \log_2 N \rceil$ bits per block to signal the decoder.

Methods for multiple frame prediction can be categorized according to how many reference frames they employ and which ones. We use the term MFP to denote schemes where the reference frames are actual reconstructed frames, and the term background coding to denote schemes where one or more of the reference frames is a synthetic one that is constructed to resemble the image background.

For MFP, we first consider methods that use more than one reference frame within a causal sliding window of past frames, including the previous frame. Such a system with three references would predict frame $n$ from frames $n-1$, $n-2$, and $n-3$. An advantage of this arrangement is the simplicity of its implementation with a First-In First-Out (FIFO) frame buffer. These are termed sliding-window methods.

The second category includes methods where the additional references consist of frames back in the past, say frame $n-N$, where $N > 1$, intended to capture long-term
Figure I.3: A Long-Term/Short-Term Frame Memory Scheme. The best match block is located either in the previous frame or in a long-term frame memory that stores an older frame that is not necessarily the one previous to the short-term frame, or finally, can be a linear combination (multihypothesis) of both.

video content. These are termed long-term methods. The previous frame is buffered in the Short Term Frame Memory (STFM), and the long-term frame in the Long-Term Frame Memory (LTFM), which is periodically updated. Suppose we are currently encoding frame \( n \), and suppose the LTFM, which gets updated every \( N \) frames, has just been updated to be frame \( n - 2 \). Frame \( n \) will now reference frames \( n - 1 \) and \( n - 2 \). Then, frame \( n + 1 \) will predict from frames \( n \) and \( n - 2 \). Thus, frame \( n - 2 \) will continue to be buffered until frame \( n + N \) is the current frame where the LTFM will be flashed with frame \( n + N - 2 \). Fig. I.3 depicts this scheme.
Why Do Multiple Reference Frames Make Sense for Compression?

Often cited [4, 5] reasons for the improved compression performance of MFP over single-frame prediction (SFP), many of which are also valid for background coding, can be summarized as follows:

1. Periodic occurrence of motion. Useful instances of the same object could exist in some past frame.

2. Uncovered background. Moving objects occlude parts of the background not available in the previous frame. However, due to motion, that part may be uncovered in some frame farther back in the past.

3. Alternating camera scenes due to camera (global) periodic movement, such as camera shaking, where a frame farther back in the past could easily be a much better prediction of the current frame than the immediate previous one.

4. Sampling grid. In past frames we often have access to versions of the current frame that correspond to arbitrary fractional pixel displacements, which cannot be obtained by traditional fractional pixel motion compensation.

5. Lighting and shadow changes. Small (periodic) variations of the global luminance can render the previous frame of little use as a prediction reference. At the same time moving objects cast shadows on other objects or the background with the same undesirable effect.

6. Noise introduced in the signal due to camera distortion, or environmental factors.

In summary, the extension of the block codebook alphabet with additional frames/blocks is the primary reason behind the increased performance of multiple frames,
Figure I.4: Error Resilience for a Motion-Compensated Video Codec. The large arrows denote motion-compensated prediction. Blocks on the left of an arrow are prediction references of blocks on the right. (a) The last seven blocks in the current frame are all decoded correctly because all of the blocks across frames 0, 1, 2, and 3 were decoded correctly. (b) The loss of a single block in frame 1 corrupts all blocks referencing it in frame 2 and the error propagates until everything in its path has been corrupted.

as first pointed out in [6] and [7]. More choices from which to choose can increase the probability for a better match. Still, even if infinite memory and computational resources are available, the bit rate overhead required to index the reference frame would grow prohibitively large. Hence there is a point of diminishing returns.

Multiple Frames for Error Resilience

In hybrid video coding, error corruption in one frame can propagate to subsequent frames via motion compensated prediction. This is illustrated in Fig. I.4. The dark squares denote corrupted blocks.

Multiple reference frames reduce the error probability for a decoded frame transmitted over an error-prone channel. The intuition behind this is illustrated in Fig. I.5.

Hence multiple references help not only in compression but also in error resilience. In general, the main issues in multiple frame prediction are (a) the type and number of reference frames, and (b) the criterion used to select the reference frame. We
Figure I.5: Error Resilience for a Multiple-Frame Motion-Compensated Video Codec. (a) Multiple arbitrary prediction paths are created since there is no restriction as to which frame each block references. (b) The loss of a single block again causes error propagation, but in this case it is easier to contain it, and blocks in frames 2 and 4 survive unharmed. The “domino effect” we witnessed in the case of traditional single-frame MCP is avoided now.

now provide a quick overview on the development of these techniques.

I.A.4 Background Prediction Literature

Chronologically, MFP received attention after the development of background coding methods. The high computational cost associated with motion estimation and the high procurement cost of computer hardware imposed computational and memory constraints that favored prediction from at most two reference frames; the previous and some kind of background frame.

During the mid 1980’s, video compression was aimed at video-conferencing, often at speeds as low as 28kbps. Researchers were hard pressed to make every transmitted bit count. Video-conferencing consists of people talking in front of a quite static background (an office, a blackboard, etc.). Small gestures and movements can temporarily occlude parts of the background, but these are often uncovered again later on. This problem could be fixed by using not only the previous frame for reference blocks, but
using as well a secondary background memory that stored content deemed to be static.

Most of the techniques update small portions of the background frame, which can be either macroblocks, blocks or single pixels. The first known work in this genre attempted to identify background/object pixels [8]. If the difference between the pixel in the current frame and the one in the previous frame was below a threshold, the pixel was classified as background, and the corresponding background memory pixel was updated. A more complex approach followed in [9], that made use of image segmentation. In [10], the background detection was accomplished by counting the number of times a pixel is unchanged between two frames. Compared to [8], information from more than one frame is thus used to decide whether the current pixel is static or not. An evolution of the updating algorithm of [10] appeared in [11]; here the pixel is considered unchanged if the Sum of Absolute Differences (SAD) for a square neighborhood around the pixel in the current and previous frame is below a threshold. A similar change detector was later employed in [12].

A novel element to this approach appeared in [13], where the authors buffered a map of the quantization parameter (QP) that was used to encode each pixel. A low value of QP means the information is rounded off with great accuracy, whereas a high value of QP means that a coarse approximation was done in the compression of that information. The goal was to refresh the background memory with high quality pixel values.

Vector quantization (VQ) was used to select, buffer, and remove the frame elements (blocks) in [7] within a so-called image library. Image blocks were fed to a Linde-
Buzo-Gray VQ design algorithm, which merged the functions of obtaining and removing the no-longer needed image blocks. In contrast, the selection of relevant blocks in [14] was done by satisfying a SAD-based criterion of frame coherence, while the removal of irrelevant blocks from the memory used a FIFO scheme where blocks with the lowest priority were removed first. Both selection and removal algorithms used reconstructed frames and hence the decoder was able to replicate the encoder’s operation without the need to explicitly transmit the library as in [7].

**Multiple Reference Frames for Compression**

Block-based MFP uses either a sliding-window or a long-term frame arrangement. The first study [6] used up to eight past frames. It was shown that the MSE of the prediction error is lower compared to prediction solely from the previous frame. An actual video coder with MFP was then presented in [15], where up to fifty past frames were used for prediction by modifying a H.263 video codec.

Long-term methods were initially devised to keep the computational and memory complexity low and enable an easier theoretical formulation and efficiency analysis. The first such example used just two reference frames for prediction [16] and is shown in Fig. I.3. A similar scheme was employed in [17], while in [18] every \( N \)-th frame is coded at a somewhat higher bit rate.

Different approaches were adopted to select the best match block. In [6] the best match was selected by minimizing the SAD. Similarly in [16, 18] the best inter match block was selected by minimizing the SAD prediction error, while the decision
to use inter or intra was made by selecting the mode with the lowest SAD, by slightly biasing against intra.

In [15], rate-constrained motion estimation was applied to select the MV and the temporal reference by minimizing the rate-distortion (RD) Lagrangian Cost. In the framework of Lagrangian Minimization, the cost $J = D + \lambda R$ is the sum of the distortion measure $D$ associated with a coding decision and the estimated or actual bit rate $R$ required to encode according to that decision. The rate is multiplied by the Lagrangian multiplier $\lambda$ which seeks to optimize the selection. In this particular case $J$ is comprised of the MV (including the temporal reference) coding cost and the resulting MSE distortion. A further RD cost minimization is then used to select the coding mode. In contrast, this dissertation (Chapter II) employed RD optimization for joint mode and reference frame selection, but not for the spatial MV as in the two-step RD selection scheme of [15].

**Multiple Reference Frames for Error Resilience: Block-Based**

Compared to using MFP for improving compression efficiency, where the number and type of frames is important, in the error resilience case, the critical part is the reference frame selection. Here we investigate cases where each block in a frame uses a different temporal reference.

Multiple ($N > 2$) frames were used as references in [19, 20, 21, 22]. Deciding which frame to use as reference has to take into account error resilience. The decision is a trade-off between error resilience and compression efficiency, and is solved with rate-
distortion techniques in [19]. The distortion calculation becomes now an estimation problem as potential corruption is modeled probabilistically to obtain an estimate of the resulting distortion. Different approaches have been proposed on how to estimate the distortion due to errors.

Branches of an event tree were employed to model error propagation in [19]. Each tree leaf represents a single event, i.e. “first frame received and second frame lost”. To limit complexity since modeling the $n$-th frame’s distortion requires a $2^n$-leaf tree, the tree was pruned in [19]. However, if the status of a transmitted frame is known, the event tree can be reinitialized with that decoded frame as its root. Hence assuming a feedback delay of $d \ll n$ frames, the tree will now have $2^d$ leaves.

In [19, 15], first the reference frame is determined per block with rate-constrained motion estimation, and then the coding mode with another RD decision. A simpler scheme was employed for reference frame selection in [20], where the frame minimizing the SAD metric over all reference frames is selected.

In a very different approach, presented in [21] and [22], multiple frames were buffered but the decision which to use was controlled by feedback signals. Reference frame selection was avoided in [23], where periodic key frames (either I or P-pictures) were afforded forward error correction (FEC) to selectively improve error resilience, and it was proposed that periodic key P-pictures employ long-term MCP to predict exclusively from previous key pictures. The regular P-frames (without FEC) were constrained to only reference frames as old as their past key picture, creating thus a separate prediction path that increased error resilience.
Valuable theoretical insight into the error resilience of multiple frame prediction schemes is given in [20], which first proved using Markov chains that MFP reduces the error probability for a decoded frame transmitted over an error-prone channel. Intuition, as in Fig. 1.5, also pointed to that conclusion.

**Multiple Reference Frames for Error Resilience: Frame-Based**

Here the reference frame is selected on a frame basis. The first application was video transmission over multiple network paths, whose error statistics may vary. Two separate transmission paths were investigated in [24, 25, 26, 27]. Frames transmitted along one path could reference frames transmitted along the other in [27, 26]. In [25], however, the predictor was constrained to only reference frames sent along the same path. Two important decisions have to be reached: from which reference frame to predict the current frame, and along which path to send it.

Both [25] and [26] make use of feedback, in contrast to [27]. The reference selection scheme proposed in [24] is extended in [25] to employ path diversity for streaming applications, adopting the former’s RD-optimized decision scheme as well as a distortion estimator. The use of feedback was critical though in [26] in allowing prediction from frames in different paths. The strategy employed was to use the last frame that is believed to be reliable.

A new technique for reference picture selection was proposed in [27] which also avoided the use of feedback. Dynamic programming was used to solve the problem with the help of graphs that described potential reference frame selections. Furthermore,
the authors did not seek to minimize the expected distortion (PSNR) of the reconstructed frames, rather the goal was to optimize the number of correctly received frames.

I.B Motivation

Multiple frame prediction is beneficial both for compression efficiency as well as for error resilience. To design a good multiple reference frame predictor, there are two critical parts: (a) the type and number of the multiple reference frames, and (b) the decision mechanism that selects the reference frame. For example, different criteria have to be employed when the goal is compression efficiency compared to criteria for error resilience.

We thus investigate optimal reference frame and coding mode decision algorithms for the case of bit stream error resilience. Furthermore, the use of long-term reference frames changes the individual significance of each frame. In traditional MCP from the previous frame, assuming roughly equal entropy among frames, all frames will require approximately the same bit rate. For long-term frames, that are referenced for quite a long time after they are displayed, this rate allocation model may no longer be good. We investigate this problem.

Most MPEG-derived codecs are fixed rate coders. Fixed rate coders produce a bit stream that has to be available in its entirety to be decoded successfully. Otherwise decoding fails outright or serious visual errors are introduced. Fixed-rate coders benefit from near-optimal rate-distortion performance. Another category of coders, called SNR scalable coders, exhibits the highly desirable characteristic of producing an embedded
bit stream. An embedded bit stream can be truncated at almost any point and still enable successful decoding of the encoded image sequence, albeit at a lower fidelity, without introducing errors. We intend to investigate the use of multiple reference frames in scalable video codecs. A special case of scalable codecs suffers from drift. We also address this issue.

Last, we intend to take a closer look at the influence of multiple reference frames on delay. For example, in the proposed case of long-term frame prediction, the long-term frame is afforded more bit rate compared to the rest of the frames, and this causes an increase in delay. We are thus motivated to explore this trade-off of compression efficiency for delay.

I.C Thesis Outline

In Chapter II, a dual-frame video coder employs two past reference frames (one short-term frame and one long-term frame available for prediction) for MCP. Dual-frame video codecs benefit greatly from near-optimal intra/inter mode switching within a rate-distortion framework. We show that using a dual-frame buffer together with intra/inter mode switching improves the compression performance of the coder. We improve the mode-switching algorithm with the use of half-pel motion vectors. In addition, we investigate the effect of feedback in making more informed and effective mode-switching decisions.

In Chapter III, we investigate pulsed-quality for long-term frames. The dual-frame encoder can have advantages both in distortion-rate performance and in error
resilience. In previous work, it was shown that uneven assignment of quality to frames, to create high-quality (HQ) long-term reference frames, can enhance the performance of a dual-frame encoder. Here, we demonstrate the performance advantages of optimal mode selection among HQ frames for video transmission over noisy channels.

In Chapter IV, we investigate dual frame prediction for both base and enhancement layer of an SNR scalable video coder, with pulsed quality allocation in the base layer. In addition, we address the problem of enhancement layer drift estimation. An optimal per-pixel drift estimation algorithm is introduced. The encoder recursively estimates the potential drift and chooses coding modes accordingly.

In Chapter V, we treat delay. Real-time video applications require tight bounds on end-to-end delay. Hierarchical bi-directional prediction requires buffering frames in the encoder input and output buffer. Dual frame prediction with pulsed quality requires buffering at the encoder output. Both codecs involve uneven bit rate allocation that affects the encoder and decoder buffering requirements. We derive an efficient rate allocation for hierarchical B-pictures. In addition, we discuss the effect of the temporal prediction distance, and delay trade-offs for prediction branch truncation. Finally, we investigate the trade-off between delay and compression efficiency.

In the Conclusions section, we enumerate our contributions in this dissertation for each individual chapter, and discuss open problems and potential future work. We note that partial conclusions are also given at the end of each individual chapter.
Chapter II

Video Compression for Lossy Packet Networks with Mode Switching and a Dual Frame Buffer

Packet-switched networks have become ubiquitous and form the backbone of the Internet. These networks have been designed with delivery of data in mind [28]. Thus, protocols such as TCP provide guaranteed transmission of packets but are not well suited for real-time delivery of streaming video content [29]. UDP on the other hand is widely used for streaming video through higher level protocols such as RTP. Due to time constraints imposed by real-time operation, it is not feasible to retransmit packets which were lost due to network congestion or buffer overflows. Consequently, packet losses can severely corrupt an unprotected bitstream. The transmitted bitstream has to be organized so as to minimize corruption and error propagation due to dropped
packets. Error resilience can be improved in two ways: (a) with the use of MFP, and (b) the intelligent selection of intra or inter coding for each block.

Rate-distortion based techniques for optimal coding mode selection were studied in [30], [31], [32], [33] and [34]. For the case of error resilience, one seeks to estimate the resulting distortion due to potential packet drops. A novel algorithm for calculating estimated distortion due to packet losses was introduced in [35] and will be described in Section II.A. Robust video transmission was studied in [36], [37] and [19]. In [19], long-term memory motion-compensated prediction was used, and distortion due to error propagation was modeled as a tree where each leaf represented different decoded versions of the same frame. The final computationally tractable model that was adopted by the authors used only three branches, reducing the accuracy of the model. Feedback performance was also investigated. In [38], \( K \) encoder/decoder pairs were simulated under \( K \) different error patterns to model potential errors. However, even for \( K = 30 \) that was used, convergence was not guaranteed and the distortion estimation algorithm exhibits \( O(K) \) complexity.

In this chapter, we show how using a dual frame buffer together with an algorithm for intra/inter mode switching decisions can lead to improved compression performance. We first examine performance assuming no feedback is present, and then we experiment with a more refined updating that takes into account feedback signals to effectively synchronize the long-term frame buffers of both the encoder and decoder.

The chapter is organized as follows. In Section II.A we review the ROPE algorithm [35] for distortion estimation. In Section II.B, we show how this algorithm
can be used in the context of a dual frame buffer. The use of half-pel motion vectors is covered in Section II.C. Results in the absence of feedback are presented in Section II.D. In Section II.E we describe the feedback extensions, with experimental results given in Section II.F. Complexity is analyzed in Section II.G. Finally, conclusions are drawn in Section II.H.

II.A ROPE Algorithm

Recent attempts to switch coding modes according to error robustness criteria can be found in [39], [37], [38] and [35]. Our work makes use of the Recursive Optimal per-Pixel Estimate (ROPE) algorithm [35] which provides distortion estimates, which are then used for mode decision in hybrid video coders operating over packet erasure channels. In general, inter-mode achieves higher compression efficiency than intra-mode, at the cost of potentially severe error propagation. A single error in a past frame may corrupt all subsequent frames if inter-coding is used repeatedly. This error propagation can only be stopped by transmitting and successfully receiving an intra-coded macroblock. The problem that arises is how to optimally select between intra- and inter-coding for each macroblock, such that both error resilience and coding efficiency are achieved.

We assume that the video bitstream is transmitted over a packet erasure channel (lossy packet network). Each frame is partitioned into Groups Of Blocks (GOB). Each GOB contains a single horizontal slice of macroblocks (MBs) and is transmitted as a single packet. Each packet can be independently received and decoded, due to
resynchronization markers. Thus, loss of a single packet wipes out one slice of MBs, but keeps the rest of the frame unharmed.

Let $p$ be the probability of packet erasure, which is also the erasure probability for each single pixel. When the erasure is detected by the decoder, error concealment is applied [40], [41]. The decoder replaces the lost macroblock by one from the previous frame, using as motion vector (MV) the median of the MVs of the three closest macroblocks in the GOB above the lost one. If the GOB above has also been lost (or the 3 nearest MBs were all intra-coded and therefore have no motion vectors), then the all-zero $(0, 0)$ MV is used, and the lost macroblock is replaced with the co-located one from the previous frame.

We will now summarize the ROPE algorithm [35] in some detail as these equations will prove useful in elaborating our proposed method. Within this section we make use of the notation and equations from [35]. Frame $n$ of the original video signal is denoted $f_n$, which is compressed and reconstructed at the encoder as $\hat{f}_n$. The decoded (and possibly error-concealed) reconstruction of frame $n$ at the receiver is denoted by $\tilde{f}_n$. The encoder does not know $\tilde{f}_n$, and treats it as a random variable.

Let $f^i_n$ denote the original value of pixel $i$ in frame $n$, and let $\hat{f}^i_n$ denote its encoder reconstruction. The reconstructed value at the decoder, possibly after error concealment, is denoted by $\tilde{f}^i_n$. The expected distortion for pixel $i$ is:

$$d^i_n = E\{(f^i_n - \hat{f}^i_n)^2\} = (f^i_n)^2 - 2f^i_n E\{\hat{f}^i_n\} + E\{(\hat{f}^i_n)^2\} \quad (II.1)$$
Calculation of $d_i^n$ requires the first and second moments of the random variable of the estimated image sequence $\tilde{f}_i^n$. To compute these, recursion functions are developed in [35], in which it is necessary to separate out the cases of intra- and inter-coded MBs.

For an intra-coded MB, $\tilde{f}_i^n = \hat{f}_i^n$ with probability $1 - p$, corresponding to correct receipt of the packet. If the packet is lost, but the previous GOB is correct, the concealment based on the median motion vector leads the decoder to associate pixel $i$ in the current frame with pixel $k$ in the previous frame. Thus, $\tilde{f}_i^n = \tilde{f}_k^{n-1}$ with probability $p(1 - p)$. Finally, if both current and previous GOB-packets are lost, $\tilde{f}_i^n = \tilde{f}_i^{n-1}$ (occurs with probability $p^2$). So the two moments for a pixel in an intra-coded MB are [35]:

$$E\{\tilde{f}_i^n\} = (1 - p)(\hat{f}_i^n) + p(1 - p)E\{\tilde{f}_k^{n-1}\} + p^2 E\{\tilde{f}_i^{n-1}\} \tag{II.2}$$

$$E\{(\tilde{f}_i^n)^2\} = (1 - p)(\hat{f}_i^n)^2 + p(1 - p)E\{(\tilde{f}_k^{n-1})^2\} + p^2 E\{(\tilde{f}_i^{n-1})^2\} \tag{II.3}$$

For an inter-coded MB, let us assume that its true motion vector is such that pixel $i$ is predicted from pixel $j$ in the previous frame. Thus, the encoder prediction of this pixel is $\hat{f}_j^{n-1}$. The prediction error, $e_i^n$, is compressed, and the quantized residue is $\hat{e}_i^n$. The encoder reconstruction is:

$$\hat{f}_i^n = \hat{f}_j^{n-1} + \hat{e}_i^n \tag{II.4}$$
The encoder transmits \( \hat{e}^i_n \) and the MB’s motion vector. If the packet is correctly received, the decoder knows \( \hat{e}^i_n \) and the MV, but must still use its own reconstruction of pixel \( j \) in the previous frame, \( \tilde{f}^j_{n-1} \), which may differ from the encoder value \( \hat{f}^j_{n-1} \). Thus, the decoder reconstruction of pixel \( i \) is given by:

\[
\tilde{f}^i_n = \hat{f}^j_{n-1} + \hat{e}^i_n \tag{II.5}
\]

Again, the encoder models \( \tilde{f}^j_{n-1} \) as a random variable. The derivation of the moments is similar to the intra-coded MB for the last two cases, but differs for the first case where there is no transmission error (probability \( 1 - p \)). The first and second moments of \( \tilde{f}^i_n \) for a pixel in an inter-coded MB are then given by:

\[
E\{\tilde{f}^i_n\} = (1 - p) \left( \hat{e}^i_n + E\{\tilde{f}^j_{n-1}\} \right) + p(1 - p) E\{\tilde{f}^k_{n-1}\} + p^2 E\{\tilde{f}^i_{n-1}\} \tag{II.6}
\]

\[
E\{(\tilde{f}^i_n)^2\} = (1 - p) \left( (\hat{e}^i_n)^2 + 2 \hat{e}^i_n E\{\tilde{f}^j_{n-1}\} + E\{(\tilde{f}^j_{n-1})^2\} \right) + p(1 - p) E\{(\tilde{f}^k_{n-1})^2\} + p^2 E\{(\tilde{f}^i_{n-1})^2\} \tag{II.7}
\]

These recursions are performed at the encoder in order to calculate the expected distortion at the decoder. The encoder can exploit this result in its encoding decisions, to optimally choose the coding mode for each MB. The expectation for each pixel is calculated as a weighted sum (due to the probabilities) of pixel expectations from the previous frame, prediction residuals and intra coefficients.
II.A.1 Rate-Distortion Framework

The ROPE algorithm estimates the expected distortion, due to both compression and transmission errors, to be used for optimal mode switching. The encoder switches between intra- or inter-coding on a macroblock basis, in an optimal fashion for a given bit rate and packet loss rate. The goal is to minimize the total distortion $D$ subject to a bit rate constraint $R$. Using a Lagrange multiplier $\lambda$, the ROPE algorithm minimizes the total cost $J = D + \lambda R$. Individual MB contributions to this cost are additive, thus it can be minimized on a macroblock basis. Therefore, the encoding mode for each MB is chosen by minimizing

$$\min_{(\text{mode}, \text{QP})} J_{MB} = \min_{(\text{mode}, \text{QP})} (D_{MB} + \lambda R_{MB})$$

where the distortion $D_{MB}$ of the MB is the sum of the distortion contributions of the individual pixels. Rate control is achieved by modifying $\lambda$ as in [42]. Both the coding mode and the quantization step size $QP$ are chosen to minimize the Lagrangian cost. This is computationally complex for the encoder, but it enhances coding efficiency. The resulting bitstream is compatible with a standard compliant decoder.

We note that while the ROPE algorithm is optimal under the given assumptions, there is potential for improvement by incorporating the motion vector choice into the rate-distortion framework, or by correctly estimating distortion for half-pel vectors (the algorithm only models distortion for integer motion vectors).
II.B Dual Frame Buffer Extension

Our research has focused on using a dual frame buffer together with optimal mode switching within a rate-distortion framework. The basic use of the dual frame buffer is as follows. While encoding frame $n$, the encoder and decoder both maintain two reference frames in memory. The short-term reference frame is frame $n - 1$. The long-term reference frame is, say, frame $n - k$, where $k$ may be variable, but is always greater than 1. Each macroblock can be encoded in one of three coding modes: intra coding, inter coding using the short-term buffer (inter-ST-coding), and inter coding using the long-term buffer (inter-LT-coding). This is illustrated in Fig. II.1. The choice among these three will be made using an extended version of the ROPE algorithm, as described below. Once the coding mode is chosen, the syntax for encoding the bit stream is almost identical to the standard case of the single frame buffer. The only modification is that, if inter coding is chosen, a single bit will be sent to indicate use of the short-term or long-term frame.

![Figure II.1: Dual Frame Buffer Motion Compensation.](image-url)
The choice among the three coding modes does not, of course, need to be done using an extension of the ROPE algorithm. A naive approach would be to use a traditional distortion estimator that evaluates the distortion from motion compensation and quantization alone. However, experimental results showed a substantial advantage (up to 3-4dB) to using a rate-distortion-based decision with a ROPE distortion estimator instead of a rate-distortion-based decision with a traditional distortion estimator. This was true for both single frame and dual frame coders. Given the substantial benefit to using the ROPE distortion estimator over a traditional distortion estimator, this chapter focuses on extending the ROPE algorithm to work with a dual frame coder, and comparing it against a single frame ROPE coder.

We now describe how the long term reference frame is chosen. In one approach, which we call jump updating, the long term reference frame varies from as recent as frame $n - 2$ to as old as frame $n - N - 1$. When encoding frame $n$, if the long-term reference frame is $n - N - 1$, then, when the encoder moves on to encoding frame $n + 1$, the short-term reference frame will slide forward by one to frame $n$, and the long-term reference frame will jump forward by $N$ to frame $n - 1$. The long-term reference frame will then remain static for $N$ frames, and then jump forward again. We refer to $N$ as the jump update parameter. This approach was adopted in [16].

A novel approach, which we call continuous updating, entails continuously updating the long-term frame buffer so that it contains a frame with a fixed temporal distance from the current buffer. Therefore, the buffer always contains the $n - D$ frame for each frame $n$. We refer to $D$ as the continuous update parameter. These two ap-
Figure II.2: Two different dual frame buffer approaches. In the top row, frame 99 is being predicted from frames 98 and 90. In the middle row, the current frame to be encoded is frame 100. With the jump updating approach, frames 99 and 90 are used for prediction. With the continuous updating approach, frames 99 and 91 are used. However, as we examine the bottom row we observe that jump updating takes place when 101 is encoded. Thus, the new long-term frame buffer will be frame 99, while for the continuous updating approach we will use 92.

We note that both jump updating and continuous updating can be viewed as special cases of a more general \((N, D)\) updating strategy, in which the long term reference frame jumps forward by an amount \(N\) to be the frame at a distance \(D\) back from the current frame to be encoded, and then remains static for \(N\) frames, and jumps forward again. For general \((N, D)\) updating, a frame \(k\) might have an LT frame as recent as frame \(k - D\) or as old as frame \(k - N - D + 1\). In our definition of jump updating, \(N\) can be selected freely for each sequence, and \(D = 2\), (meaning that when updating occurs,
the LT frame jumps forward by $N$ to become frame $n - 2$). In continuous updating, $D$ can be selected freely for each sequence and $N$ is fixed at 1. Clearly the most general updating strategy would have no fixed $N$ or $D$; rather the long term frame buffer would be updated irregularly when needed, to whatever frame is most useful. In our trials, $(N, D)$ remain fixed while coding one sequence.

Let us now elaborate on how the choice is made among the coding modes. As before, we use $f_n$, $\hat{f}_n$, and $\tilde{f}_n$ to denote the original frame $n$, the encoder reconstruction of the compressed frame, and the decoder version of the frame, respectively. We assume that the long-term frame buffer was updated $l$ frames ago. Thus, it contains $\hat{f}_{n-l}$ at the transmitter and $\tilde{f}_{n-l}$ at the receiver. The expected distortion for pixel $i$ in frame $n$ is given by Equation II.1.

To compute the moments in Equation II.1, the recursion steps for pixels in intra-coded and inter-ST-coded MBs are identical to the corresponding steps in the original ROPE algorithm. For a pixel in an inter-LT-coded MB, we assume that the true motion vector of the MB is such that pixel $i$ in frame $n$ is predicted from pixel $j$ in frame $n - l$, where $l > 1$. The encoder prediction of this pixel is $\hat{f}_{n-l}^j$. The prediction error $e_n^i$ is compressed, and the quantized residue is denoted by $\hat{e}_n^i$. The encoder reconstruction of the pixel is:

$$\hat{f}_n^i = \hat{e}_n^i + \hat{f}_{n-l}^j$$  \hspace{1cm} (II.9)

As the receiver does not have access to $\hat{f}_{n-l}^j$, it uses $\tilde{f}_{n-l}^j$:

$$\tilde{f}_n^i = \hat{e}_n^i + \tilde{f}_{n-l}^j$$  \hspace{1cm} (II.10)
When the MB is lost, the median motion vector from the three nearest MBs is calculated and used to associate pixel $i$ in the current frame with pixel $k$ in the previous frame. Using the same arguments as in the original ROPE algorithm, we compute the first and second moments of $\tilde{f}^i_n$ for a pixel in an inter-LT-coded MB,

$$E\{\tilde{f}^i_n\} = (1 - p) \left( \hat{e}^i_n + E\{\tilde{f}^i_{n-1}\} \right) + p(1 - p)E\{\tilde{f}^k_{n-1}\} + p^2 E\{\tilde{f}^i_{n-1}\} \quad (II.11)$$

$$E\{(\tilde{f}^i_n)^2\} = (1 - p) \left( (\hat{e}^i_n)^2 + 2\hat{e}^i_nE\{\tilde{f}^i_{n-1}\} + E\{(\tilde{f}^i_{n-1})^2\} \right) + p(1 - p)E\{(\tilde{f}^k_{n-1})^2\} + p^2 E\{(\tilde{f}^i_{n-1})^2\} \quad (II.12)$$

We note that error concealment is still done using the previous frame $n - 1$ and not the long-term frame. This is done regardless of whether the three MBs above are inter-ST-coded or inter-LT-coded, or some combination of the two. The motion vectors may be uncorrelated. If the upper GOB is also lost, we conceal the MB using the co-located block from the previous frame.

Using an additional reference frame (LT) has some drawbacks with respect to motion vector compression efficiency when compared to single frame. There is a bit rate loss due to inaccurate prediction of MVs from the neighboring and potentially uncorrelated MVs. By neighboring motion vector, we mean the motion vector of the MB on the left of the one being coded. During coding, we do not predict MVs using the MVs above because we wish the GOBs to be decodable independently of each other. The first
MB of each GOB uses no prediction for the MVs. For those MBs where the MV points to the same reference frame as the neighbor (and only for those MBs), we obtain a MV coding efficiency equal to that of single frame approaches. As an alternative approach, we tried predicting the MV using the neighbor only when the neighbor corresponded to the same reference frame. When the neighbor did not use the same reference, the MV would be coded without prediction. Experimentally, this did not do as well. The explanation for this is that with relatively small values for \( N \), MVs pointing to either the short-term or the long-term frame buffer tend to have similar values, so it is better to use them for prediction than to code MVs without prediction. But they are not as similar as are MVs in single frame motion compensation, so there is still a loss in MV compression efficiency. As will be seen in the results section, this loss in MV compression efficiency is more than made up for in other ways by the dual frame coder.

Compression efficiency will also suffer due to the need to transmit one bit for every inter-coded MB to specify the frame buffer. (This overhead could be reduced by using run length coding on the bits, but we do not do this as it incurs penalties in terms of buffering at the decoder and a risk of catastrophic error if the RLC encoded frame buffer selection stream is lost.) Nonetheless, as experimental results will show, the rate-distortion optimization models these additional bits, and is still able to yield superior compression performance.

The requirement to encode and decode this additional bit (for selecting between ST/LT), clearly makes this proposed scheme not a H.263+ compliant codec. Since H.264 already supports multiple frame prediction, there is no compliance prob-
lem. However, a straightforward application of ROPE on H.264 without any modifications is not wise. Apart from the half-, quarter- and eighth-pel accuracy present within H.264, which would have to be modeled (see Section II.C), there is also the problem of the loop filter, and additional concealment modes, which would require evaluating multiple product expectations (correlations).

Since the quantization parameter $QP$ takes values from 1 to 31, the coder optimizes over 62 potential combinations of coding modes (intra or inter) and quantization parameters by calculating the estimated distortion using ROPE. With the extra coding mode inter-LT, the search for optimal coding parameters is conducted over 93 combinations. There is a computational increase of approximately 50% for the rate-distortion optimization portion of the encoder. Furthermore, motion estimation complexity is approximately doubled. Hence the total encoding time of the modified encoder is roughly 1.8 times that of the baseline ROPE encoder. Further analysis on computational complexity is provided in Section II.G.

II.C Half-Pixel Approximation Extension

The use of integer motion vectors limits the reference choices in the previous frame. Most video codecs show a performance advantage when half-pel motion vectors are implemented, as the encoder is now presented with many more options in the search for the best-match block. The use of an additional reference frame likewise presents the encoder with more options for the best match block. We wished to see how the gains from an additional frame buffer compared to those from adding a half-pel grid, and also
whether the two approaches could be used together for greater benefit.

The use of a half-pel grid in a standard video codec requires the generation of the half-pel values using some kind of interpolation, and then requires a four-fold increase in the motion vector search. However, simply adding a half-pel grid within the ROPE algorithm, and attempting to run the optimal mode switching over it, incurs a far more substantial complexity penalty than this, as discussed below.

Since the accurate use of a half-pel grid is prohibitive, another approach would be to use a half-pel grid only for finding and transmitting motion vectors, but to leave it out of the ROPE distortion calculation altogether. This is what is done in [35], which we call the Unmodeled Half-Pel, and it provides some improvement over the use of strictly integer motion vectors. However, as we will now discuss, an approximate modeling of the half-pels within the ROPE algorithm provides further improvement, while avoiding the computational complexity of the fully accurate modeling of a half-pel grid in ROPE.

We assume that error concealment is still done using only the integer portion of the motion vectors, and therefore Equations II.2 and II.3 for the intra-coded MBs are unchanged. Returning to Equations II.6 and II.7 for the inter-coded MBs, we see the terms $\hat{e}_n$, $E\{\tilde{f}_{n-1}^k\}$, $E\{\tilde{f}_{n-1}^i\}$, $E\{((\tilde{f}_{n-1}^k)^2\}$ and $E\{((\tilde{f}_{n-1}^i)^2\}$ remain unchanged. However, the calculation of $E\{\tilde{f}_{n-1}^j\}$ and $E\{((\tilde{f}_{n-1}^j)^2\}$ has become critical. Pixel coordinate $j$ now points to a position in an interpolated grid that covers an area four times that of the original image.

For this calculation, we differentiate among three types of pixels on the half-pel grid: pixels that coincide with actual (original) pixel positions (called integer-indexed
pixels, they do not need to be interpolated), pixels that lie between two integer-indexed pixels (either horizontally or vertically), and pixels that lie diagonally between four integer-indexed pixels. We use bilinear interpolation, so the interpolated value is simply the average of the two or four neighboring integer-indexed pixels.

For the integer-indexed pixels, the recursion equations are identical to those of the baseline ROPE algorithm, and the estimation is optimal.

II.C.1 Horizontally or Vertically Interpolated Pixel

For a horizontally or vertically interpolated pixel, we assume that \( j \) on the interpolated pixel domain corresponds to a pixel that was interpolated using pixels \( k_1 \) and \( k_2 \) in the original pixel domain. We define the following abbreviations:

Let \( \mu_i = E\{\tilde{f}_{n-1}^{k_i}\} \) denote the estimate (mean-value) of the pixel with coordinates \( k_i \) in frame \( n-1 \), \( \mu_{i,j} = E\{\tilde{f}_{n-1}^{k_i}\tilde{f}_{n-1}^{k_j}\} \) denote the correlation (expectation of product) between pixels \( k_i \) and \( k_j \), and \( \sigma_i = E\{(\tilde{f}_{n-1}^{k_i})^2\} \) denote the mean squared value of pixel \( k_i \). The first moment is computationally tractable:

\[
E\{\tilde{f}_{n-1}^j\} = \frac{1}{2} [1 + \mu_1 + \mu_2] \tag{II.13}
\]

But the expression for the second moment is:

\[
E\{(\tilde{f}_{n-1}^j)^2\} = \frac{1}{4} [1 + \sigma_1 + \sigma_2 + 2\mu_1 + 2\mu_2 + 2\mu_{1,2}] \tag{II.14}
\]
The last term requires calculating the correlation of matrices whose horizontal/vertical dimension equals the number of pixels in the image. This is computationally infeasible for images of typical size. The second moment can be bounded using the cosine (Cauchy-Schwartz) inequality:

\[
E\{(\tilde{f}_{j_{n-1}})^2\} \leq \frac{1}{4} [1 + \sigma_1 + \sigma_2 + 2\mu_1 + 2\mu_2 + 2\sqrt{\sigma_1\sigma_2}]
\]  

(II.15)

and we will approximate it by setting the inequality to be an equality. This worked well, perhaps because the (image domain) pixel values are always positive, and so correlations tend to be close to the upper bound, which was also verified by our experimental results. During our simulations, we also experimented with multiplying the Cauchy-Schwartz-derived upper bound with various constants \(c < 1\), such as \(c = 0.50\), however, this did not always perform as well as the upper bound.

II.C.2 Diagonally Interpolated Pixel

For a diagonally interpolated pixel, we assume that \(j\) on the interpolated pixel grid is the result of interpolating pixels \(k_1, k_2, k_3\) and \(k_4\) in the original pixel domain. The first moment can be computed exactly as:

\[
E\{\tilde{f}_{j_{n-1}}\} = \frac{1}{4} [2 + \mu_1 + \mu_2 + \mu_3 + \mu_4]
\]

(II.16)
The accurate but intractable expression for the second moment is:

\[
E\{ (\tilde{f}_{n-1}^j)^2 \} = \frac{1}{16} \left[ 4 + \sum_{i=1}^{4} (\sigma_i + 4\mu_i) + 2(\mu_{1,2} + \mu_{1,3} + \mu_{1,4} + \mu_{2,3} + \mu_{2,4} + \mu_{3,4}) \right]
\]  

(II.17)

Applying the same approximation as with the horizontal/vertical case, we obtain:

\[
E\{ (\tilde{f}_{n-1}^j)^2 \} \leq \frac{1}{16} \left[ 4 + \sum_{i=1}^{4} (\sigma_i + 4\mu_i) + 2\sqrt{\sigma_1 \sigma_2} + 2\sqrt{\sigma_1 \sigma_3} + 2\sqrt{\sigma_1 \sigma_4} \right. \\
\left. + 2\sqrt{\sigma_2 \sigma_3} + 2\sqrt{\sigma_2 \sigma_4} + 2\sqrt{\sigma_3 \sigma_4} \right]
\]  

(II.18)

and again we use this upper limit to approximate the second moment. Hence we obtained the Cauchy-Schwartz Approximation.

II.C.3 Distortion Estimation

We investigated the accuracy of our distortion approximation for half-pel motion vectors. The enhanced accuracy provided when the Cauchy-Schwartz inequality is employed, is depicted in Fig. II.3. To obtain this graph we constrained the mode decisions to use distortion only due to quantization. No estimated distortion was used so as to make the encoder independent of the accuracy of either method. The encoder optimized its stream only with regard to compression efficiency, employing half-pel motion vectors and applying errors with \( p = 10\% \). Concurrently, the original ROPE algorithm and the modified one with the Cauchy-Schwartz Approximation estimated the resulting distortion. Our modification enables a more accurate estimate.
Figure II.3: Distortion Estimation Comparison.

For integer motion vectors, the distortion estimation of the classical ROPE algorithm is very accurate, within 0.1-0.2dB of the actual distortion. In Fig. II.3, where half-pel vectors are applied, such an accuracy can no longer be obtained. Nevertheless, the gain in estimation accuracy by using the Cauchy-Schwartz Approximation instead of the Unmodeled Half-Pel is quite noticeable.

II.D Results in the Absence of Feedback

We modified an existing H.263+ video codec [43], [44] in two ways. In the case of single-frame (SF) motion compensation, we used the ROPE algorithm to estimate distortion for mode switching decisions. The resulting bitstream is fully compliant with the H.263+ standard. Secondly, we modified the H.263+ codec to make use of one
additional (long-term) frame buffer. For both the single frame and dual frame cases, we measured the performance for integer and half-pel motion vectors. The half-pel results are of two types: one where the half-pel vectors are used but are not modeled in the recursive error equations, and the other where the half-pel vectors are used and are modeled using the approximations given above. We refer to these as the Unmodeled Half-Pel and Cauchy-Schwartz Approximation.

We use \( N \) to denote the jump update parameter, and \( D \) to denote the temporal distance of the long-term frame buffer in the continuous updating case. \( N \) and \( D \) were kept small to increase MV correlation, and thus improve MV coding efficiency. The GOB-packet error probability was tested with values of \( p = 0.05, 0.10, 0.15, 0.20 \) and 0.25. The resulting dual frame encoder is not standard compliant [44], as it must send an additional bit for every inter-coded MB to signal the use of the short-term or long-term frame buffer. The test sequences used are standard QCIF (176 \times 144) image sequences at frame rates of 10, 15 and 30 fps. The results shown have been averaged using 100 random channel realizations (error patterns) to achieve performance consistency. The same error patterns were used for all codec variants.

\subsection*{II.D.1 PSNR vs. bit rate}

In Fig. II.4(a) we examine the performance of the variants for “hall”. This particular sequence is rather static and does not benefit from the use of half pel MVs (the percentage of nonzero MVs per frame is less than 4%). The gains of dual frame increase with bit rate and quickly reach 0.6dB. A different situation is depicted in Fig. II.4(b) for
“news”, where even the lowest performing dual frame version easily provides higher PSNR than any single-frame approach does. Gains begin at 0.8 dB for low rates and quickly reach 1.2 dB.

Simulations using “carphone” and “container” yielded an average improvement of 0.4 and 0.6 dB, respectively.

II.D.2 PSNR vs. packet loss rate

Fig. II.5(a) depicts the performance for “hall” QCIF at 15 fps. As we pointed out for Fig. II.4(a), there is no gain by using half pels. Dual frames outperform, for these particular parameters, single-frame by up to 0.5 dB. The gain increases slightly with \( p \).

Similarly, in Fig. II.5(b) we can observe how packet losses affect performance for the “news” image sequence at 15 fps. For both single and dual frame methods, Cauchy-Schwartz provides a slight advantage. The performance gap between single and dual
frame approaches is approximately 0.8dB for \( p = 0.05 \) and reaches 1dB as the error rate increases.

Figure II.5: PSNR performance vs. error rate. (a) “Hall” QCIF sequence at 15 fps, with continuous update parameter \( D = 3 \) and bit rate 96kbps. (b) “News” QCIF at 15 fps with continuous update parameter \( D = 3 \) and a bit rate of 200kbps.

Gains of 0.4-0.5dB were similarly obtained for “carphone” and “silent”. We also observed that errors are far more destructive in a lower frame rate case than in a higher frame rate one. When adjacent frames are more distant temporally, they are less correlated, and the respective motion vectors have generally higher and more varying values, and are thus more difficult to predict. Hence error concealment that uses estimated or all-zero MVs does much worse compared to the full frame-rate case.

II.D.3 Motion Vector Optimization

For comparison purposes we provide some experimental results where the selection of the MVs was also incorporated within the R-D Mode Decision, at an enormous computational cost. The search for optimal coding parameters is conducted over 89373
combinations (31 quantization parameter values, 3 coding modes, and $31 \times 31 = 961$ possible motion vectors) rather than just over 93. The results are, however, a good indication of the optimal attainable performance. Indicative experimental results can be seen in Fig. II.6 where only Quantization Distortion was employed, and not the one estimated by ROPE. We can comment that even for high motion sequences such as “Foreman”, the gain of 0.35dB is definitely not worth the enormous increase in computational complexity. One of the reasons for the small gain is that MSE is often not a reliable measure of block similarity compared to SAD, and secondly, that motion estimation does sufficiently well at finding near-optimal MVs, so that exhaustive RD search will not yield much.

Figure II.6: Rate-Distortion optimization of MV selection.
II. E Feedback Extensions

Experimental results in [35] showed that the intelligent use of feedback information (acknowledgement of received packets) can lead to substantial improvements in performance. The ROPE algorithm estimates reconstructed pixel values that incorporate potential error propagation due to packet losses. The estimates of pixel values are made by using Equations 2, 6 and 11 for intra, inter-ST, and inter-LT coded blocks respectively. These estimates are initialized at the beginning of the video sequence by assuming that the first frame is always received unharmed. Let \( i \) be the current frame’s index. Using feedback with a fixed delay \( d \), the encoder can have perfect knowledge of the decoder’s \((i - d)\)-th reconstructed frame. We will use the term “re-decode” to describe the encoder’s process of using the feedback information to decode a past frame so that it is identical to the decoder’s version of that frame. As the encoder knows which GOBs were received intact and which ones were dropped, it can simulate the decoder’s operation exactly, including error concealment. A “re-decoded” frame is one at the encoder that is identical to the decoder version, whereas we use the term “estimate” to describe a frame at the encoder for which the feedback information is not yet available, so the encoder is forced to estimate the decoder version. With feedback information, estimates of pixel values in intermediate frames are still made using Equations 2, 6 and 11 for intra, inter-ST, and inter-LT coded MBs as before, however now the information about past decoder frames required by these equations can be reinitialized using the ACKed/NACKed re-decoded frames. Then the encoder can recalculate the pixel
estimates much more reliably and track potential errors for the last $d$ frames. The actual prediction residuals or intra coefficients are fed into the ROPE estimation algorithm where the reference frames are either ROPE estimates that also were calculated recursively, or re-decoded frames. This approach was applied to a traditional single-frame reference video coder in [35] with positive results. However, it lends itself to considerable improvement through the use of a dual frame buffer.

An example is illustrated in Fig. II.7. Here, the jump update parameter and the feedback delay are respectively $N = 2$ and $d = 5$. The jump update parameter $N = 2$ means that frame 0 will be the long term reference for frames 2 and 3, frame 2 will be the long term reference for frames 4 and 5, and frame 4 will be used for frames 6 and 7. Frames that serve as long-term frame buffers for future frames are highlighted with a thicker black outline.

![Diagram](image)

**Figure II.7:** Example of Approach A where $N = 2$ and $d = 5$.

Since $d = 5$, at the start of encoding frame 7, frame 2 will be re-decoded, and
this newly re-decoded frame can be promptly used to update the estimates of frames 3, 4, 5, and 6. For encoding frame 7, the long-term frame is frame 4, and the short-term one is frame 6, and the new estimates of these two frames will be used by the encoder to calculate the expected distortion due to packet drops for frame 7. This jump updating, which we call Approach A, outperforms both the single-frame feedback variants, and the dual frame case without feedback, as the feedback allows us to improve the estimates of the ST and LT frames.

An alternative approach is to make the long term frame buffer move forward to contain the closest exactly known frame, that is the \((i - d)\) frame. The feedback here allows us to improve the estimate of the ST frame, and reduce the estimation error for the LT frame to zero. We ensure that both the encoder and decoder long-term frame buffers always contain an identical reconstruction. With a delay of \(d\), we can use either a general \((N, D)\) updating strategy with \(D = d\) and \(N > 1\) (Approach B), or a continuous updating strategy with \(D = d\) and \(N = 1\) (Approach C). An example of Approach B for \(N = 2\) and \(d = 5\) is depicted in Fig. II.8. In Fig. II.8 frame 12 is currently being encoded. Its LT frame is frame 7 which has also been re-decoded. However, re-decoding frame 7 required the re-decoded versions of frames 1 and 6, its ST and LT frames, respectively. Now we can obtain the estimates of 8, 9, 10 and 11. For frame 8 the re-decoded 7 and the re-decoded 3 will be required. For 9 we will need estimated 8 (ST) and re-decoded 3 (LT). For 10 we will need estimated 9 and re-decoded 5. Similarly, 11 needs estimated 10 and re-decoded 5.

By synchronizing the long-term frame buffers at the transmitter and receiver,
Figure II.8: Example of Approach B where $N = 2$ and $d = 5$.

we can totally eliminate drift errors caused by packet drop accumulation. Inter-LT en-
coded macroblocks, if they arrive, will be reconstructed in an identical manner at the
encoder and decoder. Normally, this is only guaranteed by transmitting intra-coded
macroblocks. Here, however, feedback signals enable us to use the long-term frame
buffer as an additional error robustness factor without sacrificing greatly in compression
efficiency.

This is the major difference from the original ROPE plus feedback case. In-
stead of using feedback only to improve the distortion estimate and therefore the mode
selection, we now, in addition, use this information to re-decode the LT frame at the
encoder and thus improve motion estimation, and use a more realistic reference frame.
As we will see, the codec performs very well under a variety of conditions.
II.F Feedback Results

As before, 100 random channel realizations were run. In addition to examining performance as a function of bit rate and of packet loss rate, we now wish to study the behaviour of the codec for varying values of delay $d$.

We note that continuous updating outperformed jump updating for 4 out of 6 image sequences. In particular, both Approaches B and C outperformed Approach A. However, all of them consistently outperformed single-frame ROPE with feedback.

II.F.1 PSNR vs. bit rate

Fig. II.9(a) shows results for the “News” sequence at 30 fps with delay parameter $d = 5$ and continuous updating (Approach C). For low rates in particular, performance is significantly enhanced through the use of half-pels. With the Cauchy-Schwartz Approximation, the PSNR improvement between single and dual frames grows from 0.9dB to more than 1.1dB as the bit rate increases. The dual frame approach exhibits consistent performance gains as more rate is allocated. The single frame variants, however, do not yield comparable gains.

In Fig. II.9(b), “container” QCIF at 15 fps and $d = 3$ was examined with Approach C. This sequence benefits considerably from the Cauchy-Schwartz Approximation. In the single frame case, the performance advantage is almost equal to 1dB. Simulations show a PSNR gain of almost 1.2dB in favor of the dual frame scheme.

Experimental results for the “carphone” sequence showed a 0.5dB advantage, while “silent” QCIF showed a performance difference of 0.6dB for high bit rates.
Figure II.9: PSNR performance vs. bit rate. (a) “News” QCIF sequence at 30fps, with continuous updating, a feedback delay $d = 5$ and packet loss rate $p = 10\%$. (b) “Container” QCIF at 15fps with continuous updating, a feedback delay $d = 3$ and packet loss rate $p = 10\%$.

II.F.2 PSNR vs. packet loss rate

Fig. II.10(a) shows the PSNR performance for “foreman” QCIF for $N = 1$ and delay $d = 3$ for a bit rate of 100kbps (Approach C). Single frame ROPE in conjunction with the Unmodeled Half-Pel outperforms dual frame with integer motion vectors. However, when half-pel vectors are applied to dual frame, our coder outperforms the original by up to 0.7dB. Every dual frame variant outperforms the corresponding single-frame one. The difference between the Cauchy-Schwartz versions stands at 0.5dB at $p = 5\%$ and reaches more than 0.7dB at $p = 25\%$.

In Fig. II.10(b) (“news” image sequence at 30 fps, $d = 6$, 300kbps, Approach C) we see that half-pixel motion estimation provides negligible to no gain against the integer version. While the performance improvement stands at only 0.6dB at $p = 0.05$, it increases as the error rate does and reaches 1.1dB at $p = 0.10$, 1.3dB at $p = 0.15$, 1.5dB at $p = 0.15$, and 1.7dB at $p = 0.20$. 
Figure II.10: PSNR performance vs. packet loss rate. (a) “Foreman” QCIF sequence at 30 fps, with continuous updating, a feedback delay $d = 3$ and a bit rate of 100kbps. (b) “News” QCIF at 30fps with continuous updating, a feedback delay $d = 6$ and a bit rate of 300kbps.

and roughly 1.6dB at $p = 0.20$ and $p = 0.25$, which means the dual frame renders the bitstream more robust to severe packet losses.

Additional simulations on the image sequences “carphone” and “silent” at 15 and 10 fps, respectively, yielded gains of approximately 0.5dB.

**II.F.3 PSNR vs. delay**

Fig. II.11(a) examines the behaviour of the image sequence “silent” at a frame rate of 10 fps, an error probability $p = 0.10$, a bit rate of 150kbps, and using Approach C. Performance is constant for $d > 10$. The positive effect of the Cauchy-Schwartz Approximation reaches 0.15dB for dual frames. The dual frame variants show an advantage of more than 0.5dB over single frame variants.

Performance results for “hall” sequence at 10fps, Approach C, are depicted in Fig. II.11(b). The Cauchy-Schwartz Approximation fails to provide any gain in the
Figure II.11: PSNR performance vs. delay. (a) “Silent” QCIF sequence at 10 fps, with continuous updating, packet loss rate $p = 10\%$ and a bit rate of 150kbps. (b) “Hall” QCIF at 10fps, with continuous updating, packet loss rate $p = 10\%$ and a bit rate of 90kbps.

dual frame case, which is attributed to the fact that “hall” is a relatively static video sequence with limited motion. However, we see that dual frame outperforms single-frame versions by a margin that ranges from 0.65 to more than 0.8dB.

At the same time “carphone” produced gains of 0.45dB, while “news” yielded an improvement ranging from 1.4-2dB in favor of the dual frame variants.

II.F.4 Dual Frame and Half Pel Comparison

The experimental results show that in the majority of cases, the performance gains from using Cauchy-Schwartz for ROPE estimation and from using dual reference frames are approximately additive. However, the gain by only using dual frame is much more substantial than that of using only Cauchy-Schwartz. If just one of them would be implementable, then it is a question of computational and memory constraints, where the complexity analysis shows clearly that a dual frame reference is costlier.
II.G Complexity Analysis

Motion Estimation (ME) is a major bottleneck in any video coder design, and implementation of real-time video codecs, especially for wireless and power-limited devices, places a limit on the use of computational resources. However, it is not the sole one. We now analyze the computational and memory requirements of our proposed scheme. In this section, we consider multiple frame prediction with \( n \) reference frames, so we can compare with our dual frame scheme \((n = 2)\).

II.G.1 Computational Requirements

No Feedback. The encoder performs Motion Estimation (ME), Motion Compensation (MC), ROPE Estimation, Rate-Distortion Optimization, Motion Vector Coding and Coefficient Quantization and De-Quantization. As we will see, some of those parts invoke other functions within their execution.

The ME segment entails searching for the best match \(16 \times 16\) macroblock (MB) over a range of \([-15, 15]\). Hence, the optimal integer motion vector is obtained. Motion Vector selection is further refined by searching over a range of \([-1, 1]\) for the best half-pel refinement vector. Let us denote its computational complexity as \(C_{ME}\) for each MB. All complexities \(C\) presented in this analysis are per MB. The MC segment reconstructs a MB at a computational cost of \(C_{MC}\). It is obvious that \(C_{MC} \ll C_{ME}\).

In the ROPE estimation segment we have to differentiate among two cases: intra and inter. Intra MBs are relatively easier to estimate at a computational cost which we denote as \(C_{ROPE}^{\text{intra}}\). For inter MBs with the Cauchy-Schwartz Approximation let us
denote the complexity as $C_{\text{inter}}$, where $C_{\text{inter}} > C_{\text{intra}}$. While ROPE complexity is not greater than ME, it is still quite substantial.

The computational cost for Coefficient Quantization (CQ) also includes the DCT Forward Transform which is denoted as $C_{\text{DCT}}^{\text{CQ}}$. The Coefficient De-Quantization (DQ) and Inverse DCT Transform (IDCT) have comparable complexity $C_{\text{DCT}}^{\text{DQ}} \simeq C_{\text{IDCT}}^{\text{DQ}}$. The CQ/DCT and DQ/IDCT complexities are negligible compared to ME or ROPE estimation, $C_{\text{DCT}}^{\text{CQ}}, C_{\text{DQ}}^{\text{DQ}} \ll C_{\text{ROPE}}, C_{\text{ME}}$.

Rate-Distortion Optimization is the most complex since it makes use of the previous segments. Assuming $n$ reference frames ($n = 2$ for our case), ME is run $n$ times. Thus the cost of encoding one MB is $C_{MB} = n \times C_{ME} + C_{RD}$, where $C_{RD}$ is the RD cost. In order to optimize for 31 possible QP parameters and $n + 1$ modes (intra and $n$ inter), the ROPE estimation part, together with CQ/DCT and DQ/IDCT are run for $31 \times (n + 1)$ times. MC is however run only for $31 \times n$ times since intra modes do not require it. We obtain:

$$C_{RD} = (31 \times (n + 1))(C_{\text{ROPE}} + C_{\text{DCT}}^{\text{CQ}} + C_{\text{DQ}}^{\text{IDCT}}) + 31 \times n \times C_{MC} \quad \text{(II.19)}$$

Thus, R-D optimization increases linearly with $n$, just as ME does.

**Feedback.** In the case of Feedback, one additional part is present, Decoder Tracking. The encoder takes advantage of feedback ACK/NACK signals to reconstruct past frames exactly the way they were reconstructed at the decoder side (re-decoding). The intermediate frames between the re-decoded one and the current cannot be re-
decoded since no feedback exists for them, but we re-derive the ROPE estimates for them using the last re-decoded frame as a starting point. If $d$ is the feedback delay, the complexity is $C_{DT} = C_{MC} + d \times C_{ROPE}$. We observe that it is invariant with respect to $n$.

II.G.2 Memory Requirements

We denote the number of pixels in the image as $S$. We assume grayscale images at 1 byte (unsigned char) per pixel. Assume again $n$ reference frames.

**No Feedback.** The encoder needs to buffer $n + 1$ images (1 current, 1 ST and $n - 1$ LTs) that require $S$ bytes each. In addition we need to buffer $n + 1$ ROPE estimates which, however, are stored as floats, thus requiring $4 \times S$ bytes each (a float is stored using 4 bytes).

**Feedback.** Tracking past frames requires some additional buffering. The obvious buffered frames are the last acknowledged one and its previous one, in unsigned char format. This happens for the single-frame case. In the dual and multiple frame case, the buffering requirements multiply.

For example, in Approach A in Fig. II.7, consider the encoding of frame 7. Frame 2 has just been re-decoded, and we wish to use this re-decoded frame to improve the estimates of frames 3, 4, 5, and 6. First of all, re-decoded frames 0 and 1 must have been buffered in order to re-decode frame 2, as they were the LT and ST frames for frame 2. After re-decoding frame 2, the encoder can purge re-decoded frame 1, since that will no longer be needed. However, re-decoded frame 0 (since it is the LT frame
for frame 3) must be kept until the ACK/NACK information arrives for frame 3. Re-decoded frames 0 and 2 are used to improve the estimate of frame 3. Re-decoded frame 2 and estimated frame 3 are then used to improve the estimate of frame 4. Re-decoded frame 2 and estimated frame 4 are used to improve the estimate of frame 5. Lastly, estimated frames 4 and 5 are used to improve the estimate of frame 6. Now the encoder can encode frame 7. So, in this example, the largest number of frames being buffered at any given time is 7 (that is, frames 0, 1, 2, 3, 4, 5, and 6) in addition to the frame to be encoded (frame 7).

In general, buffering requirements for the feedback case increase linearly with \( n \) and can be a significant impediment to implementation.

Let us now consider an example of computational and memory requirements for Fig. II.7. We assume \( N = 2 \) and \( d = 5 \). As the analysis in the Memory Requirements Subsection showed, we need to buffer 8 frames (the current one, 3 re-decoded ones and 4 estimates). If we had instead used traditional single-frame encoding with ROPE estimation then only 4 frames would need to be buffered (the current one, one estimate, the current and the previous re-decoded). Thus, we obtain a 100% increase in memory complexity for these \textit{particular} parameters. Computational complexity also increases. \( C_{ME} \) increases by 100% and \( C_{RD} \) by 50% compared to single frame. Given that \( C_{ME} \) represents roughly 65% of total complexity and \( C_{RD} \) the remaining 35%, we calculate that the increase in computational complexity when going to a dual frame scheme is 82.5%.
II.G.3 Conclusions on Complexity

Both the memory requirements and computational requirements of using ROPE within a multiple frame framework are large, growing linearly with $n$ (the number of reference frames). However, past research [15] as well as our own simulations confirmed that the performance gains grow sub-linearly with $n$; there is quickly a point of diminishing returns after which increasing $n$ produces trivial or no gains. Our simulations showed an advantage of up to 0.35dB for $n = 6$ (5 LT frames) with ROPE compared to using dual frame with ROPE, for certain sequences. However, our experiments showed that most of the gain over single-frame ROPE is obtained through dual frame ROPE. Since most of the performance gain can be captured by using only two reference frames, whereas the complexity grows linearly with $n$, we chose to use $n = 2$.

II.H Conclusions and Future Work

The addition of a long-term frame buffer for motion compensation improves the encoder’s compression efficiency and renders the bitstream more robust to packet drops. At the same time, using only a single extra frame buffer keeps the computational complexity relatively low. An inter/intra mode switching algorithm coupled with the additional frame buffer provides a very robust and efficient bitstream. The experimental results showed that when feedback is employed, dual frame schemes consistently outperform single-frame ones, and the advantage tends to become more apparent as the bit rate or the packet loss rate grows large. In the case where feedback is not available,
dual frame when used together with the Cauchy-Schwartz Approximation outperforms all other variants, and for most of the cases, the advantage is more pronounced as the packet error rate grows large.

With visual inspection of the reconstructed sequences, it is apparent that the dual frame predictor provides a noticeably smoother viewing experience. Background details are preserved, and packet losses generally affect only macroblocks with high motion, unlike in the single frame reconstruction where visual distortion encompasses the entire picture.

A pre-determined and fixed value of the jump updating parameter $N$ is not optimal for all sequences. Future work will concentrate on finding good rules for choosing $N$ and $D$ for a general $(N, D)$ updating scheme, and for choosing LT frames in an irregular updating scheme. It would be desirable to know which update parameter is best for a given sequence. Some sequences exhibit long-term statistics that could be best captured by using relatively large update parameters or by setting a constant distance frame buffer in the remote past.
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Chapter III

Optimal Mode Selection for a

Pulsed-Quality Dual Frame Video Coder

In Chapter II we showed that rate-distortion optimal mode and reference frame selection improves error resilience. In other recent work [45], periodic high-quality frames were generated, and retained as the long-term frames in a dual frame encoding approach. In this chapter, we combine the high-quality construction and buffering of long-term frames from [45] with the optimal mode selection approach from Chapter II and show that the combination provides a significant advantage for lossy packet networks. For reasons of simplicity and reduced computational complexity, we made use of half-pel motion compensation to allow easier calculation of the distortion estimate, and the loop filter was disabled as well. Both greater motion vector accuracy and loop
filtering could be enabled in our scheme, with some minor modifications and approximations (for the second moments) in the distortion estimation.

This chapter is organized as follows: Section III.A describes how distortion was estimated and optimal mode selection was performed for a dual frame encoder. Section III.B discusses the High Quality (HQ) updating approach. In Section III.C, we provide experimental results for the combination of these two approaches. The chapter is concluded with Section III.D.

III.A Optimal Mode Selection for a Dual Frame Coder

The optimal mode selection algorithm and the dual frame buffer for motion compensated prediction is identical to the one presented in Section II.B of Chapter II. The only major difference of the mode selection here, compared to Chapter II, is that we use H.264 here, and therefore need to change the approximation used for half-pixel motion vectors, to account for the 6-tap interpolation filters used in H.264. These filters are applied first horizontally and then vertically. The net result is that the first moment estimate of a diagonally interpolated half-pixel will be found as the sum of as many as 36 estimates (a $6 \times 6$ pixel support area). For the second moment calculation however, the numbers become unmanageable if the Cauchy-Schwartz-based solution of Chapter II is used without modification. We adopted the following approach to ease the computational burden: Cauchy-Schwartz approximation is used for horizontal filtering only, whereas the vertical filtering is treated as summing non-random variables. We apply the filter on the second moments as if they were constants, and obtain the sec-
ond moment approximated estimate. Accurate calculation of the vertical filtering step would have required close to $\sum_{a=1}^{36} \alpha = 666$ additions (36 pixel second moments and all possible pairwise correlations since all filter coefficients are nonzero), compared to just $6 + 21 = 27$ that we now do.

Given the distortion estimate, the encoder switches between intra, inter-ST or inter-LT coding on a macroblock basis, in an optimal fashion for a given bit rate and packet loss rate. The goal is to minimize the total distortion subject to a bit rate constraint. Individual macroblock contributions to this cost are additive, thus it can be minimized on a macroblock basis. Therefore, the encoding mode for each MB is chosen by minimizing:

$$\min_{\text{mode}} J_{MB} = \min_{\text{mode}} (D_{MB} + \lambda R_{MB})$$

(III.1)

where $D_{MB} = \sum_{i \in MB} d_{i}^n$ and $R_{MB}$ denote per MB distortion and rate, respectively, and $\lambda$ is the Lagrange multiplier. The coding mode (intra, inter-ST and inter-LT) is chosen to minimize the Lagrangian cost. Because of the uneven quality levels (discussed in the next section) being assigned in the current work, contrary to what was done in Chapter II, we do not optimize over the Quantization Parameter (QP). We instead use the one chosen for that particular frame (or MB), manually or through a rate allocator.

**III.B High Quality Updating**

A question that arises when designing such a system is the choice of the optimal update parameter $N$ for a given image sequence, frame rate and bit rate. It depends
heavily on the sequence’s characteristics, such as occlusion effects and scene changes. Thus, the problem is one of computer vision and image sequence characterization. An optimal solution will require significant computational resources. In [45] it was proposed not to attempt to select an optimal frame to be buffered as long-term, but rather to reformulate the problem as one of constructing a good frame explicitly. In this approach, every $N$ frames, one frame is coded with additional bit rate at the expense of other regular frames. This frame is then buffered and used as the long-term reference frame for the subsequent $N$ frames.

A second issue is how to allocate bit rate to the long-term frame. In this chapter, as in [45], the rate allocation was heuristic. We used a quantization parameter for the long-term frame that was lower by 7 compared to the quantization parameter for the regular frames. One plausible optimal solution to the problem would be to consider a block of $N$ frames, and optimize the QP or rate of the long-term frame and the QP or rate of the rest over all $N$ frames by applying rate-distortion optimization for all possible combinations of rates/QPs. However, the computational complexity would be immense, and there would be a delay of $N$ frames.

The actual transmission of extra bits for the periodic high-quality frames can be accomplished in two ways. One can incur extra delay for the high-quality frames, by using extra transmission time for them, sending more information at the same average bit rate. In another realization that is not prone to delays, the sender could use extra channel bandwidth for a short period of time, to send the extra bits for the high-quality frames.
It was found in [45] that using a dual frame encoder with periodic high-quality frames (pulsed quality) that could be used as long term frames provided about a 0.6 dB advantage over a regular dual frame encoder where the long-term reference frames have the same quality as other frames.

### III.C Experimental Results

The previous work with pulsed-quality dual frames considered only transmission over noiseless channels [45]. In this chapter, our goal is to use the pulsed-quality creation of long-term reference frames, but for packet erasure channels, and to use the optimal mode selection approach of Chapter II to optimally select among *intra* coding, *inter-low-quality* coding, and *inter-high-quality* coding based on estimates of the distortion that arises both from packet erasures and from the difference in low and high quality frames.

The dual frame buffer with high quality updating was implemented with the H.264/AVC reference software version JM 7.4. The encoder was modified, using functionality built into the standard. The resulting video codec produces a fully standard compliant H.264 bitstream. To limit the complexity in implementing the per-pixel estimator from [35] we employed half-pixel motion vectors. For similar reasons, the loop filter was disabled. Since we deal with standard QCIF imagery at $176 \times 144$ pixels, we took each slice (packet) to contain 11 MBs, so each variable-length packet is equivalent to a horizontal slice of MBs.

A multiple frame buffer of size two was employed. In the case of regular
updating, the first frame is the previous and the second a long-term one. When high quality updating is used, the sole difference is that the frames selected to be buffered as long-term ones have been explicitly coded with a lower QP compared to all others. In our simulations we code the long-term frames with a QP that is lower by 7 compared to the general QP for the entire sequence. The long-term frame was updated every 10 frames (updating parameter $N = 10$). This fixed value was selected experimentally as in [45] and is a compromise between the optimal values for many sequences.

Packet losses corrupt the bit stream. The loss of a packet translates to losing a horizontal slice of MBs. Packets can be decoded independently of one another. Error concealment is applied by using the median of the motion vectors of the three upper MBs to conceal from the previous frame. If the upper slice has been lost as well, then we just copy the co-located MB from the previous frame. The error concealment is modeled within the distortion estimation equations.

A hundred different random patterns were used to obtain the displayed results. Since the regular dual frame coder takes no account of the possibility of packet losses in choosing between the coding modes, it underutilizes the intra mode, and performs very poorly in a lossy environment. Thus, we also investigated the performance of random intra refresh algorithms.

The QP value was selected empirically in [45] after extensive experimentation for standard video sequences, and, although it cannot be said to be optimal, it was found to be an acceptable compromise for a range of image sequences. Constraining the QP selection and comparing against intra-coded long-term frames, we found that the present
scheme outperformed intra-coded long-term frames for most of the cases by up to 1 dB.

Fig. III.1(a) illustrates the system’s performance for the “carphone” image sequence, which consists of a man talking on his videophone in a moving car. For a packet loss rate of 10% the “zero intra” coding proves extremely error-prone. It has very few intra-coded MBs, and a $p = 10\%$ packet loss ratio drops the PSNR down to 21 dB from more than 32 dB. Increasing the allocated rate has no effect since the absence of intra-coded MBs totally compromises the bitstream’s resilience.

Attempting to protect the bitstream by employing some intra-coded MBs, we used a random intra refresh update. We experiment by forcing 20, 33 and 45 random intra-coded MBs per-frame. Performance increases with the transmission rate, due to the added protection of the intra MBs, particularly as the number of intra-coded MBs increases.

However, we observe that providing high-quality to the long-term frames does less well than regular quality for these heuristic intra refresh approaches. This is likely due to the fact that the high-quality frames are depriving other frames of their share of rate, and the random intra refresh macroblocks also deprive other MBs of their share of rate; the competing effects of these heavy rate users hurt the final performance. Similar conclusions can be drawn in Fig. III.1(b).

However, with the use of rate-distortion optimal mode selection among intra coding, inter-low-quality coding, and inter-high-quality coding, the pulsed-quality dual frame approach outperforms regular dual frame updating by as much as 1-1.5 dB throughout Figs. III.1(a)-(b). For Fig. III.1(b) in particular, the performance gap in-
creases with the bit rate.

We then investigated the performance of the system for varying packet loss ratios. Figs. III.2(a)-(b) demonstrate that HQ updating holds a comfortable lead over regular updating for packet loss ratios ranging from 1% to 25%. The performance gain varies from 0.6-1.5dB depending on the image sequence characteristics. It is in general higher for low-motion sequences such as “mother-daughter” but still can reach 1 dB for active sequences such as “carphone”. The QPs were chosen so as to achieve the same (±5%) total bit rate for the graph points.

We experimented with using more than 2 reference frames, and found, as in Chapter II, that expanding the reference buffer size beyond 2 frames produces sharply diminishing returns. In particular, we tried (1) two long-term (high-quality) frames plus one short-term frame, (2) two short-term frames and one long-term (high quality) frame, and (3) one long-term and four short-term frames. In all cases, the gains over the dual frame high-quality case were quite small (on the order of 0.1-0.2 dB). It appears that, for the sequences we tried, the immediate past frame captures most of the benefit that short term references can provide (high correlation with current frame), and a single high-quality frame captures most of the benefit that the high-quality long-term past can provide.

Subjective quality evaluation showed that the periodic coding of frames at high quality is only rarely noticeable for the error-free case, and for the error-prone case it is completely masked by the error concealment and propagation.
III.D Conclusion

In conclusion, the dual-frame coder with pulses of high quality provided to the long-term frame, when used in conjunction with random intra refresh, performs less well than the regular dual frame coder where long-term frames are chosen from among regular quality frames. The optimal mode selection does significantly better than random intra refresh for both regular quality and pulsed-quality dual frame coders, and the pulsed-quality approach performs much better than the regular dual frame approach when used with the optimal mode selection. This result says that the method of creating or choosing a long-term reference frame (pulsed quality or regular quality) and the method of choosing, for each macroblock, whether or not to use that long-term reference frame (or use the short-term or intra mode) can work together synergistically or can oppose each other. The gains in performance ranged from 0.6 to 1.6dB.

The results point to the superiority of high quality (pulsed quality) over regular updating for lossy packet network video transmission with a dual frame coder. This gain comes at trivial extra computational and implementation cost and can be easily deployed in a standard compliant H.264 codec.

In our work, the heuristic allocation we used worked remarkably well for all combinations of image sequences and bit rates, but there is still much that has not been modeled and optimized. Future work will concentrate on finding an efficient explicit rate control mechanism to allocate rate to the long-term and regular frames. Finding good update parameters is at least as challenging.
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Figure III.1: Packet loss ratio $p = 10\%$. (a) Image Sequence “carphone”. (b) Image Sequence “mother-daughter”.
Figure III.2: PSNR performance vs. packet loss rate. (a) Image Sequence “carphone” QCIF at 10fps, $N = 10$, 122.5kbps. (b) Image Sequence “mother-daughter” QCIF at 10fps, $N = 10$, 34.4kbps.
Chapter IV

Drift-Resistant SNR Scalable Video Coding

Fine Granular Scalable (FGS) video coding has emerged as an important research topic in recent years. Instead of compressing for a given target rate, it is desirable to compress for a range of bit rates at which the sequence can be potentially decoded. This is critical for internet video streaming, because there is usually no guarantee of constant bandwidth. One can extract multiple versions of the same video, at different levels of quality, from a single compressed file, and then stream them to recipients with different bit rate requirements. FGS was recently accepted for inclusion into the state-of-the-art scalable video codec jointly developed by ISO and ITU-T [46]. The first standardized effort on FGS video coding was the MPEG-4 FGS Signal-to-Noise Ratio scalability extension [47]. The base layer consists of a standard single-layer MPEG-4 bitstream while the enhancement layer (EL) is coded with the bitplane technique and
references only the base layer reconstruction of the image. Bitplane coding provides a completely embedded stream that can be arbitrarily truncated to fit the available bandwidth.

In [48], Wu et al. introduced progressive fine granularity scalability (PFGS), which uses an additional EL reference frame to improve motion prediction. Assuming availability of the base layer and EL references, the frames being encoded alternate between those two layers as reference. In [49], performance was improved by selecting the reference layer on a macroblock basis, called MB-PFGS. At the same time, He et al. [50] combined H.264/AVC with MB-PFGS to produce a scalable coder that outperformed MPEG-4 FGS, using both base and EL information during motion estimation. PFGS suffers from drift due to possible loss of the previous EL. A drift estimation technique was proposed in [51]. The drift was not modeled probabilistically, hence could not be used to estimate first or higher order moments of the enhancement reference pixels. We thus propose a new drift estimate that is valid for all moments of the pixel values.

To further reduce drift and improve compression we investigate incorporating multiple frame prediction into FGS scalable video coding. The earliest attempt is found in [52] which used the previous five frames as additional references. Another approach to multiple references is found in [53]. Two frames (one is the short-term) are buffered and reference frame selection is biased in favor of the farthest frame. The non-selected short-term frames are not referenced by future frames. A separate approach with multiple references that makes use of leaky prediction to constrain drift was presented in [54], where the drift error was modeled as the worst possible.
In this chapter, we apply pulsed quality allocation to periodically updated long-term frames used for dual frame prediction as proposed in Chapter III. Uneven quality allocation is applied only to the base layer. The chapter is organized as follows. Section IV.A gives an overview of the EL coding modes, and describes our algorithm for optimal per-pixel estimation. Section IV.B discusses the implementation of the recursive estimation and Section IV.C presents the dual frame prediction scheme. Experimental results are presented and discussed in Section IV.D. The chapter concludes in Section IV.E.

### IV.A Optimal Per-Pixel Estimation of Drift

Base layer macroblocks (MBs) are encoded with one of the many possible modes defined in the H.264 standard. For the EL however, every MB can be encoded with three possible coding modes (Fig. IV.1(a)) [49]. Top dark gray squares denote base layers, bottom light gray squares denote enhancement references, and white squares with dashed lines denote partially decoded (top) or higher (bottom) enhancement layers. Base layer MBs are always reconstructed exclusively from previous base layers. Black arrows denote prediction, while white arrows denote reconstruction. We note that hereon “prediction” refers to the MC prediction at the encoder side, while “reconstruction” stands for the MC prediction at the decoder side.

The first coding mode is $LPLR$, where an enhancement MB is predicted and reconstructed from the previous base layer. Using this mode, and assuming that the base layer is always received in its entirety, no prediction/reconstruction mismatch is possible
and drift from previous frames is stopped. The coding efficiency is degraded due to the low quality motion compensation and reference.

The two other coding modes involve prediction from the EL reference. In HPHR, the enhancement MB is both predicted and reconstructed from the EL reference. This yields high compression, provided the previous enhancement reference was received in its entirety. If not, we have drift. To counter this, in HPLR mode, prediction still takes place from the enhancement reference, but reconstruction now uses the previous base layer. The quality is lower than HPHR, but drift is contained. At the decoder side, the modes “LPLR” and “HPLR” are identical, since in both modes the base layer reference is used for reconstruction. Thus, only one bit is needed to signal an enhancement layer mode.

Consequently, selecting HPHR provides best quality with drift, LPLR yields low quality without drift, while HPLR is a trade-off between those two. Leaky prediction [55] uses as a prediction reference a weighted superposition of the EL and BL predictions. Quality is a trade-off, and while drift exists, it attenuates to zero over time provided the EL weighting is sufficiently small. In our scheme the suppression of drift is a problem of coding mode decision.

Let $n$ be the number of the current frame, and $(i, j)$ the spatial coordinates of the pixel we seek to estimate. The motion vector that points to the prediction block in frame $n - 1$ is denoted $(v_x, v_y)$. Let $(i + v_x, j + v_y) = (\alpha, \beta)$. Let $f_k$ denote the probability that the received EL portion has been truncated at rate $R_k$ (i.e., available bandwidth at a particular moment is $R_k$), for $k = 0$ to $N - 1$, where $R_l < R_k$ for $l < k$,.
and $N$ is the number of operational rates. Let $R_{ER}$ denote the enhancement reference rate. Even if rate $R > R_{ER}$ is available to the decoder, the enhancement reference will still be decoded at rate $R_{ER}$. The frame decoded at rate $R$ will be used only for display purposes by the decoder. It is left out of the decoding loop. Disregarding the effects of the loop filter and quarter-pixel accurate motion compensation used in baseline H.264, we observe that, at the decoder, a reconstructed EL reference pixel $\tilde{p}_{er}^n(i, j)$ at frame $n$ and spatial coordinates $(i, j)$ can be written for LPLR and HPLR modes as:

$$\tilde{p}_{er}^n(i, j) = p_{b}^{n-1}(\alpha, \beta) + \tilde{r}^n(i, j) \quad \text{(IV.1)}$$

where $p_{b}^{n-1}(\alpha, \beta)$ is a motion-compensated base layer pixel of frame $n - 1$, which is a deterministic value known by both encoder and decoder, since the BL is assumed to be received in full. Term $\tilde{r}^n(i, j)$, the reconstructed residue from the received part of the EL, can vary according to channel conditions and thus has to be modeled, by the encoder, as a random variable. This residue differs for LPLR and HPLR because of separate references, though the equations are unaffected. For HPHR we obtain:

$$\tilde{p}_{er}^n(i, j) = \tilde{p}_{er}^{n-1}(\alpha, \beta) + \tilde{r}^n(i, j) \quad \text{(IV.2)}$$

Term $\tilde{p}_{er}^{n-1}(\alpha, \beta)$ is the motion-compensated pixel in the EL reference of frame $n - 1$, which has to be considered random by the encoder, since the encoder cannot know if the received portion of the EL was enough to reconstruct the enhancement reference frame in full. We seek the expected values (first moments) of these random variables. Due to
space constraints we derive this only for HPHR:

\[ E\{\tilde{p}_{er}^n(i, j)\} = E\{\tilde{p}_{er}^{n-1}(\alpha, \beta) + \tilde{r}^n(i, j)\} = E\{\tilde{p}_{er}^{n-1}(\alpha, \beta)\} + E\{\tilde{r}^n(i, j)\} \]  \hspace{1cm} \text{(IV.3)}

If the last term, the residual, is calculated, then our recursive estimate is complete. We use \( l \) to denote that value among the possible truncation rates where \( R_{l-1} < R_{ER} \leq R_l \), and obtain:

\[ E\{\tilde{r}^n(i, j)\} = \sum_{k=0}^{l-1} f_k r^n_k(i, j) + r^n_{ER}(i, j) \sum_{k=l}^{N-1} f_k \]  \hspace{1cm} \text{(IV.4)}

where \( r^n_k(i, j) \) denotes the enhancement residue truncated at rate \( R_k \), and \( r^n_{ER}(i, j) \) the enhancement residue required to reconstruct the enhancement reference in full. For \( k \geq l \), we set \( r^n_k(i, j) = r^n_{ER}(i, j) \) since the truncated rate is enough to fully recover the enhancement reference. Per-pixel recursive estimation was previously shown to be effective in packet loss scenarios [35]. However, one needs the second moment of the random variable as well, to calculate the mean squared error during mode decision. From Eq. IV.2:

\[ E\{(\tilde{p}_{er}^n(i, j))^2\} = E\{(\tilde{p}_{er}^{n-1}(\alpha, \beta) + \tilde{r}^n(i, j))^2\} \]  \hspace{1cm} \text{(IV.5)}

\[ = E\{(\tilde{p}_{er}^{n-1}(\alpha, \beta))^2\} + E\{(\tilde{r}^n(i, j))^2\} + 2E\{\tilde{p}_{er}^{n-1}(\alpha, \beta)\tilde{r}^n(i, j)\} \]

To obtain the third term we assume that prediction reference \( \tilde{p}_{er}^{n-1} \) is uncorrelated with
the residue $\tilde{r}^n$:

$$E\{(\tilde{p}_{er}^n(i, j))^2\} = E\{(\tilde{p}_{er}^{n-1}(\alpha, \beta))^2\} + E\{(\tilde{r}^n(i, j))^2\} + 2E\{\tilde{p}_{er}^{n-1}(\alpha, \beta)\}E\{\tilde{r}^n(i, j)\}$$

(IV.6)

The second moment of the residual is:

$$E\{(\tilde{r}^n(i, j))^2\} = \sum_{k=0}^{l-1} f_k (r^n_k(i, j))^2 + (r^n_{ER}(i, j))^2 \sum_{k=l}^{N-1} f_k$$

(IV.7)

Using Eqs. IV.3 and IV.4, we recursively estimate the first moment, and with Eqs. IV.6 and IV.7, we estimate the second moment for HPHR blocks. For LPLR and HPLR, the residual estimates Eq. IV.4 and Eq. IV.7 remain the same. For the first moment instead of Eq. IV.3 we write:

$$E\{\tilde{p}_{er}^n(i, j)\} = E\{p_b^{n-1}(\alpha, \beta) + \tilde{r}^n(i, j)\} = p_b^{n-1}(\alpha, \beta) + E\{\tilde{r}^n(i, j)\}$$

(IV.8)

and for the second moment instead of Eq. IV.6 we use:

$$E\{(\tilde{p}_{er}^n(i, j))^2\} = \left(p_b^{n-1}(\alpha, \beta)\right)^2 + E\{(\tilde{r}^n(i, j))^2\} + 2p_b^{n-1}(\alpha, \beta)E\{\tilde{r}^n(i, j)\}$$

(IV.9)

These equations are used at the encoder to estimate drift optimally. This algorithm is called DEPP (Drift Estimate Per-Pixel).
IV.B Drift Estimate Algorithm Implementation

Mode selection for the EL is accomplished as in [49]. Instead of employing the intact enhancement reference, we use our recursive per-pixel estimates. Let $h^n(i, j)$ denote a pixel in the original current frame $n$ at position $(i, j)$. Let $r^n_e(i, j) = h^n(i, j) - p^{n-1}_{er}(\alpha, \beta)$ denote the prediction residual from the EL reference, and $r^n_b(i, j) = h^n(i, j) - p^{n-1}_b(\alpha, \beta)$ denote the prediction residual from the base layer. Term $p_{er}$, without the tilde, is the intact EL reference, and not an estimate. We now disregard frame indices and spatial coordinates to simplify notation. The base layer codec quantizes $r_b$ and sends the quantized $\hat{r}_b$ to the receiver. In [49], the coding mode is selected as LPLR over either HPLR or HPHR, if:

$$\|r_b - \hat{r}_b\| < \|\tilde{r}_e - \hat{r}_b\|$$  \hspace{1cm} (IV.10)

The DCT residues encoded in the enhancement layer are $r_b - \hat{r}_b$ for the LPLR mode, and $r_e - \hat{r}_b$ for either HPHR or HPLR. We calculate $\tilde{r}_e = h - E\{\tilde{p}_{er}\}$ using our per-pixel estimates. Since our estimate $E\{\tilde{p}_{er}\}$ is going to be worse than the actual EL reference prediction $p_{er}$, doing this will slightly bias in favor of the LPLR mode.

If either HPLR or HPHR mode was selected for the EL block, we follow the approach in [49] and select HPHR over HPLR when the following inequality is satisfied:

$$\|h - p_{er}\| \times c < \|p_b - p_{er}\|$$  \hspace{1cm} (IV.11)
where $c$ is a constant that is fine-tuned empirically. Eq. IV.11 trades-off distortion (left side) for possible drift (right side). In this expression from [49], we replace $p_{er}$ with the estimated predictions $p_b^{n-1}$ or $E\{\tilde{p}_{er}^{n-1}\}$, depending on the EL coding mode. The encoder takes $N = 1$, so $f_0 = 1$, meaning that only one truncation rate $R_0$ is assumed to occur, and that rate is assumed to be insufficient for proper reconstruction of the enhancement layer reference: $R_k < R_{ER}$. We finally note that $\|\|$, denotes mean squared error (MSE); hence the need to obtain the second moments of our estimates.

We recursively estimate the EL references with Eq. IV.3, IV.8, IV.4 (first moment), and Eq. IV.6, IV.9, IV.7 (second moment). During mode selection, we only use the estimated predictions $p_b^{n-1}$ and $E\{\tilde{p}_{er}^{n-1}\}$ and do not add the partial residue. Only after the EL bitstream has been fully produced, we update the estimates using the above mentioned equations, in contrast with the ROPE packet loss estimation algorithm [35] that uses the current estimates for mode selection. Due to the scalable nature of our codec this is not feasible, since the calculation of the current estimates requires the truncation of the enhancement layer under construction, and every single enhancement mode decision we make changes the way the final layer will look. We instead employ the predictions from the previous estimated reference. More complex implementations of our approach are possible if we know additional statistics (additional and more accurate $f_k$ values) about the channel, or if we employ approximations of the truncated residuals to update the estimates at intermediate rate points prior to mode decision.
IV.C Dual Frame Prediction and Pulsed Quality Allocation

In dual frame prediction from Chapter II, two reference frames, one short- and one long-term, are used for motion compensation. The long-term frame is periodically updated every $N$ frames. In Chapter III, pulsed quality (allocation of additional bit rate) was proposed for the long-term frames (while keeping the rest of the frames at a lower quality), leading to improved performance in error-prone scenarios.

Here, we investigate periodic long term frames, both with even and with uneven (pulsed) quality. Pulsed rate allocation takes place only at the base layer level. However, since we desire roughly equal-length base layers, we incur some extra delay for the pulsed frames, as shown in Fig. IV.1(b), where a delay of 1 frame is observed. The bitstream is displayed first on top as it is encoded and on the bottom as it is transmitted. Flattening the bandwidth and transmitting at constant rate ensures a constant-length base layer. The decoder receives this group of frames, extracts the overlayed rate belonging to the long-term frame, and then decodes them. Ensuring a constant and low average-rate base layer guarantees that it will not surpass the lowest rate threshold (imposed by the bottleneck channel; e.g: 64kbps if the operational range includes ISDN). Otherwise, the rate pulses could surpass this threshold.

The encoder selects the reference frame and block through an exhaustive search whose goal is to minimize prediction distortion. We minimize the following prediction distortion measure from [50]:

$$SAD = SAD_b + \lambda_1 SAD_{er} + \lambda_2 ||p_b - p_{er}||$$  \hspace{1cm} (IV.12)
where $SAD_b$ is the prediction distortion from the base layer and $SAD_{cr}$ is the prediction distortion from the EL reference. The last term is identical to the one in Eq. IV.11 with the sole difference that $\|\cdot\|$ denotes here SAD calculation. The $\lambda$’s are constants with values $\lambda_1 = 1.2$ and $\lambda_2 = 0.05$. Eq. IV.12 is used both for block motion estimation as well as for reference frame selection. The rate-distortion constrained scheme of the H.264 test model was not used. Minimizing just $SAD_b$ would lead to sub-optimal reference frame selection because we are not necessarily going to use LPLR mode for all macroblocks in the frame. The motion vectors (MVs), reference indices, and motion partitioning are encoded in the base layer and are re-used when coding the EL. The EL encodes the FGS residuals and the block coding mode.

**IV.D Experimental Results and Discussion**

We employed the H.26L-PFGS video codec, comprised of an H.264 TML9 base layer codec and an EL codec with MPEG-4 FGS syntax. A uniform Quantization Parameter ($QP$) value was applied to all blocks of the base layer: $QP = 25$ for “carphone” and “foreman”, $QP = 27$ for “container” and “mother-daughter”. We measured the performance of the scalable codec by truncating the enhancement bit rate of each frame in 250 byte intervals (chunks). For sequences encoded at a frame rate of 10fps, this translates to bitrate intervals of 20kbps, while for sequences encoded at 30fps this translates to 60kbps. The bit rate horizontal axis in Fig. IV.2 and IV.4(b) corresponds to the total transmission bit rate, comprised of the base layer that naturally varies, but has been encoded so that it provides an acceptable visual quality (usually a PSNR value
close to 30-31dB), and the additional EL bit rate that comes in 250-byte chunks. The leftmost point in the curves of Fig. IV.2 corresponds to the base layer plus one 250-byte chunk.

Integer motion vectors are used for motion estimation and compensation. The loop filter is used but not modeled in our per-pixel estimates due to the high complexity. The use of integer MVs enabled optimal calculation of the estimates. Regarding efficient techniques for adapting per-pixel estimates to fractional pixel motion vectors, see [56] and Chapter II. We set \( f_0 = 1 \) for \( R_0 = 0.65 \times R_{ER} \), meaning that regardless of how many 20kbps/60kbps chunks of enhancement layer bits are received at the decoder side, the encoder runs its recursions by always assuming that network conditions force the enhancement layer to be truncated at some 65% of the rate needed for full reconstruction of the enhancement reference. The encoder is thus made to assume that there is drift on every enhancement reference, whether or not there actually is. Values greater than 0.65 would lower performance for low rates and raise it for higher rates.

All proposed schemes employ IPPP structure in both base and enhancement layer. The entropy coder was CABAC. We investigate both the scheme in [50] referred to as REGULAR, and our proposed scheme DEPP. The only difference between them is the modeling of drift. For each of the two schemes, three codec configurations are evaluated. The SF codecs employ single-frame prediction using the previous frame as the reference. The LT codecs employ periodic updating of an additional long-term frame buffer, hence two reference frames are available during motion compensation. We recall that the reference frame is fixed for both layers and the decision is made at the base
layer encoding step. Hence a block in the enhancement layer will be predicted from the same (enhancement) frame as the base layer block was predicted from. No additional reference frame index is transmitted in the enhancement bitstream. Finally, the HQ codecs family employs pulsed quality on the long-term frame. The long-term frame is encoded with a finer quantization parameter $QP_L$ than the rest of the frames which are instead coded with a coarser quantization parameter $QP_S$ to ensure the same average bit rate as with SF and LT codecs. In our simulations the updating period has been fixed to 5. The following QP combinations were used for each of the evaluated sequences: $(QP_L, QP_S) = (23, 26)$ for “carphone” and “foreman”, $(QP_L, QP_S) = (23, 29)$ for “container” and “mother-daughter”. After searching over a range to determine a good value of the factor $c$ in Eq. IV.11, $c_{\text{REGULAR}}$ was fixed to 13 for static sequences (detected through motion vectors) and 4 for dynamic sequences. While optimizing the parameter individually for each sequence is not realistic, we consider that it is realistic that the encoder would be able to make this simple binary categorization to choose one of two values of the parameter. Then $c_{\text{DEPP}} = 0.5 \times c_{\text{REGULAR}}$ was used. The same value was used for SF, LT and HQ versions of the codec.

Fig. IV.2 shows results for uniform truncation rate: all enhancement layers are truncated at the same bit length. In Fig. IV.2(a), all three curve families (SF, LT, and HQ), and SF in particular, show gains of 1dB for DEPP at low to medium bitrates, compared to their respective REGULAR curves. The performance loss at high rates is negligible. A similar case is observed in Fig. IV.2(b) where this time the gains at low rates are smaller. REGULAR HQ and LT perform well at high rates hinting at the
usefulness of multiple frame references for this sequence. DEPP again underperforms for high rates. Recall that $c$ was optimized for SF codecs so our claims for LT and HQ are conservative and not representative of the maximum achievable performance. For reference we show the performance of the non-scalable SF codec (“FIXED RATE”) with integer motion vectors. It is apparent that the generic FGS methodology achieves SNR scalability at a significant cost in compression efficiency.

In Fig. IV.2 we observe a “knee” in the curves where the slope changes significantly. This point corresponds to the EL reference truncation rate. It does not depend on the expected rate used by the drift estimation, which is why the knee occurs in both the REGULAR and DEPP curves. The reason for the knee is as follows: Up to the EL reference rate, having more rate for the EL helps improve both the prediction reference and the final display. If however, the rate received is greater than the EL reference, the decoder will still only use the prescribed reference. So the extra rate is used only for final display purposes, but does not help with any prediction, which is why the slope is lower for that portion of the curves.

The Scalable Video Codec JSVM 2.0 [46] that incorporates FGS is also evaluated with IBPBPB structure (low delay) and integer motion vectors (performance suffers 1-1.5dB compared to quarter-pixel vectors). It outperforms the older H.26L-PFGS codec as was expected, due to more advanced entropy coding and motion prediction. Last, we investigate performance when quarter-pel motion vectors are enabled while DEPP still models vectors as integers. The “DEPP QR” is now handicapped due to inaccurate modeling of the motion compensation process and this shows in Fig. IV.2(a).
For Fig. IV.2(b) however, “DEPP QR” performs well compared to “REGULAR QR”.

Next, in Fig. IV.3 we investigate performance at arbitrary truncated rates on a per frame basis. Due to space constraints we omit the LT codecs from this comparison. From both figures we observe that DEPP is always better than REGULAR, which was expected since the truncation rate was low to medium. However, we also observe the substantial gain through the use of pulsed quality (HQ). For sequences with repetitive image content such as “mother” and “container” we observe gains of 1-1.5dB. Note that pulsing the quality does not create artificially high variations in PSNR: similar PSNR spikes are found in the SF variants as well. Finally, we observe for the REGULAR codecs that their performance deteriorates with time steadily, in contrast to the DEPP codecs that are inherently resistant to drift. The PSNR values inside the legend boxes are the averaged values over the entire sequence.

Finally, in Fig. IV.4(b) we investigate variable bandwidth scenarios. The left, center, and right points in the curves in Fig. IV.4(b) correspond to the bit rate truncation patterns 1, 2, and 3, in Fig. IV.4(a), respectively. The EL reference truncation rate is depicted with a straight line. The shape of the time-varying truncation rate patterns was chosen to resemble TCP/IP behavior. Fig. IV.4(b) shows that DEPP performs well, though the margin against REGULAR is not as high as previously. DEPP LT is not noticeably better than DEPP SF. The reason is the low quality long-term reference base layer, whose SAD contributes to reference frame and MV selection in Eq. IV.12. Furthermore, the low-quality BL makes the evaluation of fractional pixel displacements [57] - a primary reason for the compression efficiency of multiple frame prediction -
hard. Once it is pulsed, we observe impressive gains in the HQ codecs. Last, the “QR” curves use quarter-pixel MVs while the recursive estimates model them as integer only. Thus, DEPP outperforms REGULAR, though with a smaller margin.

The additional computations consist of two parts: FGS decoding (inverse DCT and inverse quantization) that yields the intermediate decoded residual, and the recursive updating step for each of the moments once the EL bitstream has been fully produced. The complexity of FGS decoding is very close to that of FGS encoding since the operations are simply reversed. The complexity of the updating step is essentially equal to the complexity of the algorithm in [35], which is comparable to applying DCT and encoding. As we track two moments, the updating complexity is estimated to be twice the decoding complexity. The overall complexity of our scheme is thus approximately three times the decoding complexity. We found that execution time is increased by just 3% when DEPP is employed.

IV.E Conclusion

The proposed drift estimation approach yielded performance gains of about 1dB for most sequences across low to medium rates, with negligible loss at high rates. This was true even though the encoder persisted with a simplistic assumption about the truncation rates, an assumption that did not hold true in the actual simulations, for which the enhancement reference truncation rates varied substantially. The reason is that even for a crude channel description, it is better to assume some amount of drift and estimate its effect rather than disregarding it altogether. Pulsed-quality long-term frame
prediction was shown to be advantageous for low-to-medium rates and video content with sufficient temporal redundancies.

Future work can include modeling drift in the evolving SVC standard [46]. FGS is used in an LPLR coding approach that encodes base layer motion-compensated residuals to achieve SNR scalability. Prediction from EL frames, similarly to HPLR and HPHR coding modes, can be used to improve the compression efficiency of the FGS layer, introducing potential drift.
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Figure IV.1: (a) Enhancement layer coding modes. (b) Bitstream generation and transmission with delay in pulsed quality framework.
Figure IV.2: Constant bit rate (CBR) truncation experimental PSNR performance vs. total received bit rate for (a) “Carphone” at 30fps. (b) “Foreman” at 30fps.
Figure IV.3: Constant bit rate (CBR) truncation experimental PSNR performance vs. frame number for (a) “Mother-Daughter” at 30fps. (b) “Container” at 30fps.

Figure IV.4: Variable bit rate (VBR) truncation experiment. (a) Time-varying bit rate truncation pattern. (b) PSNR performance vs. total bit rate received for “Mother-daughter” at 10fps.
Chapter V

Compression Efficiency and Delay

Trade-Offs for Hierarchical B-Pictures and Pulsed-Quality Frames

Constraining delay is critical for real-time communication and live event broadcast. Live television broadcast should have a delay of no more than one second in many cases. Interactive video-phone communication should have a maximum end-to-end delay of no more than 300ms. For traditional predictive coding techniques (the IPPP coding structure), the end-to-end delay is low. A frame is captured, encoded in real-time, briefly buffered, and then transmitted. After brief buffering, the decoder decodes the bits and displays.

Throughout this chapter, the term rate allocation refers to the bit distribution on a frame basis. The allocation of this bit budget to individual blocks within a
frame, by varying the quantization parameter (QP), is denoted rate control. We also use the terms frame and picture interchangeably. Assuming that content is largely stationary and we operate under very tight delay constraints, then rate allocation is straightforward: every frame receives the same number of bits so that a total bit rate constraint is satisfied. Compression efficiency can be improved either by increasing the buffering delay (bit rate allocated to each frame can vary) or when more flexible motion-compensated prediction (MCP) structures are used. These include prediction structures that use additional reference frames, as well as structures that use frames from both the past and the future.

By filtering across frames or by using bidirectional prediction, compression performance improves because the temporal correlation among several neighboring frames is better exploited, but additional delay is incurred. An example is motion-compensated temporal filtering (MCTF). Trade-offs of delay and compression in MCTF video codecs were investigated in [58]. In that work, delay was reduced by selectively removing the update step. Recently, the update step was removed from the working draft of the Scalable Video Coding extension to H.264/AVC [46]. The end-to-end delay trade-off for MCTF was studied in [59]. Delay is an issue for hierarchical bi-predictive structures as well. The delay in the hierarchical case depends on the size of the Group of Pictures (GOP), and cannot be reduced by removing update steps while keeping GOP size intact.

One can also have increased delay when using a single-direction (forward) prediction scheme. The codec proposed in Chapter III employs two reference frames, one short-term (ST) and one long-term (LT). The LT frame is afforded extra bits; it is
high (pulsed) quality. At a given constant transmission bit rate, these frames will take longer to transmit, introducing delay. The rest of the frames are starved to achieve the rate constraint. Compression efficiency was improved for certain image sequences, but delay was not studied in that work.

The studies in [58, 59] did not take into account the effect of the encoder output and the decoder input buffering requirements which are non-trivial. Here, we model both delays. In this chapter, we study the delay for LT pictures with pulsed quality, as well as for hierarchical B-frames for varying GOP size. MCTF structures are not evaluated as they were found to be in most practical cases inferior to hierarchical B-frames [60]. MCTF, being inherently open-loop, cannot outperform the latter closed-loop scheme. Rate-control is used in all codecs to ensure that the delay budget is enforced: no buffer overflows occur.

Even when perfect rate control is possible, i.e. each frame receives exactly its pre-allocated number of bits, extra buffering delay at the encoder output and decoder input is incurred when the bit rate is distributed unevenly among the frames. We investigate the effect of uneven bit rate distribution on delay. Bit rate allocation hence affects both compression efficiency as well as buffering delay. We are interested in trading off compression efficiency for less delay. This is possible if one has access to a sufficiently accurate rate-distortion model. Given constraints on bit rate and buffering delay, such a model can yield an efficient rate allocation within a GOP.

To obtain a model for hierarchical prediction we need to account for the temporal prediction distance. In [61] a rate-distortion model was presented that modeled
the two-dimensional video signal as a wide-sense stationary process. The rate and distortion were calculated as functions of the power spectral density of the prediction error. This model introduced the concept of motion-compensation accuracy, which was investigated in depth in [62]. Although in [61], motion compensation accuracy represented the level of fractional-pel accurate MCP, in this chapter, we intend to use this accuracy to also model the temporal prediction distance. Intuitively, the farther we attempt to predict from, the less accurate the predictor becomes. This is manifested in increased displacement error.

The chapter is organized as follows: In Section V.A we define the end-to-end delay and describe several motion-compensated prediction structures. We calculate some useful bounds for delay constraints in the case of uneven bit rate allocation in Section V.B. The motivation and the fundamental challenges of deriving a rate allocation scheme for hierarchical B-pictures, as well as the resulting rate allocation scheme are presented in Section V.C. In Section V.D we study the structural delay trade-off. The adopted rate control schemes for each codec are discussed in Section V.E. Experimental results and conclusions follow in Section V.F. Finally, the chapter is concluded in Section V.G.

V.A End-to-End Delay

End-to-end delay involves delay at the source encoder, channel encoder, channel decoder, and source decoder, as well as transmission and propagation delay. We assume a propagation delay of zero, and we assume a lossless channel, so we do not in-
clude any channel coding. We further ignore the actual computation time at the encoder and decoder, limiting our scope to the buffers at the source encoder, shown in Fig. V.1, the transmission delay, and the buffers at the source decoder.

Figure V.1: The encoder input buffer and output buffer introduce delay.

The first delay is at the encoder input buffer, and this delay depends on the motion-compensation structure used, and varies in increments of whole frame durations. The encoder converts the frame into a bit stream instantaneously and then starts writing the bits to the encoder output buffer at a constant rate. If frame $i$ is encoded with $b_i$ bits, then it is written into the buffer at a rate of $30b_i$ bits/sec, as the video is input at a rate of 30 frames per second, so the bits for each frame get written during 1/30th of a second. The rate $30b_i$ may be more or less than the average source coding rate $r$. The encoder output buffer is a “leaky bucket”: it is continuously drained at the constant average source coding bit rate $r$.

The encoder output buffer determines how tightly the rate allocation and rate control must operate. With a constant source coding rate of $r$ bits per second, each frame
could have the same exact $\frac{r}{30}$ bits per frame, and then the output buffer could be in fact of zero length. Bits leave the buffer as soon as they enter it. Still, even in that case, 33ms are required for a frame to leave the encoder and arrive at the decoder in its entirety (for 30 frames per second one frame is displayed for 33ms). This is termed the transmission delay $D_{TX}$. But with an output buffer of zero length, the encoder could not respond to a scene cut or to high motion by using more bits, and by giving fewer bits to static scenes. Allowing the encoder output buffer to be larger leads to higher video quality.

We will require our rate control to live within the buffer without any frame skipping and without producing overflows or underflows. During the time (33ms) that the bits for frame $i$ are fed into the output buffer, $\frac{r}{30}$ bits will drain out of it. Therefore the rate control must ensure that the length in bits of any single frame is no longer than the buffer size plus $\frac{r}{30}$ bits, and indeed, is no longer than the space remaining in the buffer at that particular time plus $\frac{r}{30}$ bits.

The decoder is a mirror image of Fig. V.1. Bits are buffered in a decoder input buffer, which is the same size as the encoder output buffer, a common assumption made in [63]. Decoded frames are buffered at the output prior to display. In our model which excludes delays from computation, the source coding end-to-end delay $D_{e2e}$ depends on the four buffers and can be written as:

$$D_{e2e} = D^\text{in}_{enc} + D^\text{out}_{enc} + D_{TX} + D^\text{in}_{dec} + D^\text{out}_{dec}$$ (V.1)

where subscripts indicate encoder or decoder, and superscripts indicate input or output
buffers.

We investigate three types of encoders: predictive IPPP coding (IPPP), long-term prediction with pulsed quality (PULSE), and hierarchical B-pictures (HIER). The codecs are now described in detail.

The IPPP codec, shown in Fig. V.2, is based on the Joint Model (JM) 10.1 reference software of the H.264/AVC video coding standard [64]. Frames are encoded predictively in an I-P-P-P structure.

![Diagram of IPPP and PULSE motion-compensated structures](image)

**Figure V.2**: The PULSE and the IPPP motion-compensated structures. The arrows denote motion-compensated prediction.

The PULSE codec, shown in Fig. V.2, uses a short-term (ST) reference frame and a long-term (LT) reference frame for motion-compensated prediction as described in Chapter III. It is based on a modified version of the JM 10.1 reference software. The LT reference frame is periodically updated every $U$ frames and is afforded more bits
than the regular frames. Let $N_{GOP}$ denote the number of frames in a GOP. Both for IPPP as well as for PULSE we have $N_{GOP} = 1$.

The HIER coder uses hierarchical motion-compensated prediction. These prediction structures, called hierarchical B-pictures, are composed of more than one temporal resolution level (a hierarchy). The simplest case is the well-known IBPBP prediction structure. Examples for $N_{GOP} = 2$ (IBPBP) and $N_{GOP} = 4$ are shown in Fig. V.3. Fig. V.4 illustrates a $N_{GOP} = 8$ structure. HIER coders have by definition $N_{GOP} > 1$. The number of hierarchical temporal levels is given by $\log_2 N_{GOP} + 1$. This coder was implemented with the JSVM 3.3.1 reference software [46]. Hierarchical structures benefit from prediction both from the “future” and the “past”. This is particularly advantageous in cases of global motion and camera pan as shown in [65]. Note that the “closed loop” approach [60] was used for hierarchical prediction: B-frames are predicted from the reconstructed reference frames and not the original ones as traditionally done in MCTF.

With hierarchical B-frames, the encoder cannot begin to encode a frame until the entire GOP is available for processing, so for GOP size equal to $N_{GOP}$ the encoder begins processing one frame while $N_{GOP} - 1$ frames are in the encoder input buffer. Thus $D_{\text{enc}}^{\text{in}} = (N_{GOP} - 1)t_{fr}$, where $t_{fr}$ is the display time duration of a frame. In all our experiments we encode at 30 frames per second, so $t_{fr} = 33$ ms. The transmission time is $D_{TX} = t_{fr}$. We assume $D_{\text{enc}}^{\text{out}} = D_{\text{dec}}^{\text{in}}$. Finally, the output/display decoder delay
Figure V.3: Hierarchical bi-predictive motion-compensated structures. The arrows denote motion-compensated prediction. The RB frames are B-frames that can be used as references.

is again: $D_{\text{out}}^{\text{dec}} = (N_{\text{GOP}} - 1)t_{fr}$. We thus rewrite Eq. V.1 as:

\[
D_{e2e} = (N_{\text{GOP}} - 1)t_{fr} + 2 \times D_{\text{enc}}^{\text{out}} + t_{fr} + (N_{\text{GOP}} - 1)t_{fr}
\]

\[
= 2 \times D_{\text{enc}}^{\text{out}} + (2 \times N_{\text{GOP}} - 1)t_{fr}
\]  

(V.2)

If the rate allocation could achieve exactly $\frac{r}{30}$ bits per frame, then no buffering would be needed at the encoder output or decoder input, and the above result shows that the delays for $N_{\text{GOP}}$ equal to 1, 2, 4 would be 1, 3, and 7, respectively, times the frame duration of 33ms. In the next section, we estimate the encoder output buffer size for perfect rate control and uneven rate allocation.
In this section we calculate the delay due to buffering at the encoder output. Both for pulsed quality dual frame video coding, as well as for hierarchical B-pictures coding, the problem of increased encoder output buffering is unavoidable when good compression efficiency is desired. Pulsed-quality by definition involves uneven rate allocation, while a HIER coder can in theory be allocated equal bits per frame, but doing so severely degrades compression efficiency.

The following assumptions are made: (a) bit rate is controlled by varying the QP and block coding mode to achieve the allocated target rate for this frame, and (b) the rate allocation mechanism is accurate enough to ensure that within some block of $N$ frames it allocates exactly $N \times R$ rate, where $R$ the constant bit rate. The block of $N$ frames associated with the rate allocation periodicity is not necessarily the same as
the GOP associated with the prediction structure periodicity. We will refer to the block of \( N \) frames as GOP-R. The length \( N \) of the GOP-R is not necessarily equal to \( N_{GOP} \). Recall that for both IPPP and PULSE we have \( N_{GOP} = 1 \), while \( N_{GOP} > 1 \) implies a hierarchical B-picture prediction structure. Here, in the context of rate allocation, term \( N \) is equal to: (i) 1 for the IPPP case, (ii) \( U \) (the long-term frame updating period) for the PULSE case, and (iii) \( N_{GOP} \) for the HIER case.

Let \( x_i \), where \( 0 \leq x_i \leq N \times R \), denote the rate allocated to frame \( i \). Let \( x_M = \max_{i \in [0,N-1]} x_i \) denote the maximum value of \( x_i \). Let \( B \) denote the encoder output buffer length in bits. To avoid a buffer overflow during encoding, the necessary condition is:

\[
B = \max_{j \in [0,N-1]} \left( \sum_{i=0}^{j} x_i - j \times R \right) \quad (V.3)
\]

The encoder can estimate the encoder output buffer length from the bit rate allocation. A useful and intuitive lower bound can be written as

\[
B > \max(R, x_0, x_M) \quad (V.4)
\]

The buffer size should be larger than the first frame, the largest frame (in terms of bits), and the constant rate per frame \( R \). We note that very often the first frame in a GOP-R is the frame that is allocated the highest single number of bits in the GOP-R.

In video coding systems where the initial frame is pulsed and the latter frames are starved (not necessarily equal in size), the ensuing delay depends on the rate allocated to the pulsed frame. Hence the decision on the rate allocated to the pulsed frame
trades-off delay for compression performance. This result is valid both for hierarchical B-pictures coding with GOP-R size \( N = N_{\text{GOP}} \), as well as for pulsed quality dual frame coding with GOP-R size \( N \) equal to updating period \( N = U \). It translates a delay constraint into a rate allocation constraint.

Allocating excessive rate to a frame, and starving the rest, can not only decrease performance, but can also dramatically increase delay due to buffering. In the next section (Section V.C) we seek to find a good theoretical rate allocation for a hierarchical structure. For pulsed quality we derive experimentally an efficient rate allocation scheme later in this chapter.

V.C Proposed Framework for Rate Allocation

V.C.1 Motivation

The original rate allocation in the JSVM scalable video coder uses a single QP for the entire frame. The QP value allocated to a bi-directionally predicted picture (B-picture) is higher (coarse quantization) than the average of the QPs used to encode the two references. This arrangement guarantees high compression efficiency. However, rate allocation under tight delay constraints cannot use the same QP for the entire frame. A different QP is allocated every, say, 11 blocks, in order to achieve a rate constraint. We can only set the bit rate for each frame. The per-block QP decisions seek to avoid buffer overflow and underflow and satisfy the target rate.

Our goal is to establish the bit rate allocation for different hierarchical levels
with B-pictures, shown in Fig V.4. It is known that bi-directional prediction (multi-hypothesis prediction with two hypotheses) attenuates the prediction error energy by half, compared to uni-directional prediction [1]. Furthermore, we have to take into account the temporal distance from the reference frames. We found through experiments that the efficiency of the bi-directional prediction of a frame depends on the distance from its references. The QP allocation algorithm in JSVM ignores this distance. However, the temporal distance determines the motion compensation accuracy and hence the resulting prediction error. Our goal is to find a good theoretical model on the influence of prediction temporal distance to compression efficiency.

We now discuss our main assumptions: (a) frames within a temporal decomposition level have similar entropy, (b) closed-loop coding, and (c) high rate operation.

We assume that the image sequence is correlated enough so that frames within the same temporal decomposition level have similar entropies and can be afforded the same number of bits. We seek a solution that does not depend on video content: fixed proportion of bits for each temporal decomposition level, divided equally among the frames of the level. Given the overall bit-budget and the proportions, it is straightforward to calculate the exact rates. The requirement for fixed ratios is a result of computational and delay constraints: the complexity and delay needed to optimize the rate allocation for each sequence are prohibitive.

We are primarily interested in rate allocation for closed-loop hierarchical B-pictures. Closed-loop refers to using as references the previously reconstructed versions of the frames. It always outperforms open-loop prediction. Obtaining however the op-
optimal rate allocation for closed loop prediction is significantly harder. It is essentially a problem of dependent quantization [66]. Rate allocation for MCTF has been studied before [67] and is relatively easy to obtain since MCTF is open-loop (motion compensation is accomplished using the original frames). Still, those approaches did not take into account the temporal distance between the frames and lack any delay constraints. They are primarily modeling the error attenuation due to temporal filtering and are not appropriate for this work since we cannot afford the delay and the computational complexity to analyze the signal and derive near-optimal rate allocation.

We assume operation at high rates. It was shown in [68] that closed-loop prediction at high rates does not alter the signal significantly. Hence the effect of quantization error on prediction efficiency can be neglected for sufficiently fine quantization [69]. It was then suggested in [70] that using a closed-loop video coder with the optimal open-loop rate allocation performs close to the optimal closed-loop rate allocation. We will use the theory, originally developed in [61], and later extended to multi-hypothesis prediction in [1], to model rate-distortion behavior in hierarchical B-picture prediction. Open-loop compression efficiency for MCTF-like structures was investigated in [71] using the methodology of [61]. That approach, however, does not yield bit allocations on a frame basis and it also assumes a KLT transform which is not realistic in either traditional MCTF or closed-loop B-pictures.

The main reason we prefer the model of [61] over other approaches for bit allocation, is that results presented in [61, 1] depend on the motion compensation accuracy. We propose that this accuracy is a direct function of the temporal distance between the
reference and the predicted frame. A second reason is the modeling of multi-hypothesis prediction coding efficiency (B-pictures involve two hypotheses).

V.C.2 Theoretical Background

We will briefly now outline the Rate-Distortion (R-D) modeling scheme from [61, 1]. Let

\( \omega_x \) denote horizontal frequency,

\( \omega_y \) denote vertical frequency,

\( \Phi_{ss}(\omega_x, \omega_y) \) denote the signal power spectrum of the input video signal,

\( F(\omega_x, \omega_y) \) denote the frequency response of the “loop filter”,

\( P(\omega_x, \omega_y) \) denote the two-dimensional (2-D) Fourier transform of the displacement error p.d.f.,

\( \Phi_{nii}(\omega_x, \omega_y) \) denote the power spectrum of residual noise component \( i \) that cannot be predicted by motion compensation,

\( \Re(\cdot) \) denote the real part of a complex number, and

\( D \) denote the distortion resulting from encoding a signal with \( R \) bits per sample.

The original signal \( s(x, y) \) is predicted by convolving the spatial 2D convolution filter \( f(x, y) \) with the hypotheses \( c(x, y) \) (reference frames). The prediction error can then be written as:

\[
\begin{align*}
  e(x, y) &= s(x, y) - f(x, y) * c(x, y) \\
  \text{(V.5)}
\end{align*}
\]
The signal model is depicted in Fig. V.5, borrowed from [1]. The $c_i$ are the hypotheses which are assumed to be versions of the original source signal $s$, corrupted with white noise $n_i$, and also shifted in 2D by $\Delta x_i$ in the horizontal direction and $\Delta y_i$ in the vertical direction. The $\Delta x$ and $\Delta y$ are also modeled as random variables. In this work we assume that the p.d.f. $P(\omega_x, \omega_y)$ of the displacement error $\Delta x$ and $\Delta y$ is a function of the temporal prediction distance. If the power spectral density of the prediction error $\Phi_{ee}(\omega_x, \omega_y)$ is known, then the error variance $\sigma_e^2$ is given from Parseval’s relation as:

$$
\sigma_e^2 = \frac{1}{4\pi^2} \int_{-\pi f_{sx}}^{+\pi f_{sx}} \int_{-\pi f_{sy}}^{+\pi f_{sy}} \Phi_{ee}(\omega_x, \omega_y) d\omega_x d\omega_y \quad (V.6)
$$

where terms $f_{sx}$ and $f_{sy}$ are the spatial sampling frequencies in the horizontal and the
vertical direction. The well-known rate distortion function for memoryless coding is:

\[ R(D) = \frac{1}{2} \log_2 \left( \frac{\sigma^2}{D} \right) \]  

in bits per sample (pixel). The power spectrum \( \Phi_{ee}(\omega_x, \omega_y) \) is calculated for \( N \)-hypothesis prediction in [1]. Since in this work we are studying single and double hypothesis prediction, we need the expressions for \( N = 1 \) and \( N = 2 \). For \( N = 1 \) hypotheses (P-pictures) Equation (23) in [1] yields the following expression:

\[
\frac{\Phi_{ee}(\omega_x, \omega_y)}{\Phi_{ss}(\omega_x, \omega_y)} = 1 + |F(1)(\omega_x, \omega_y)|^2 - 2 \Re \{F(\omega_x, \omega_y)P(1)(\omega_x, \omega_y)\} \\
+ \frac{\Phi_{nn}(\omega_x, \omega_y)}{\Phi_{ss}(\omega_x, \omega_y)} |F(1)(\omega_x, \omega_y)|^2
\]  

(V.8)

For \( N = 2 \) hypotheses (B-pictures) the power spectral density is given from Eq. (23) in [1] as:

\[
\frac{\Phi_{ee}(\omega_x, \omega_y)}{\Phi_{ss}(\omega_x, \omega_y)} = 1 - 2 \Re \left\{ F(2) \begin{bmatrix} P_{(2,1)} \\ P_{(2,2)} \end{bmatrix} \right\} + F(2) \begin{bmatrix} 1 + \alpha_1 & P_{(2,1)}P_{(2,2)}^* \\ P_{(2,2)}^*P_{(2,1)} & 1 + \alpha_2 \end{bmatrix} F(2)^H
\]  

(V.9)

Terms \( \alpha_i \) for each hypothesis are given in Equation (22) in [1] as:

\[
\alpha_i = \frac{\Phi_{nn}(\omega_x, \omega_y)}{\Phi_{ss}(\omega_x, \omega_y)}, \text{ where the power spectrum of the signal } s \text{ is found in Equation (19) in [62] as:}
\]

\[
\Phi_{ss}(\omega_x, \omega_y) = \frac{2\pi \sigma_s^2}{\omega_0^2} \left( 1 + \frac{\omega_x^2 + \omega_y^2}{\omega_0^2} \right)^{-\frac{3}{2}}
\]  

(V.10)
\( \sigma_s^2 \) is the variance of the original signal \( s \). The noise power spectrum is: \( \Phi_{nn}(\omega_x, \omega_y) = \sigma_n^2 \). Terms \( P_{(1)}(\omega_x, \omega_y) \), \( P_{(2,1)}(\omega_x, \omega_y) \), and \( P_{(2,2)}(\omega_x, \omega_y) \) are critical and relate to motion compensation accuracy. The first is the displacement error p.d.f. for a P-picture, while the latter two correspond to each of the hypotheses in a B-picture. In [61, 1] they are not parameterized with distance and are assumed i.i.d. with p.d.f.:

\[
p(\Delta_x, \Delta_y) = \frac{1}{2\pi \sigma^2_{\Delta}} e^{-\frac{\Delta_x^2 + \Delta_y^2}{2\sigma^2_{\Delta}}}
\]  

(V.11)

The Fourier transform of the above probability density function is calculated as:

\[
P(\omega_x, \omega_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} p(\Delta_x, \Delta_y) e^{-j\omega_x \Delta_x} e^{-j\omega_y \Delta_y} d\omega_x d\omega_y = e^{-2\pi \sigma^2_{\Delta}(\omega_x^2 + \omega_y^2)}
\]  

(V.12)

Finally, terms \( F_{(1)}(\omega_x, \omega_y) \) and \( F_{(2)}(\omega_x, \omega_y) \) from Equations V.8 and V.9 represent the Fourier transform of the spatial filters \( f(x, y) \) for single and double hypothesis. For \( N = 1 \) hypotheses (P-pictures) the Fourier transform is equal to \( F_{(1)}(\omega_x, \omega_y) = 1 \) (we assume no loop filtering) since \( f_{(1)}(x, y) = \delta(x, y) \). For \( N = 2 \) hypotheses it is set to \( F_{(2)}(\omega_x, \omega_y) = \left[ \frac{1}{2} \; \frac{1}{2} \right] \) since \( f_{(2)}(x, y) = \left[ \frac{1}{2} \delta(x, y) \; \frac{1}{2} \delta(x, y) \right] \). The hypotheses are simply averaged.

We continue the derivation of the power spectral densities of Eq. V.8 and Eq. V.9. To simplify notation, we adopt \( \Lambda = (\omega_x, \omega_y) \) from [61]. For \( N = 1 \) hypothesis we obtain the following expression:

\[
\Phi_{ee}^{(1)}(\Lambda) = \Phi_{nn}(\Lambda) + 2\Phi_{ss}(\Lambda)(1 - P_{(1)}(\Lambda))
\]  

(V.13)
For $N = 2$ we derive:

$$
\Phi_{ee}^{(2)}(\Lambda) = \Phi_{ss}(\Lambda)(1 + 0.5(1 + \frac{\alpha_1}{2} + \frac{\alpha_2}{2} + P_{(2,1)}(\Lambda)P_{(2,2)}(\Lambda)) - P_{(2,1)}(\Lambda) - P_{(2,2)}(\Lambda)) \tag{V.14}
$$

We assume that both hypotheses are distorted equally yielding $\alpha_1 = \alpha_2 = \alpha = \frac{\sigma_n^2}{\Phi_{ss}(\Lambda)}$.

Terms $P_{(2,1)}(\Lambda)$ and $P_{(2,2)}(\Lambda)$ represent the motion compensation accuracy for each of the two hypotheses. They are also assumed to be equal, so we define $P_{(2)}(\Lambda) = P_{(2,1)}(\Lambda) = P_{(2,2)}(\Lambda)$. Given the above two assumptions we finally obtain the following expression for the prediction error power spectral density:

$$
\Phi_{ee}^{(2)}(\Lambda) = \frac{1}{2} \Phi_{nn}(\Lambda) + \frac{1}{2} \Phi_{ss}(\Lambda)(3 + P_{(2)}^2(\Lambda) - 4P_{(2)}(\Lambda)) \tag{V.15}
$$

Comparing Equation V.13 with Equation V.15 we notice that the power spectral density of the residual error $n$ is attenuated by $\frac{1}{2}$. This is an intuitive property of the selected averaging filter $F(\omega_x, \omega_y)$. It is obvious that if $\sigma_n^2$ is larger then there is a larger benefit in going to two hypotheses. Another property that is easy to identify is that if $P_{(2)}(\Lambda) = P_{(1)}(\Lambda)$ then two hypotheses are always better than a single hypothesis since: $\Phi_{ee}^{(1)}(\Lambda) - \Phi_{ee}^{(2)}(\Lambda) = \frac{1}{2} [\Phi_{nn}(\Lambda) + \Phi_{ss}(\Lambda)(1 - P^2(\Lambda))] \geq 0$. Naturally, there can be cases where the previous inequality is not upheld. These are cases where $P_{(2)}(\Lambda) \neq P_{(1)}(\Lambda)$.

**V.C.3 Proposed Estimate**

We parameterize $P(\Delta_x, \Delta_y)$ with respect to the temporal prediction distance by setting $\sigma_\Delta = \sigma_\Delta(\Delta_t)$. In a hierarchical B-picture system with $L + 1$ temporal decom-
position levels, the prediction distance $\Delta_t$ decreases as the temporal resolution increases. For $L = 1$, which corresponds to a GOP size of 2 and is the well known IBPBPB structure, the distance $\Delta_t$ is 2 frames at level 0 and 1 frame at level 1. Let $l$ denote the temporal decomposition level. We can write the prediction distance with respect to the level and the GOP size $N_{GOP}$ as:

$$\Delta_t(l) = 2^{-l}N_{GOP}, l \in [0, L]$$ (V.16)

We assume full binary temporal decomposition, hence: $N_{GOP} = 2^L$. Let us assume that $\sigma_\Delta(\Delta_t)$ is known, and that the optimal open-loop rate allocation is sufficiently close to the optimal closed-loop allocation. This allows us to find the optimal rate allocation with a single R-D curve for each of the $L + 1$ hierarchical levels. In reality, the rate allocation for each higher level (with smaller index) has a direct effect on the R-D curve of the immediately lower level as shown in [66]. The R-D curve is shifted for different quantization levels (or bit rate allocations) of its reference frames. Since, however, we operate at high rates and strict optimality is not our objective, we can generate $L + 1$ R-D curves. The rate allocation is obtained by constraining the same distortion $D$ across all $L + 1$ curves.

The above technique relies on estimating $\sigma_\Delta(\Delta_t)$. We therefore encoded several sequences for varying frame rates where we constrained equal rate on a frame basis. Two of those sequences are shown in Fig. V.6. We used the JM 10.1 AVC reference software to derive these encoded sequences. Single-frame/hypothesis prediction was used.
The rate control operated on groups of 11 macroblocks. The different temporal distances were obtained by varying the temporal sub-sampling ratio. The graphs present the distortion as mean squared error (not PSNR) versus and bits per sample (pixel) and the curves correspond to different temporal distances. A frame rate of 30fps leads to $\Delta_t = 1$, 15fps has $\Delta_t = 2$, 7.5fps leads to $\Delta_t = 4$, and so on. The figures show that the mean squared error $\sigma_e^2$ curves move to the right and to the top with an approximately logarithmically-spaced rate. Hence $\sigma_e^2$ seems to be a logarithmic function of the temporal distance $\Delta_t$. We now need to establish the relationship between $\Delta_t$ and $\sigma_\Delta$.

Replacing $\Phi_{ee}$ in Equation V.6 with the expression derived in Equation V.13 we obtain the theoretical performance for a single-hypothesis hybrid video encoding system with memoryless encoding of the prediction error. This is illustrated in Fig. V.7. Term $\sigma_\Delta \omega_0$ is varied at equal spaces and produces approximately logarithmically-spaced rate-distortion functions. This is very important as it mirrors the behavior of R-D curves in our experimental investigation. We conclude that for fixed $\omega_0$ the standard deviation of the motion compensation displacement error $\sigma_\Delta$ varies linearly with the temporal prediction distance $\Delta_t$. Therefore, we can estimate $\sigma_\Delta$ as:

$$\tilde{\sigma}_\Delta(\Delta_t) = \alpha + \beta(\Delta_t - 1) \quad \text{(V.17)}$$

The next challenge is to estimate the constants $\alpha$ and $\beta$. The AVC reference software uses quarter-pel accurate motion compensation. From [1] we know that the value of $\tilde{\sigma}_\Delta(1) = \alpha$ is calculated to be approximately 0.0702 for quarter-pel MCP. For half-pel
motion compensation it doubles to 0.1404, and again doubles to 0.2808 for integer-pel motion estimation. Parameter $\beta$ was estimated by fitting the theoretical curves in Fig. V.7 to experimental data, some of which were presented in Fig. V.6. We note that the above estimated parameters $\alpha$ and $\beta$ are valid for the specific values of $\omega_0$, $\sigma_s$, and $\sigma_n$ we selected.

The final rate-distortion model is written as:

$$R_l = \frac{1}{2} \log_2 \left( \frac{\sigma_e^2(\Delta_t, N)}{D \times (1 + \epsilon \times (l + 1))} \right)$$  \hspace{1cm} (V.18)

Recall that $l$ is the decomposition level. Parameter $N$ denotes the number of hypotheses used to predict that frame. Term $\sigma_\Delta$ is calculated using the linear model from Equation V.17 and is then plugged into $\Phi_{ee}^{(N)}(\omega_x, \omega_y)$ to yield $\sigma_e^2(\Delta_t, N)$. The motivation behind adding the term $\epsilon \times (l + 1)$ to the denominator of Equation V.18 has to do with the fact that hybrid video coding is closed-loop and thus a case of dependent video coding. Frames at temporal level $l$ are being predicted from frames of level $l - 1$ or less. However, these reference frames have already been quantized and the R-D curves of the current frame will have shifted as a result. The constant parameter $\epsilon$ was empirically set to a small value: $\epsilon = 0.1$.

The obtained rate $R$ values are used to establish bit rate ratios among temporal levels. Assuming for example $N_{GOP} = 4$, we have three temporal levels: 0, 1, and 2. Level 0 contains the P frames for which $\Delta_t = 4$ and $N = 1$. Level 1 contains RB frames (RB in H.264/AVC notation are B frames that can be referenced during motion
compensation) for which \( \Delta_t = 2 \) and \( N = 2 \). Finally, at level 2 we have B frames (in H.264/AVC notation it means that these frames cannot be used as references) for which the temporal distance is \( \Delta_t = 1 \) and \( N = 2 \). Using our algorithm we fix a common \( D \), say a mean squared error of 20, that corresponds to a PSNR of 35.12 dB. We thus obtain \( R_0, R_1, \) and \( R_2 \). Finally, we encode the sequence by allocating \( R_0 \times c \) bits per frame to frames of level 0, \( R_1 \times c \) bits per frame to frames of level 1, and \( R_2 \times c \) bits per frame to frames of level 2.

Given an average bandwidth constrain of \( R_f \) bits per frame we can easily calculate the parameter \( c \) as follows:

\[
c = \frac{2^L R_f}{1 + \sum_{i=1}^{L} 2^{i-1} r_i} \quad (V.19)
\]

### V.D Structural Delay Trade-Off

So far we have studied the delay trade-off with respect to encoder output buffering that is a direct result of the rate allocation scheme. However, from Equation V.1 we note that end-to-end delay is also a function of structural delay, which is non-trivial in hierarchical prediction systems. The structural delay is not however monolithic: it can be reduced. Doing so reduces compression efficiency as well. A study on reduced structural delay appeared in [59] for MCTF systems, and reduced structural delay has been integrated into the JSVM scalable video software. In this section we study the effect of branch removal from hierarchical B-picture coders.

To illustrate our examples we will use the case where GOP size is set to 4.
Such a prediction structure is illustrated on the left of Figure V.8. Frame 2 is predicted from frames 0 and 4, then frame 1 is predicted from frames 0 and 2, and frame 3 is predicted from frames 2 and 4. Assume now that the prediction of frame 2 from frame 4 is removed, as shown in the middle of Figure V.8. This brings down the structural delay by one half: the truncated GOP size 4 structure has $N_{GOP} = 2$ instead of 4. The structure is similar to a GOP size 2 structure, shown on the right of Figure V.8. There are only two differences: (a) it still has 3 hierarchical levels and allows more granular temporal scalability or network condition adaptability (frames 1, 2, and 3 can be dropped without affecting the reconstruction of frame 4) and (b) frame 4 instead of being predicted from frame 2 as for GOP size 2, is predicted from frame 0. This means that compression performance will be worse than a GOP size 2 structure, since the temporal prediction distance for frame 4 increases. Hence for hierarchical B-pictures the trade-off of compression efficiency for delay effectively becomes a trade-off of compression efficiency for increased temporal scalability and bitstream resilience and decreased delay.

The rate allocation scheme presented in Section V.C.3 can be used to derive an efficient bit rate distribution in those cases where prediction branches are truncated. The scheme will adapt the parameter $\sigma_\Delta$ to reflect the removal of the branch and reflect single over double hypothesis. Some indicative experimental results are provided in Section V.F.
V.E Rate Control and Implementation

For the IPPP codec we derive from Eq. V.2 the end-to-end delay as \( D_{e2e} = 2D_{enc}^\text{out} + t_f \). Recall that both IPPP and PULSE have \( N_{GOP} = 1 \). Two short-term reference frames were used for motion compensation. The rate control algorithm is the one included in the JM 10.1 reference software and described in detail in [72].

For the PULSE codec the updating period was chosen as \( U = 5 \), and we allocated two or three times as many bits to the LT frames as to the regular frames. The exact number of bits is calculated adaptively so that the overall rate constraint is satisfied. The decisions to allocate twice or thrice the short-term bits and to set \( U = 5 \) are not optimal. Better performance could be achieved by optimizing these parameters, but exploring this large parameter space is beyond the scope of this chapter. As in the IPPP case, the end-to-end delay is \( D_{e2e} = 2D_{enc}^\text{out} + t_f \), but now the output buffer will be larger for good performance, since the high quality frames require more bits.

In PULSE the rate allocation is similar to that in [72] with some critical modifications. We do not allocate rate to ST and LT frames from a common budget. The budget is divided into two bins: the ST and the LT rate bins. Two separate rate control “paths” for ST and LT frames draw bits from the respective bins. They however share the constraint on the encoder buffer status taking care to avoid a buffer overflow. In each rate control path, the buffer limit is enforced both (a) by modifying the QP so as to achieve the target rate but also (b) by the last-resort measure of forcing SKIP coding modes on blocks when the buffer is about to overflow. We switch the QP on a basis
(basic unit) of 11 macroblocks (MB). The quadratic model of [72] selects a QP for this basic unit that ought to avoid an overflow. Since the quadratic model is only an estimate, there are many cases where SKIP modes must be invoked. Signalling a SKIP mode for a MB involves transmitting two bits. In that case, the reconstructed MB is a motion-compensated prediction from a previous reference frame. The motion vector is obtained through spatial prediction of neighboring motion vectors.

Concerning the HIER coder, we note that the JSVM 3.3.1 reference software does not include rate control for the base layer. As a result, we adopted the rate control scheme from the JM software [72]. This rate control scheme was not designed with hierarchical motion-compensation structures in mind. It addresses B-frames in non-hierarchical structures.

While the rate of the P-frames is strictly controlled by changing the QP in terms of basic units, the B-frames are allocated a single QP value for the entire frame. Thus, the rate is not explicitly controlled. In general, for constant QP allocation, a B-frame will be noticeably smaller than its neighboring P-frames, due to the efficiency of bi-directional prediction. Furthermore, the rate control of [72] allocates a QP incremented by two over the average QP of the neighboring P-frames. The B-frame is thus guaranteed to be smaller than the neighboring P-frames. To ensure accurate rate control under tight delay constraints, we adopt the rate control approach of the PULSE codec, with multiple rate-control paths. For a hierarchical stream the number of rate control bins is equal to the number of temporal decomposition levels. For example, for $N_{GOP} = 4$, we obtain three bins: one for the P frames, a second one for the RB frames,
and, last, a third for the B frames. Frames draw their bits only from their corresponding rate control bin. Still, as in the PULSE case, all three bins share the same buffer and thus the same constraint. In cases where the rate control is close to triggering a buffer overflow we strongly increase the QP.

We note that large values of $N_{GOP}$ such as 8 and 16 are possible (the H.264/AVC specification allows up to 16), but preliminary trials showed that the gain in PSNR is small compared to the dramatic increase in end-to-end delay. Still they offer better temporal scalability, error resilience, and bit stream adaptability.

We note that for IPPP and PULSE, the output frame order is $[012345678]$. For the $N_{GOP} = 2$ case, the order is $[021436587]$. For $N_{GOP} = 4$, the order is $[042138657]$. Last, for the truncated GOP size 4 case, the order is identical to that for $N_{GOP} = 2$.

All investigated video codecs are fully compatible with H.264/AVC [64]. In fact, all results in Section V.F were obtained with the JM 10.1 reference decoder for all JM and JSVM bit streams. Although we ignored the encoder complexity during delay calculation, we constrained it to be approximately equal for all four types of streams. The hierarchical codecs use one short-term reference frame for the P-frames. However, the B-frames are encoded with bi-directional prediction, the complexity of which is comparable to prediction from two reference frames. Additional iterations (by fixing the forward motion vector as we are optimizing the backward motion vector, and then reversing the process and iterating it), needed for bi-directional prediction to converge, may lead to greater complexity. The PULSE codec uses two reference frames. We hence used two short-term reference frames for the IPPP codec as well.
V.F Results

V.F.1 Proposed Rate Allocation

The efficiency of the scheme proposed in Section V.C.3 is illustrated in Figure V.9(b) where we present encoding results for three different rate allocations: (a) a trivial uniform rate allocation where each frame, irrespective of its temporal level and prediction distance, receives the same number of bits, (b) an intuitive allocation where all B frames, irrespective of temporal level, receive half the rate of the P frames, and (c) our proposed scheme. We observe that the rate allocation model we obtained theoretically outperforms the other two heuristic schemes. We note that allocation (b) becomes less efficient than allocation (a) as the bit rate increases. The performance delta for allocation (c) versus the rest tends to increase with increasing rate, which is attributed to our high rate assumptions used for deriving the scheme in Section V.C.3.

V.F.2 Delay Trade-Offs

We investigated the performance of the four codecs for a variety of video sequences: Carphone includes localized motion of various kinds. Still, the majority of the activity is due to the instability of the camera inside the car. There is repetitive translational global motion. Mobile has high frequency content and the motion is mostly global due to the horizontal camera pan. Flower also has high frequency content, and the motion is again global. However, this time the motion is not planar/translational since objects come closer to the camera.
In Figs. V.10 and V.11 we show video quality versus end-to-end delay. The bit rate is fixed for all curves displayed within a graph of Figs. V.10 and V.11. The delay was varied by allocating different numbers of bits to the encoder output buffer ($D_{\text{out}}^{\text{enc}}$). Performance increases with delay and GOP size. $N_{\text{GOP}} = 4$ outperforms $N_{\text{GOP}} = 2$, which in turn outperforms $N_{\text{GOP}} = 1$, both IPPP and PULSE. The truncated GOP size 4 is underperforms $N_{\text{GOP}} = 2$ as was predicted theoretically. Last, PULSE is better than IPPP.

We observe in Figs. V.10 and V.11 that the IPPP codec achieves good performance at a delay of around 51ms. We note that the minimum delay in our system is the transmission time $t_{fr} = 33ms$. So good performance at 51ms means that the IPPP codec needs only $(51 - 33)/2 = 9ms$ of delay in the encoder output buffer (and the same at the decoder input buffer) to allow sufficient flexibility in rate control decisions.

The PULSE codec achieves good performance at a delay of around 77ms for $2 \times$ pulsing. We note that the minimum delay that guarantees good performance can be calculated from $U$ and the long-term to short-term bit budget ratio. The PSNR performance depends on the image sequence. For the highly active “Flower” there is no gain over the IPPP codec. Significant gains are however observed for the “Carphone” and “Mobile” sequences. For $3 \times$ pulsing, both the delay, at 117ms, as well as the performance is slightly higher.

Moving to the $GOP = 2$ case, we observe that the end-to-end delay needs to be at least 170ms for good performance. There is no performance gain over PULSE for “Carphone”. However, impressive gains are observed in “Mobile” and “Flower”. It is
thus evident that hierarchical structures can be very advantageous in static sequences or sequences with global motion.

The truncated $GOP = 4$ codec exhibits considerably lower end-to-end delay compared to the $GOP = 4$ codec due to the removal of the backward prediction branch, but the delay is still somewhat higher than the $GOP = 2$ codec. Even though the structural delay is indeed the same, the truncated $GOP = 4$ codec suffers from the fact that the anchor P frames (e.g. 0, 4, 8, ...) have to be afforded more rate compared to the inner P frames (e.g. 2, 6, 10, ...) because they are predicted from a larger temporal distance. The rate allocation scheme we developed in Section V.C.3 gives us an approximate estimate of the required increase in rate to compensate for the drop in motion compensation efficiency. From the graphs we see that, as expected, this structure is not beneficial. However, it provides additional temporal scalability for much lower delay compared to $GOP = 4$.

The increase of the GOP size to 4 increases delay considerably to more than 300ms. Apart from increased GOP delay, the anchor P-frames get large contributing further to delay. The three B-frames in each GOP need many fewer bits to be encoded. In terms of performance gain, “Carphone” and “Mobile” benefit the most. The largest gain in “Mobile” is attributed not only to its global motion but also to the fact that it is translational.
V.G Conclusions

We studied end-to-end delay versus compression efficiency trade-offs for video encoders with varying GOP size. The end-to-end delay depends on the structural and the buffering delay. The buffering delay was found to be a function of the rate allocation. We hence investigated the effect on delay of allocating more bits to some frames than the rest. All these codecs are H.264/AVC compliant. We implemented a robust rate control algorithm for the PULSE codec as well as for the hierarchical B-pictures. The work in Chapter III used constant QPs without any consideration of rate or delay constraints. Here we operated under both constraints.

A theoretical framework was derived for rate allocation in the context of varying temporal distances and number of prediction hypotheses. We found that the standard deviation of the motion compensation displacement error $\sigma_{\Delta}$ varies approximately linearly with the temporal prediction distance $\Delta_t$.

We investigated constraints in structural delay through prediction branch truncation for lower delay. This leads to worse compression efficiency but is efficient in terms of scalability and bit stream adaptability. Our rate allocation scheme was used to find an efficient bit distribution for these cases.

The study of the delay trade-offs yielded the following conclusions:

(a) IPPP performs well at low delay applications and for sequences with high motion.
(b) PULSE is advantageous for relatively static sequences with repetitive content.
(c) $N_{GOP} > 1$ structures benefit from static sequences and from sequences with global
motion.

(d) As \( N_{GOP} \) increases, the gain is non-trivial only if the sequence is either static, or if the global motion is translational. In general, to achieve the optimal R-D performance, a switching mechanism, such as the proposed Adaptive GOP Size for H.264/AVC, has to be used to adapt the length of the GOP or the amount of pulsing according to the sequence statistics.

(e) For the sequences we evaluated, the delay thresholds are as follows: between 51ms and 77ms IPPP is the best choice, between 77ms and 170ms PULSE performs well, the large space between 170ms and 300ms is dominated by \( N_{GOP} = 2 \), and for delays larger than 300ms then \( N_{GOP} = 4 \) is the best choice. Delays larger than 300ms are only however useful in cases of live event broadcast or streaming of stored content. They are prohibitive for real-time communication.

(f) The truncated \( GOP = 4 \) codec underperforms the \( GOP = 2 \) codec but has similar delay with the added advantage of increased temporal scalability.
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Figure V.6: PSNR vs. rate (in bits per sample) for varying temporal prediction distance. (a) “Carphone” QCIF $176 \times 144$. (b) “Flower” SIF $352 \times 240$. 
Figure V.7: Theoretical performance for varying $\sigma_\Delta(\omega_0)$.

Figure V.8: A $N_{GOP} = 4$ original structure and its truncated version.
Figure V.9: (a) Single and double hypothesis R-D behavior calculated theoretically for
difference temporal prediction distances. (b) Performance of the proposed rate allocation
for “Mobile” QCIF at 30fps with $N_{GOP} = 4$. 
Figure V.10: PSNR vs. delay (in seconds) for fixed source coding bit rate. (a) “Carphone” QCIF 176 × 144 at 30fps. (b) “Mobile” QCIF 176 × 144 at 30fps.
Figure V.11: PSNR vs. delay (in seconds) for fixed source coding bit rate. “Flower” SIF $352 \times 240$ at 30fps.
Chapter VI

Conclusions

In this dissertation, we studied several aspects of the use of multiple reference frames for motion-compensated prediction. We investigated (a) rate-distortion optimal coding mode selection for multiple reference frames with respect to error resilience, (b) improved compression efficiency and error resilience through the use of high quality long-term reference frames, (c) the reduction of drift in scalable video coding through the use of multiple reference frames and drift estimation, and, last, (d) the issue of delay in high-quality long-term frame prediction and hierarchical B-pictures. We now enumerate our contributions, categorized according to the chapter in which they appear.

In Chapter II we treated multiple frame prediction for error resilience.

1. The combination of per-pixel distortion estimation, rate-distortion optimal mode selection, and the presence of the long-term reference frame increased error resilience substantially.

2. We proposed a novel algorithm for more accurate distortion estimation at the en-
coder side when half-pixel motion compensation is used.

3. We showed that the additional use of feedback, and, in particular, the use of feedback to render the long-term frame reliable, has a very positive effect for the error robustness of the video bit stream.

In Chapter III we studied high quality long-term reference frames.

1. The application of high-quality to the long-term frames can improve error robustness substantially.

2. The dual-frame coder with pulses of high quality provided to the long-term frame, when used in conjunction with random intra refresh, performs worse than the regular dual frame coder where long-term frames are chosen from among regular quality frames.

3. We modified the distortion estimation algorithm of Chapter II to improve computational complexity and adapt to the new type of codec (H.264) used in this work.

In Chapter IV we investigated drift suppression for fine granularity SNR scalable video coding with multiple frames.

1. We proposed a novel per-pixel drift estimation algorithm for scalable video coding. The algorithm enables estimation of all moments of the pixel-random variable.
2. Pulsed-quality long-term frame prediction was shown to be advantageous for low-
to-medium rates and video content with sufficient temporal redundancy.

Finally, in Chapter V we studied end-to-end delay versus compression trade-
offs for multiple frame video coding.

1. We investigated the effect on delay of allocating more bits to some frames than
the rest. Both the buffer length as well as the average rate were constrained. We
implemented a robust rate control algorithm for the PULSE codec as well as for
the hierarchical B-pictures.

2. We found that the standard deviation of the motion compensation displacement
error $\sigma_\Delta$ varies approximately linearly with the temporal prediction distance $\Delta_t$.

3. We investigated constraints in structural delay through prediction branch trunca-
tion for lower delay.

4. The study of the delay trade-offs yielded the end-to-end delay thresholds over
which each coding variant becomes useful.

VI.A Future Work

In Chapter II, a pre-determined and fixed value of the jump updating parameter
$N$ is not optimal for all sequences. Future work concentrates on finding good rules for
choosing $N$ and $D$ for a general $(N, D)$ updating scheme, and for choosing LT frames
in an irregular updating scheme. It would be desirable to know which update parameter
is best for a given sequence. Some sequences exhibit long-term statistics that could be best captured by using relatively large update parameters or by setting a constant distance frame buffer in the remote past.

In Chapter III, the heuristic allocation we used worked well for all combinations of image sequences and bit rates. Future work should concentrate on finding an efficient explicit rate control mechanism to allocate rate to the long-term and regular frames. Finding good update parameters is at least as challenging.

In Chapter IV, future work could include modeling drift in the evolving SVC standard [46]. FGS is used in an LPLR coding approach that encodes base layer motion-compensated residuals to achieve SNR scalability. Prediction from EL frames, similarly to HPLR and HPHR coding modes, can be used to improve the compression efficiency of the FGS layer, introducing potential drift.

In Chapter V, future work is needed in improving the rate allocation model, as well as dynamically adapting the GOP length, the prediction branches and rate allocation to satisfy rate and delay constraints.
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