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Temporal lobe epilepsy (TLE) is a form of acquired epilepsy characterized by recurrent and unprovoked seizures. TLE often develops following a precipitating neurological insult, such as traumatic brain injury, stroke, infection, prolonged febrile seizures or status epilepticus. These insults can initiate a constellation of genetic, functional, network and systems level reorganization that transforms a normal non-epileptic brain into one capable of generating recurrent and unprovoked seizures. The period of time between neurological insults and the onset of epilepsy is known as the latent period and is believed to be the period of time during which underlying epileptogenic processes occur.

The dentate gyrus (DG) region of the hippocampus plays a key role in contextual learning and memory and strongly regulates the flow of neural activity from cortical regions into seizure-prone hippocampal regions through emergent properties of its neural microcircuit. In TLE, this filtering function is disrupted and can contribute to generation of seizures. Recent studies have described pathological high-frequency oscillations (pHFOs) in the DG and identified them as potential biomarkers of underlying proconvulsant network abnormalities. Moreover, pHFOs appear to be harbingers of TLE and are generated in the DG prior to the
onset of an epileptic phenotype and therefore may reflect underlying network reorganization during the epileptogenesis. Currently, little is known about the emergence of pHFOs after epilepsy-inducing neuronal insults or the pathological microcircuit that generates them. To address this we used a new mouse model of TLE to track the temporal and spectral evolution of pHFOs during epileptogenesis. Moreover, we investigated how disrupted integration of newly generated granule cells into the DG during epileptogenesis contributes to the disruption of DG microcircuit function.

We found that DG pHFOs are generated in bursts in vivo during epileptogenesis but that their burst properties do not evolve over time. In contrast, pHFO spectral dynamics appear to evolve during the latent period, suggesting that pHFO properties change according to the epileptogenic stage. In vitro electrophysiological and optogenetic experiments revealed that NGCs abnormally integrate into the DG microcircuit during epileptogenesis and that optogenetic activation of these neurons is sufficient to induce pHFOs in the DG.
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Abstract:

The dentate gyrus (DG) plays a central role in regulating the propagation of neural activity from extrahippocampal areas through the hippocampus. In temporal lobe epilepsy (TLE), however, this gatekeeper function is compromised, resulting in excessive activation of the seizure-prone CA3 and CA1 regions. The DG has been shown to generate pathological high frequency oscillations (pHFOs, 100-600 Hz) in both animal models and TLE patients, which have been proposed as a biomarker of epileptogenesis. Here we use a unilateral suprahippocampal kainic acid (KA) mouse model of TLE to characterize the development of pHFOs in the DG during epileptogenesis. Local field potential (LFP) recordings from the DG hilar region were made during the epileptogenic period in head-fixed awake-behaving mice at regular intervals after KA-induced status epilepticus (SE). We found that pHFOs, detected as early as 4 days post-SE, ride on top of large DC deflections, occur exclusively
during quiet wakefulness, and persist through the onset of TLE. We used burst quantification methods developed for single ion channel analyses to show that DG pHFOs occur in bursts, but that burst parameters (duration, inter-burst interval and number of pHFOs per burst) remain remarkably constant during epileptogenesis. Moreover, the probability of number of pHFOs per burst is random (i.e., follows a negative binomial distribution) throughout epileptogenesis. In contrast, pHFO duration and spectral dynamics appear to evolve from short events at 4 days post-SE to prolonged discharges with complex spectral characteristics by 14 days post-SE. Finally, we found that simultaneous dural EEG recordings were extremely unreliable for DG pHFO detection. Taken together, our results demonstrate that pHFOs exhibit a quantifiable evolution after epilepsy-inducing SE, which may reflect underlying network reorganization. If the evolution of pHFO spectral dynamics faithfully follows the epileptogenic process, then their analysis could be used characterize the developmental stage of epileptogenesis prior to the onset of spontaneous seizures.

**Introduction:**

Temporal lobe epilepsy (TLE) is the most common form of acquired epilepsy and often develops following neurological insults such as head trauma, infection, ischemia, prolonged febrile seizures or status epilepticus (SE) (Hesdorffer et al., 1998; French et al., 1993). This period of time between neurological insult and the development of an epileptic phenotype has been termed the latent period due to the lack of overt behavioral seizures that typically define clinical onset of an epileptic phenotype (Bragin et al., 2000; Engel, 1996; Stables et al., 2003). Wilder Penfield highlighted his “silent period of strange ripening” over 50 years ago and emphasized that a fundamental question of acquired epilepsies was determining why some develop spontaneous seizures following neurological insult while others do not (Penfield, 1961). Unfortunately, the underlying mechanisms of epileptogenesis remain unclear. It is clear, however, that considerable network reorganization and functional changes occur during the silent period that convert the normal brain into one capable of generating recurrent and
unprovoked seizures (Lukasiuk and Pitkänen, 2012; Goldberg and Coulter, 2013; Noebels et al., 2012)

The dentate gyrus (DG) region of the hippocampus is a critical structure involved in TLE since it regulates the propagation of extrahippocampal activity into the sensitive hippocampal networks and its filtering function is severely disrupted in TLE (Behr et al., 1998; Heinemann et al., 1992; Lothman et al., 1992). The emergence of DG network dysfunction reflects the accumulation of both functional and anatomical abnormalities after a precipitating insult and results in a proconvulsant DG microcircuit (Sloviter et al., 2006; Babb et al., 1991; Houser, 1990; Buckmaster and Dudek, 1997; Sutula et al., 1989; Tauck and Nadler, 1985).

The DG has been previously shown to generate pathological high-frequency oscillations (pHFOs, 100-600 Hz) during epilepsy. Although normal high-frequency oscillations (HFOs), or ripples, from 80-200 Hz have been well characterized in the hippocampus and parahippocampal regions, HFOs are never observed in the non-epileptic DG (Buzsáki, 2006; Chrobak and Buzsáki, 1996; Staba et al., 2004). Normal ripples reflect coordinated synchronous inhibitory and excitatory post-synaptic potentials (IPSCs and EPSCs, respectively) from local interneurons and principal cells and are necessary for memory consolidation (Siapas and Wilson, 1998; Buzsáki, 2006; Chrobak and Buzsáki, 1996; Jadhav et al., 2012), while pHFOs appear to originate near regions of seizure genesis, are believed to reflect synchronous dischargers of principle cells and correlate with the accumulation of proconvulsant DG network alterations (Bragin et al., 1999, 2002, 2003, 2004, 2007). Importantly, the onset of pHFOs in the DG precedes the emergence of epilepsy and spontaneous seizures in an intra-hippocampal kainite (KA) rat model of TLE, and the latency to the first pHFO correlates well with the latency and frequency of behavioral seizures (Bragin et al., 2003, 2004). Interestingly, rats that experience an epileptogenic insult but dont possess pHFOs do not develop spontaneous seizures, providing further evidence that pHFOs are connected with the epileptogenic process (Bragin et al., 2004). Despite extensive investigations into pHFOs and their relationship with
the onset of TLE, little is known about the temporal patterns of pHFO generation within
the DG during the latent period. Moreover, the frequency of pHFOs can vary (100-600
Hz) and it is unclear if and to what extent the spectral properties of pHFOs evolve during
epileptogenesis.

In the present study, we investigated the temporal profile, burst and spectral properties of
DG pHFOs in awake-behaving mice during epileptogenesis after unilateral suprahippocam-
pal KA-induced SE. We found that pHFOs are present in the DG hilus as early as 4 days
post-SE and persist throughout the latent period. The pHFOs appear occur in bursts, but
surprisingly, their burst properties do not evolve over time. In contrast, the spectral proper-
ties of pHFOs evolve during the latent period, which may reflect underlying proconvulsant
network reorganization.

Materials and Methods:

*Suprahippocampal kainite mouse model of TLE:* In this study, we utilized a modified version
of a previously described unilateral intrahippocampal KA mouse model of TLE (Suzuki et al.,
1995; Riban et al., 2002; Marx et al., 2013; Volz et al., 2011). The suprahippocampal model
of TLE was developed in the laboratory of Dr. Christian Steinhäuser and was adopted for
this study after personal correspondance with Dr. Steinhäuser. We chose this model of TLE
over the pilocarpine mouse model for several reasons: 1) Unilateral KA injection produced
reliable and reproducible SE with a very low mortality rate. 2) The resulting KA-induced
lesion is reminiscent of human TLE, which typically presents with unilateral hippocampal
sclerosis (HS) and seizure onset (Wieser and ILAE Commission on Neurosurgery of Epilepsy,
2004). 3) KA-injected mice exhibit spontaneous focal seizures following a latent period, which
mirror complex partial seizures observed in human TLE patients.

*Animal surgery and KA injection:* Surgeries were performed under aseptic conditions on
male mice weighing 25-30 g (2-3 months of age). Mice were anesthetized with isoflurane
(1.2 %, 100% O₂) and mounted into a standard Stoelting instrument stereotaxic frame with
blunt ear bars. Body temperature was maintained at 37°C using a rectal probe and a water-circulated heating pad. The cranium was exposed with a small midline scalp incision, the bone was dried and holes were drilled for the future recording sites (coordinates adjusted to take into account the angles of the electrodes with the vertical and transversal planes; from the rostral confluence of the venous sinus rostrocaudal, RC, 5.1 mm; mediolateral, ML, 2.7 mm) and for grounding (RC: 3 mm caudal, ML: 1.6 mm). Next, the tips of the head holder for the spherical treadmill, covered by thin parafilm, were positioned above the caudal part of the skull bilaterally and dental-acrylate (Ortho-Jet, Lang Dental Manufacturing Co., Inc.) was used to embed the tips of the head holder. After the dental-acrylate had hardened, the head holder was removed, leaving slots bilaterally in the implant. These slots allowed repeated head fixation on the spherical treadmill without the need of anesthesia. Finally, the skull surface and the holes were covered with a silicone sealant (Kwik-Sil, World Precision Instruments, Inc.). Immediately after surgery, the mouse was continuously monitored until recovered, as demonstrated by their ability to maintain sternal recumbency and to exhibit purposeful movement. During the recovery period after surgery, warm saline solution (0.01-0.02 ml/g/twice/day) was administered subcutaneously to prevent dehydration. Because the head implant surgery could take up to 2 hours to complete, mice routinely took up to 1 hour to fully away from surgery. Consequently, KA was not injected at this time point to minimize confounding effects of lingering anesthesia on KA-induced SE.

After 3 days of recovery, mice were lightly anesthetized with isofluorane (1.2%, 100% O₂) and the Kwick-Sil was removed to expose the hole for KA injection. Next 70-75 nl of 20 mM kainic acid (KA, Tocris, in 0.9% sterile saline) was stereotaxically (Kopf Instruments) injected just above either the right or left dorsal hippocampus using the following coordinates, measured from bregma in mm: -1.9 RC, -1.5 mediolateral and 0.8 below the dura. Control mice were injected with 70-75 nl of 0.9% sterile saline. The KA or saline solution was injected using a pulled and beveled glass pipette (Wiretrol II, Drummond Scientific) over a 3 minute period an the injection needle was allowed to rest for an additional 5 minutes to prevent reflux.
along the needle track. Following completion of injection, mice were given saline injections (0.3 cc, s.c.), removed from isoflurane and placed in an observation box for continuous video monitoring during SE. KA-injection surgeries typically took less than 20 minutes to complete and mice awoke from anesthesia within 5 minutes of surgery completion and SE typically began 30 min to 1 hour post-surgery. Four hours following the onset of SE, mice were injected with lorazepam (6 mg/kg) to abort seizures. Additional saline injections were provided as needed to replenish fluid loss. Mice were housed on a 12/12 h light/dark cycle and provided with food and water ad libitum. In a subset of experiments, Sstr2-EGFP mice (Tg(Sstr2-EGFP)119Gsat, Gensat) were injected with KA or saline using the aforementioned procedures but were not used for in vivo recording experiments. Two-weeks post-SE, Sstr2-EGFP were killed and prepared for histological analyses (see tissue preparation and imaging). All protocols were approved by the University of California, Los Angeles, Chancellors Animal Research Committee (ARC) and comply with National Institutes of Health guidelines.

**In vivo local field potential (LFP) recordings:** Local field potential (LFP) recordings were performed in awake head-fixed animals at different time points after the KA injection (Days: 4, 7, 11 and 14). Recordings were started at 4 days post-SE since because mice typically require 2-3 days to fully recover from the lingering effects of KA-induced SE (Riban et al., 2002). Mice were positioned and head-fixed to a spherical treadmill without anesthesia. The Kwik-Sil protective layer was removed and borosilicate glass recording electrodes (King Precision Glass, Claremont, CA), filled with 150 mM NaCl solution, were advanced through the preformed holes (ipsilaterally to the KA injection site) into the hilar region of the DG (1880 µm axially from dura). Mouse activity was recorded with two optical computer mice positioned close to the ball along the equator at 90° apart (Dombeck et al., 2007; Harvey et al., 2009). All data were analyzed with custom procedures written in Igor Pro (Wavemetrics, Lake Oswego, OR).

**Tissue preparation and imaging:** Following the completion of in vivo electrophysiological recording on day 14, mice were deeply anesthetized with sodium pentobarbital (90 mg/kg,
i.p.) and transcardially perfused with phosphate buffered saline (PBS, 0.12 M, pH 7.1) followed by 4% paraformaldehyde (PFA). The brains were removed and postfixed overnight in 4% PFA at 4°C. After rinsing in PBS, brains were cryoprotected for two days in 30% sucrose solution at 4°C, frozen in OCT compound and 50 µm coronal sections were cut with a cryostat (Leica Microsystems). Granule cell (GC) dispersion and mossy fiber sprouting, classic markers of epileptogenesis (Tauck and Nadler, 1985; Houser, 1990), were visualized with a DAPI nuclear stain and immunofluorescent labeling of ZnT-3 (McAuliffe et al., 2011), respectively. Briefly, free-floating sections were incubated in blocking solution containing 10% normal goat serum in Tris-buffered saline (TBS; pH 7.3) and 0.3% Triton X-100 for 2 hours at 25°C. Slices were rinsed in TBS for 30 minutes and incubated at 25°C overnight in primary monoclonal rabbit anti-ZnT3 (1:1000, Synaptic Systems), followed by incubation in goat anti-rabbit Alexa Fluor 555 (Invitrogen). Slices were mounted on slides using a DAPI-containing mounting medium (Vector Labs) and coverslipped for imaging. Sstr2-EGFP mice were used to visualize mossy cells in the hilar region and their terminals in the inner molecular layer of the DG. Coronal sections from Sstr2-EGFP mice were washed in TBS after cryosectioning and immediately mounted on slides for imaging. Epifluorescent images were obtained using an Olympus BX51 microscope equipped with a CCD camera (QImaging, Surry BC) and confocal z-stacks were acquired on a Leica TCS SP5 II using LAS AF software (Leica Microsystems). Images were compiled and analyzed using ImageJ.

**pHFO detection, extraction and wavelet analysis:** pHFOs were detected by band-pass filtering the record from 200 to 600 Hz and calculating the Hilbert transform of the band-passed trace. The standard deviation (S.D.) of the band-pass filtered trace was calculated and pHFOs were detected when the Hilbert magnitude exceeded 2.5xS.D. The termination of the pHFO was defined as the point at which the Hilbert magnitude reverted below 2.5xS.D. The pHFO duration was calculated as the difference between these two time points. Detected pHFOs were then extracted and used for further analysis. Time-frequency analysis was performed using continuous wavelet transform procedures in Igor Pro. The Morlet mother
wavelet was used and scales were chosen to reflect frequencies between 1 and 1000 Hz ($\omega_0 = 6$). The S.D. of the wavelet transform was calculated for each frequency band, and the Z-score calculated to represent relative changes in magnitude. The Z-score was plotted as a function of time and frequency (corresponding to scale). Warmer colors represent greater Z-scores.

**pHFO burst analysis:** We utilized classic single ion channel burst analysis techniques to assess the temporal patterns of pHFOs within the DG hilus during epileptogenesis (Colquhoun, 1994; Lieberman and Mody, 1999; Sigworth and Sine, 1987). Typically, single ion channel analysis is performed by assessing the distributions of channel openings, closed times and burst durations, and these metrics reveal underlying biophysical properties (Colquhoun, 1994). Here, we applied this technique to the analysis of pHFOs by substituting channel open times for pHFO durations and channel closed times for pHFO inter-event intervals. pHFO burst properties were calculated by constructing log-binned histograms (10 bins per decade) plotted on a square root ordinate (McManus et al., 1987). Exponential curves were fit to each inter-event interval histogram using the following equation:

$$f(x) = B \sum_{i=0}^{n} A_i e^{-\left(\frac{x}{\tau_i} - e^{\frac{x}{\tau_i}}\right)}$$

(1.1)

where B is a normalization factor, $A_i$ is the scaling factor of each exponential fit and $\tau_i$ is the mean inter-event interval for each distribution. Next, critical inter-event times ($T_c$) were calculated from the respective time constants by solving the following equation for $T_c$.

$$1 - e^{-\frac{T_c}{\tau_i}} = e^{-\frac{T_c}{\tau_{i+1}}}$$

(1.2)

where $\tau_i$ is the $i^{th}$ time constant for the distribution of inter-event intervals. Thus, the $T_c$ provides an internal threshold for determining the appropriate point to divide adjacent distributions. Finally, pHFO bursts were defined using $T_c$ as a cutoff for inter-burst and intra-burst, and in some cases intra-cluster, intervals. Histograms of the number of pHFOs
per burst were generated and fit with a negative binomial distribution (Bernoulli) of the form:

\[ P(x; r, p) = p^r (1 - p)^{x-r} \]  

(1.3)

where \( p^r \) is the probability of a pHFO within a burst.

Statistical analysis: Statistics were calculated using GraphPad Prism 6 (La Jolla, CA) and statistics procedures in R. Data are presented as mean ± standard error of mean. Significance level (\( \alpha \)) was set to 0.05. For ANOVAs with significance levels below 0.05, post-hoc paired tests were performed and corrected for multiple comparisons. Nonparametric statistical analyses were used from datasets deviating from normality. Abbreviations: Kruskal-Wallis one-way ANOVA = K-W ANOVA

Results:
Suprachipocampal kainate injection recapitulates a previously described mouse model of TLE.
We first sought to verify that our modification of an established intrahippocampal KA mouse model of TLE produced similar histopathology to what has been previously described (Fritschy, 2004; Suzuki et al., 1995; Riban et al., 2002; Marx et al., 2013; Volz et al., 2011). To avoid hippocampal damage by the KA injection needle, we raised the final injection site from -1.9 mm (Riban et al., 2002; Suzuki et al., 1995) to -0.8 mm from the dura, which results in KA injection just over the surface of the hippocampus. Unilateral suprachipocampal KA injection (see methods) produced reliable and consistent limbic SE, characterized by mild forelimb clonus and circling. Generalized tonic-clonic seizures were rare during SE, with only 10% of mice experiencing at least one generalized seizure during the 4 hour SE. A cohort of post-SE mice (n = 5) were continuously video monitored for up to 3 months post-SE and were confirmed to develop spontaneous seizures as previously described (Bouilleret et al., 1999; Riban et al., 2002).

Histological analysis of KA and saline injected mice was performed 2 weeks post-SE fol-
lowing the completion of in vivo recordings. DAPI nuclear labeling in the hippocampi of saline injected mice showed no overt abnormalities, indicating that the saline injection and subsequent repeated electrode insertions over the two-week recording period did not cause significant hippocampal damage (Figure 1.1 A). In contrast, KA-injected mice exhibited prominent hippocampal sclerosis on the ipsilateral, KA injected side and relatively normal anatomy in the contralateral, un-injected hippocampus (Figure 1.1 B, left - KA injected, right - uninjected). Furthermore, the KA-injected hippocampus showed significant cell loss in the hilus, CA3 and CA1 regions and prominent GC dispersion while the uninjected granule cell layer was normal (Figure 1.1 B, C and D). Finally, we assessed the level of mossy fiber sprouting in this model using anti-ZnT-3 immunofluorescence. Previous studies have demonstrated strong expression of ZnT-3 in mossy fiber boutons, which reliably labels aberrant mossy fiber synapses (mossy fiber sprouting) that develop in the inner third of the molecular layer during epileptogenesis (Tauck and Nadler, 1985; Sutula et al., 1989; McAuliffe et al., 2011). Similar to these findings, mossy fiber sprouting was apparent in the inner molecular layer of the KA-injected hippocampus, while the contralateral DG showed no signs of mossy fiber sprouting (Figure 1.1 C and D)(Volz et al., 2011; Mitsuya et al., 2009).

Hilar mossy cells are known to be particularly sensitive to insult-induced cell death and are some of the first neurons to die after an epilepsy-inducing neurological insult (Margerison and Corsellis, 1966; Scharfman and Myers, 2012). We utilized an Sstr2-EGFP transgenic mouse strain that strongly expresses GFP in hilar mossy cells assess mossy cell death two-weeks post-SE. Saline injected mice (n = 2) demonstrated numerous GFP+ mossy cells in the hilar region of the DG that was consistent along the whole rostral-caudal axis of the hippocampus (Figure 1.1 E) and confocal images revealed robust axonal arborization in the inner 1/3 of the molecular layer (Figure 1.1 G). In contrast, mossy cells were absent from the hilus of the dorsal hippocampus on both the KA-injected and uninjected sides two-weeks post-SE (n = 2, Figure 1.1 F). Mossy cells were present at more caudal regions of the uninjected dorsal hippocampus while the KA-injected sides continued showed no GFP+ cell
bodies within the hilus (Figure 1.1 F). Both ventral hippocampi, however, showed conserved mossy cell labeling, indicating that mossy cell death occurred predominantly in the dorsal hippocampus, near the site of KA injection. Confocal images of the inner molecular layer of the dorsal hippocampus showed reduced mossy cell axon labeling in the inner molecular layer of both the KA-injected and uninjected hippocampi. Despite the complete absence of mossy cells within the dorsal hippocampus, some axonal labeling persisted in the inner molecular layer (Figure 1.1 H and I, arrows). These axons may originate from mossy cells in the ventral hippocampus that are known to send axons rostrally along the septo-temporal axis (Scharffman and Myers, 2012). Interestingly, we observed that a noticeable proportion of granule cells on the KA-injected side became GFP+, while granule cells in the uninjected or saline treated hippocampi showed very few GFP+ GCs. It is unclear at this time why a subset of GCs may begin expressing SstR2 after SE when previous immunohistochemical studies have not reported Sstr2 expression in epileptic DG (Csaba et al., 2004, 2005). This distribution of mossy cell death confirms a previous study utilizing unilateral intrahippocampal KA injection (Volz et al., 2011) and contrasts other studies using systemic chemiconvulsant-induced TLE, which demonstrated extensive mossy cell loss in both hippocampi along the whole septo-temporal axis (Buckmaster and Jongen-Rêlo, 1999).

Spontaneous recurrent seizures are the defining characteristic of epilepsy. Previous studies and data from our own lab have established that unilateral or suprahippocampal KA injection leads to the onset of behavioral seizures around two-weeks post-SE (Riban et al., 2002). Figure 1.2 illustrates an example seizure that was recorded in the DG hilus of a head-fixed mouse on the spherical treadmill at 14 days post-unilateral suprahippocampal KA injection. This seizure exhibited behavioral characteristics similar to complex partial seizure with secondary generalization, reminiscent of seizures observed in human TLE patients. Although demarcating seizure onset is often difficult, we observed a transient LFP synchronization with simultaneous ipsilateral eye and ear twitches lasting for ∼1 second (Figure 1.2, seizure onset), accompanied by a slow positive DC ramp of ∼100 V. Approximately 5 seconds after
seizure onset, the mouse exhibited ipsilateral facial automatisms with contralateral forepaw clonus followed by opisthotonos and bilateral forepaw clonus. The seizure then generalized, producing stereotyped tonic-clonic convulsions with large discharges in the DG hilus for 5-7 seconds (Figure 1.2, generalization). Seizure termination was associated with a silent LFP and motionless behavior (Figure 1.2, termination).

Taken together, our suprahippocampal KA injection model of TLE recapitulates many of the morphological changes previously observed in the intrahippocampal KA injection mouse model and exhibits many characteristics reminiscent of human TLE. Importantly, the seizures seem to originate in the DG, as opposed to other systemic chemoconvulsant models where the DG merely follows distant brain regions (Sloviter and Bumanglag, 2013; Queiroz et al., 2009). Moreover, this spontaneous seizure exhibited strikingly similar DC kinetics to hippocampal seizures induced with local penicillin/alum administration in rhesus monkies (Mayanagi and Walker, 1975) or perforant path-evoked seizures in the rat dentate gyrus (Wadman et al., 1992).

Properties and temporal dynamics of pHFOs: Pathological high-frequency oscillations (pHFOs, 100-600 Hz) have been previously described in the DG of epileptic rats and are thought to represent local network dysfunction in the DG circuit (Engel et al., 2009). Although pHFOs appear prior to the spontaneous seizures, it is unknown if they undergo temporal or spectral progression during the epileptogenic process. We were able to record prominent pHFOs in the ipsilateral DG hilus (Figure 1.3 A-D, black traces), which could be visualized by band-pass filtering the records from 200-600 Hz (Figure 1.3 A-D, red traces) and by their spectral characteristics (Figure 1.3 A-D, wavelet transform). These events were present at 4 days post-SE in 5 of 7 KA-injected mice and pHFOs persisted throughout the two-week recording period (Figure 1.3 A-D). Previous studies have investigated pHFO properties in high-pass filtered recording conditions (Bragin et al., 2007; Staba et al., 2004). Here, we recorded LFPs in the DC mode and observed that pHFOs consistently ride on top of large LFP deflections (133±40 V, Figure 1.3 A-D, black traces). However, the amplitude of LFP
deflections did not change throughout the epileptogenic period (p = 0.34, one-way ANOVA, Figure 1.3 E). In contrast, the decay time constant of the LFP deflections became more prolonged from 13.6 ms at 4 days post-SE to 206.4 ms at 14 days post-SE (p = 0.01, K-W ANOVA).

We next assessed the temporal properties of pHFOs generated in the DG. Records from all animals across all four time points revealed that pHFOs are generated in bursts (Figure 1.4A). To assess the bursts we utilized quantification techniques (see methods) originally developed for single ion channel analysis (Colquhoun, 1994; Lieberman and Mody, 1999). We found that the pHFO inter-event interval (IEI) histograms exhibited distributions that were always well fit with at least two exponential distributions (Figure 1.4C, red and blue fits). Occasionally, three exponential distributions could be fit to the data although this was not consistent across animals or recording days (Figure 1.4C, black fit). A critical tau (τc) was calculated from the two exponential IEI distribution fits and was used to define the cutoff IEI for defining a burst. Therefore, the burstiness of pHFOs was determined using each recordings own IEI distributions. We found that pHFOs occurred in bursts throughout the epileptogeneic period and that the intra-burst and inter-burst intervals were consistent across all time points (intra-burst interval: 0.52±0.2 s, inter-burst interval: 7.63±2.5 s, p >0.05, one-way ANOVA, Figure 1.4 C-E). Finally, we constructed histograms equivalent to burst length from single channel recordings which contained single pHFO durations and multi-event burst durations as defined by the τc (Figure 1.4 F). These distributions could be fit by the sum of a Gaussian and exponential distribution (Figure 1.4 F). Single pHFO durations contributed almost exclusively to the narrow peak of each histogram, indicating the pHFO durations follow log-normal distribution (Figure 1.4 F, red fit and graph), and pHFO durations were consistent across time (90±6.5 ms, p >0.05, one-way ANOVA, Figure 1.4 F). The second, right shifted, distribution represents pHFO burst length (with N >1 pHFOs/burst), and could be well fit with an exponential distribution (Figure 1.4 F and G, blue traces). Surprisingly, the pHFO burst duration remained stable over the four recording
periods during epileptogenesis (1.43±0.4 s, p >0.05, one-way ANOVA, Figure 1.4 F blue fit and graph). Taken together, these data demonstrate that DG pHFO are generated in bursts with stereotyped parameters that do not evolve throughout epileptogenesis.

We next investigated whether the number of pHFOs per burst (N pHFOs/burst) evolved throughout the epoleptogenic process. Initial analysis revealed that pHFO bursts contained 3.8±0.34 pHFOs and that the N of pHFOs/burst did not evolve after SE (p >0.05, one-way ANOVA, Figure 1.5 F). As expected from a random process, closer analysis of N pHFOs/burst histograms revealed that N pHFOs/burst followed a negative binomial (Bernoulli) distribution at all time points (Figure 1.5 A-D) with an average binomial probability (p) of 0.617±0.05 (Figure 1.5 A-D). The binomial probability was surprisingly consistent across all animals and time points, indicating no progression of N pHFOs/burst (p >0.05, one-way ANOVA, Figure 1.5 E). Therefore, we find that pHFOs are generated in a random Bernoulli process, with a slightly greater than chance probability (p = 0.6) of generating a pHFO within a burst. Given these data, we conclude that pHFOs are generated in bursts as early as 4 days post-SE, their burst properties do not evolve throughout epileptogenesis and that pHFOs are generated following a Bernoulli process with a probability of 0.6.

*Spectral dynamics of pHFOs: Hippocampal oscillations are traditionally identified and defined based upon their frequency ranges, the behavioral states in which they occur and the underlying network dynamics that generate them (Buzsáki, 2006). Normal high-frequency oscillations (ripples) are generated in the CA3 and CA1 regions of the hippocampus and reflect synchronous summated IPSCs but are never observed in the DG under normal conditions (Buzsáki et al., 1992; Ylinen et al., 1995a). Consequently, any HFOs observed in the DG have been defined as pathological, but it is unclear if the spectral characteristics of pHFOs evolve during epileptogenesis (Engel et al., 2009).

We found that spectral properties of pHFOs do indeed evolve prior to the onset of TLE. To quantify changes in pHFO properties over time, raw LFP recordings were band-pass filtered from 200-600 Hz and the envelope of the oscillation was calculated using the Hilbert
transform (see methods). The resulting Hilbert magnitude of each pHFO was aligned by its peak, averaged and normalized. The normalized pHFO Hilbert magnitudes were then compared across all four recording days (Figure 1.6 A-D, colored insets). We found that pHFOs showed a progressive increase in duration from 4 to 14 days post-SE (Figure 1.6 E), which corresponded to a significant increase in the area of the Hilbert magnitude (p = 0.01, one-way ANOVA, Figure 1.6 F). This increase in pHFO duration was due to a prolonged decay time constant of the pHFO Hilbert magnitude, increasing from 4.5±0.5 to 13.1±2.2 ms from 4 to 14 days post-SE, respectively (p = 0.01, K-W ANOVA, Figure 1.6 G). This finding was initially at odds with the lack of obvious changes in pHFO duration with burst analysis methods (Figure 1.4 G). However, pHFO durations reported in (Figure 1.4 G) were determined by calculating the time between the point at which the pHFO-filtered Hilbert magnitude rose above 2.5xS.D and when it dropped back below the same threshold. Consequently, the actual pHFO durations may have been underestimated. Given this observation, we further investigated the spectral properties of pHFOs using continuous wavelet transform analysis. Average Z-scored wavelet transforms revealed that pHFOs at 4 days post-SE have broad frequency components, ranging from 200-800 Hz that terminated abruptly. Interestingly by 11 days post-SE, the spectral dynamics of pHFOs appear to spread out and pHFOs developed a prominent spectral tail with temporally decaying frequency components by 14 days post-SE (Figure 1.6 A vs 1.6 D, arrows). These data demonstrate that pHFOs exhibit an evolution of spectral properties during epileptogenesis, though the underlying network contributions have yet to be elucidated.

Dural EEGs are unreliable for pHFO monitoring: Pathological high frequency oscillations have been previously shown to correlate with the development of TLE in rats (Bragin et al., 2004). Here, we also identified pHFOs as reliable pathological network activity that preceded TLE onset. Since pHFOs are candidate biomarkers of epileptogenesis (Engel et al., 2013; Staba et al., 2004), we wanted to see if DG HFOs could be recorded in conventional dural EEG recordings and potentially used as a less invasive way of monitoring epileptogenesis. We
used simultaneous DG hilus LFP and dural EEG recordings to identify the EEG waveforms that corresponded to pHFOs, but found no reliable EEG characteristic that correlated with hilar pHFOs (Figure 1.7 A-F). The EEG recordings were band-pass filtered in the pHFO range (200-600 Hz) and the probability of detecting an EEG pHFO (pHFO Hilbert magnitude >2.5xS.D., $p(\text{EEG pHFO}|\text{Hilus pHFO})$) given the known time points of hilar pHFOs was calculated (Figure 1.7 F). The probability of detecting a corresponding EEG pHFO given the known time points of hilar pHFOs was very low, with an average probability of 0.14±0.07 (Figure 1.7 F). We also compared the probability of finding a hilus pHFO given a detected (putative) pHFO on the dural EEG and found this method to produce very high false positive rates across all time points with an average false-positive rate of 84±8% (Figure 1.7 G). Consequently, there were no reliable dural EEG correlates of pHFOs recorded in the DG to be applied for the monitoring of epileptogenesis without the need of depth electrode temporal lobe recordings.

**Discussion:**

In this study, we investigated the temporal and spectral properties of pHFOs in the DG during epileptogenesis in a suprahippocampal KA-induced SE mouse model of TLE. We found that pHFOs are present in the DG as early as 4 days post-SE and persist through the development of TLE. DC LFP recordings reveal that pHFOs ride on large DC deflections with decay time constants that become more prolonged over time. Interestingly, DG pHFOs are generated in bursts and exhibit consistent intra-burst and inter-burst properties throughout the latent period. Moreover, the number of pHFOs generated per burst follow a negative binomial distribution, with a $p(\text{pHFO})$ of 0.6. Despite no temporal changes in pHFO burst properties, we found that the duration of pHFOs, measured by the Hilbert magnitude of the band-passed (200-600 Hz) trace, increases over time due to prolonged pHFO decay time constant. This finding was supported by overt changes in the time-frequency properties of pHFOs using continuous wavelet transform analysis. Finally, despite prominent pHFOs in
the DG with strong burst characteristics, dural EEG recordings could not reliably detect hippocampal-generated pathological network activity.

The observation in this study that pHFOs are generated in bursts is intriguing because it is unclear whether these bursts follow synaptic barrages from the entorhinal cortex (EC) or are internally generated within the DG microcircuit. We observe that pHFOs ride on top of large negative deflections in the hilus of the DG, which may reflect synaptic input from layer II stellate cells; the major excitatory input to the DG from the EC (Steward and Scoville, 1976; Schwartz and Coleman, 1981). Layer II stellate cells have been shown to receive less GABAergic input between 3 and 7 days post-SE and corresponded to an increase in spontaneous field potentials recorded in the DG (Kobayashi and Buckmaster, 2003). Additionally, layer II stellate cells may possess previously unidentified excitatory collaterals in both the control and epileptic EC, which could exacerbate synaptic input into the DG (Kumar et al., 2007). It is possible that the burst patterns of pHFOs observed in this study reflect bursts of synaptic inputs from the EC during epileptogenesis. An alternate hypothesis, however is that pHFOs are initiated by paroxysmal depolarizing shifts (PDSs) in local DG neurons. PDSs have been described in cortical pyramidal cells (PCs) during epilepsy, are thought to reflect short high-frequency bursts, and underlie EEG inter-ictal spikes (McCormick and Contreras, 2001; Staley and Dudek, 2006). These PDSs have not been described in the DG, however. Consequently, future in vivo whole-cell patch clamp recordings will need to be made from DG GCs during pHFOs to distinguish between these two hypotheses (Pernía-Andrade and Jonas, 2014).

In vivo studies in rats have established that pHFOs are strong biomarkers of epileptogenesis and that the latency to developing pHFOs after SE correlates well with the latency to the first seizure (Bragin et al., 2004, 2003). Other studies have demonstrated that pHFOs exhibit spatial stability over time and can exist within regions of normal DG network function, suggesting that pHFOs may be generated by localized proconvulsant microcircuits (Bragin et al., 2002, 2003). Unfortunately, the exact mechanisms of pHFO generation in TLE are
still unclear (Jefferys et al., 2012; Engel and da Silva, 2012; Jacobs et al., 2012; Menendez de la Prida and Trevelyan, 2011; Staba, 2012). Multiunit activity and juxtacellular recordings from DG granule cells in epileptic mice revealed that pHFOs correlate with increases in neuronal firing and that DG granule cells participate in this activity, respectively (Bragin et al., 2011). Thus, pHFOs could reflect synchronous discharges of ensembles of glutamatergic neurons in the DG. This mechanism is in contrast to normal HFO generation (ripples) in CA3 and CA1 regions where ripples are generated by synchronous EPSCs and IPSCs from perisomatic innervating interneurons and only \(\sim 10\%\) of principal cells participate in the HFO (Ylinen et al., 1995b; Csicsvari et al., 2000). In the epileptic CA3 region, it is believed that pHFOs are generated by synchronous discharges of large ensembles of pyramidal neurons and that the high frequency components (200-600 Hz) of the LFP reflect out of phase neuronal ensemble bursts (Ibarz et al., 2010). A more recent in vitro study in the normal, non-epileptic, CA3 demonstrated that reducing extracellular calcium (\(\text{Ca}^{2+}\)) from 3 to 1 mM disrupts inhibitory drive onto CA3 pyramidal neurons, resulting in a transition from HFO to pHFO generation (Aivar et al., 2014). While the DG and CA3/CA1 microcircuits are not directly comparable, the underlying network mechanics may be generalizable.

The evolution of pHFO duration and spectral dynamics observed in our study may reflect underlying network reorganization during epileptogenesis. Somatostatin and NPY positive GABAergic interneurons and glutamatergic mossy cells are highly sensitive to neurological insult and begin to degenerate as early as a few days post-insult (Margerison and Corsellis, 1966; Sun et al., 2007; Buckmaster and Jongen-Rêlo, 1999; Maglóczky and Freund, 1993; Volz et al., 2011; Jiao and Nadler, 2007; Sloviter, 1987; Santhakumar et al., 2000). This dramatic loss of both excitatory and inhibitory neurons in the DG contributes to changes in DG excitability during the latent period (Sloviter et al., 2006; Noebels et al., 2012). Moreover, DG granule cells transiently exhibit depolarized GABA reversal potentials (+15 mV) that are present as early as 24 hours post-SE and persist until 2 weeks post-SE (Pathak et al., 2007). In the chronically epileptic DG, parvalbumin positive interneurons receive less
excitatory drive, display disrupted synaptic release probabilities and increased transmission failures (Zhang and Buckmaster, 2009). Consequently, early rapid loss of specific subtypes of neurons combined with disrupted GABA reversal potentials in DG GCs and changes in interneuron synaptic properties may be permissive for the generation of pHFOs (i.e. 4 days post-SE). The progression of pHFO duration and time-frequency characteristics observed at 11 and 14 days post-SE in this study may reflect further development of aberrant mossy fiber collaterals that establish new excitatory GC-to-GC connections (mossy fiber sprouting) (Tauck and Nadler, 1985; Sutula et al., 1989). Although the functional consequence of mossy fiber sprouting has been debated (Noebels et al., 2012), it is generally accepted that these new synapses are predominately excitatory and produce recurrent excitation within the DG microcircuit (Patrylo and Dudek, 1998; Wuarin and Dudek, 1996; Dyhrfjeld-Johnsen et al., 2007; Santhakumar et al., 2005; Morgan and Soltesz, 2008). Initial sparse mossy fiber sprouting has been observed at 7 days post-SE in KA-injected rats and was also present at 14 days post-SE in our study (Figure 1.1 C). Therefore, the emergence of mossy fiber sprouting may extend the duration of pHFOs and modify their spectral dynamics. Future studies that accurately correlate mossy fiber reorganization with quantitative changes in pHFOs during epileptogenesis will be required to substantiate this hypothesis.

We have provided further support that the silent period as described by Penfield in 1961 is decidedly unsilent prior to the onset of TLE (Goldberg and Coulter, 2013). Considerable functional and anatomical reorganization occurs, with sub-convulsive pathological activity emerging soon after insult and persisting through the onset of recurrent seizures. Consequently, precipitating neurological insults can initiate degenerative epileptogenic processes that continue until a threshold is crossed, at which point behavioral seizures manifest. Determining the genetic and environmental conditions that permit epileptogenesis, characterizing its essential biological processes, and developing accurate biomarkers to detect and monitor its progression will be critical for establishing future interventional therapies that will silence the epileptogenic cacophony.
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Figure 1.1: Unilateral suprahippocampal KA-injection recapitulates anatomical changes observed in previous models of TLE. A, DAPI and immunofluorescent ZnT-3 labeling of cell nuclei (green) and mossy fiber boutons (red), respectively, reveal normal hippocampal anatomy 2 wks post-saline injection. B, The same labeling revealed significant cell loss in the CA1 and hilar regions on the KA-injected hippocampus (left), prominent GC dispersion, and light mossy fiber sprouting (C, arrows) at 2 wks post-SE. The contralateral, uninjected hippocampus exhibited hilar cell loss but no other overt morphological abnormalities and no detectable mossy fiber sprouting D. E, Hilar mossy cells and their axonal arborizations within the DG molecular layer are easily visualized along the whole rostro-caudal axis of the hippocampus in a SstR-GFP (Gensat) transgenic mouse. F, Mossy cells are lost from both the KA-injected and uninjected dorsal hippocampus at 2 wks post-SE while mossy cells are preserved in the ventral hippocampus. G, Mossy cell bodies, dendrites and axonal arborizations are easily visualized in the hilus and inner molecular layer (ML) of the DG in saline-injected controls. In contrast, severe mossy cell loss and reduced axonal labeling was observed in the dorsal hippocampus both ipsilateral H and contralateral I to KA-injection. Granule cell layer - GCL.
Figure 1.2: Spontaneous seizures in suprahippocampal KA-injected mice are limbic in origin. Simultaneous video and DG hilus LFP recording of a spontaneous seizure 14 days post-SE. Inter-ictal spikes and pHFOs were present preceding seizure onset (red box, pre-ictal). Seizure onset occurred with rapid eye and ear twitching on the ipsilateral (KA-injected) side, with corresponding LFP synchronization and a positive DC shift (red box, seizure onset). The seizure exhibited behavioral characteristics of a complex partial seizure with ipsilateral onset that then generalized to a full tonic-clonic seizure (red box, generalization). Seizure termination (red box, termination) corresponded to behavioral motionlessness followed by post-ictal grooming.
Figure 1.3: General properties of DG pHFOs during epileptogenesis. pHFOs were recorded in all post-SE mice (n = 5) at 4, 7, 11 and 14 days post-SE (n = 3). No pHFOs were detected in saline-injected controls (n = 3). A-D, PHFOs were generated on top of large LFP deflections (133±40 µV, black traces). Band-pass filtered records (200-600 Hz) revealed pronounced pHFOs near the peak of the LFP deflection (red traces) and time-frequency analysis with continuous wavelet transform revealed complex spectral properties. E, No significant change in LFP deflections was observed across all time points (p >0.05, one-way ANOVA). F, In contrast, the decay time constant of the LFP deflection increased significantly from 13.6±0.6 ms at 4 days post-SE to 206.4±6.0 ms at 14 days post-SE (p = 0.01, K-W ANOVA).
Figure 1.4: Burst properties of DG pHFOs during epileptogenesis. pHFOs occurred in bursts at all time points during the latent period. 

A, Raw DC LFP recordings (top trace) from the DG hilus showed prominent periods of pHFO bursting and regions of relative quiescence. Band-pass filtered records (200-600 Hz, red trace) and close inspection of LFP records (red box) further illustrated the burst character of pHFOs. 

B, Detected pHFO events from the 1000s record in A show periods of rapid pHFO generation. 

C, Log-binned pHFO inter-event interval (IEI) histograms exhibited two or three distributions that were well fit with multiple exponential distributions (colored fits) representing intra-burst (red fit), inter-burst (blue fit) and occasionally intra-cluster (black fit) intervals. 

D & E, Intra-burst and inter-burst intervals were 0.52±0.2 and 7.63±2.5 seconds, respectively and showed no significant change from 4 to 14 days post-SE (p >0.05 for each, one-way ANOVA). 

F, Burst duration histograms exhibited two distributions, corresponding to individual pHFO (left distribution, red fit) and multi-pHFO burst (right distribution, blue fit) durations. 

G, Individual pHFO and H, multi-pHFO durations were consistent throughout the experimental period, with average durations of 90±6.5 ms and 1.43±0.4 s, respectively (p >0.05 for each, one-way ANOVA).
Figure 1.5: The generation of pHFOs follows a Bernoulli process.  

A-D, Histograms of the number of pHFOs per burst (N pHFOs/burst) illustrate that pHFOs are generated randomly and follow a negative binomial (Bernoulli) distribution, indicating that pHFOs are generated independently of each other across all time points. Negative binomial distribution fits revealed that pHFOs are generated with a binomial probability \( p \) of 0.617±0.05.  

E, The pHFO binomial probability did not change across recording days \( (p > 0.05, \text{one-way ANOVA}) \).  

F, Similarly, the average number of pHFOs per burst did not vary over time \( (p > 0.05, \text{one-way ANOVA}) \).
Figure 1.6: Spectral dynamics of pHFOs evolve during epileptogenesis. A-D, Example raw, averaged and normalized average Hilbert magnitudes of extracted pHFOs from the same animal at 4, 7, 11 and 14 days post-SE. E, pHFOs generated 4 days post-SE (black) exhibited sharp onset and fast delays, with an average weighted decay time constant ($\tau_w$) of $4.4 \pm 0.5$ ms. The pHFO Hilbert magnitude $\tau_w$ increased significantly across recording days (days post-SE: 4, black; 7, blue; 11, green; 14, red) increasing to $13.1 \pm 2.2$ ms by 14 days post-SE. Traces represent mean±SEM. F, The pHFO Hilbert magnitude decay $\tau_w$ increased significantly over time ($p = 0.01, n = 5$, one-way ANOVA). F, Similarly, the area of the normalized Hilbert magnitude was significantly increased over the recording period ($p = 0.01, n = 5$, one-way ANOVA). Avg. Wavelet Transforms reveal complex spectral dynamics of pHFOs from 4 - 14 days post-SE. The average pHFO wavelet transform (aligned to the peak of the pHFO Hilbert magnitude) at 4 days post-SE demonstrated broad frequency components but short temporal lifetime at 4 days post-SE. By 11 and 14 days post-SE, pHFOs became more prolonged and exhibited a spectral tail (arrows) that lasted for up to 100 ms.
Adult-generated granule cells abnormally integrate into the local DG microcircuit during epileptogenesis

Introduction:

The dentate gyrus (DG) is one of two regions of the brain in which neurogenesis continues throughout adult life (van Praag et al., 2002; Eriksson et al., 1998; Aimone et al., 2010a). Newly generated granule cells (NGCs) are constitutively generated from neural stem cells in the sub-granular zone of the DG (Song et al., 2005; Ma et al., 2009), producing approximately 9,000 NGCs each day in the rat hippocampus (Cameron and McKay, 2001). These NGCs develop over a 6-8 week time period, integrate into the local DG microcircuit and extend their axons into the CA3 region where they form functional synapses onto CA3 pyramidal neurons and local interneurons (Espósito et al., 2005; Zhao et al., 2006; Toni et al., 2008). Once fully integrated into the DG, NGCs appear to be indistinguishable from existing granule cells (GCs). During this developmental period, NGCs exhibit a window of enhanced
plasticity between 2 and 4 weeks post-mitosis. This period is characterized by a depolarized resting membrane potential, increased input resistance, depolarized GABA$_A$ reversal potential, lower threshold for LTP induction and greater LTP magnitude (Aimone et al., 2010a; Ge et al., 2007; Schmidt-Hieber et al., 2004). After passing this two-week plasticity window, NGCs exhibit much lower excitability, which appears to persist indefinitely (Aimone et al., 2010b). Previous studies have demonstrated that seizures accelerate both the proliferation and integration of NGCs into the DG microcircuit (Overstreet-Wadiche et al., 2006; Bengzon et al., 1997; Parent et al., 1997) and these NGCs often exhibit morphological abnormalities such as ectopic cell body location, recurrent mossy fiber collaterals and basal dendrites (Kron et al., 2010). Importantly, Kron et al. (2010) demonstrated that the developmental stage of NGCs determines the extent of their abnormal integration after an epilepsy-inducing neurological insult (i.e. status epilepticus, SE). NGCs that were 2-4 weeks post-mitotic at the time of SE had a high probability of exhibiting morphological abnormalities whereas those that were fully mature (>7 weeks post-mitotic) at the time of SE maintained normal morphological characteristics. These morphological abnormalities have been well described previously in GC of the epileptic DG, though it was not clear that developing NGCs exhibited a strong propensity for displaying these changes.

DG GC morphological abnormalities are thought to contribute to changes in DG circuit function during epilepsy. Recurrent abnormal axon collaterals (e.g. mossy fiber sprouting) have been well described in the epileptic dentate gyrus and are believed to form a *de novo* recurrent excitatory circuit within the DG microcircuit (Tauck and Nadler, 1985; Wuarin and Dudek, 1996; Patrylo and Dudek, 1998; Buckmaster and Dudek, 1997, 1999; Coulter et al., 1999). Whole-cell recordings from NGCs in the epileptic DG have revealed similar results, revealing that NGCs also participate in DG functional network reorganization (Overstreet-Wadiche et al., 2006). In addition to mossy fiber sprouting, hilus-projecting basal dendrites have been identified on GCs in the epileptic DG (Franck et al., 1995; von Campe et al., 1997; Buckmaster and Dudek, 1999) and electron microscopy reconstructions revealed that
basal dendrites receive predominately excitatory synapses (95%) (Thind et al., 2008). Basal dendrites are never found on GCs in both rats and mice normally (Desmond and Levy, 1982). However between 5 and 20% of GCs in the epileptic possess basal dendrites (Walter et al., 2007; Spigelman et al., 1998). Interestingly, 22-47% of GCs in the human and primate DG exhibit basal dendrites normally (Lauer et al., 2003; Seress and Mrzljak, 1987). Given the extensive anatomical understanding of DG microcircuit reorganization during epilepsy, several studies have generated computer models designed to elucidate the fundamental qualities of a pro-convulstant microcircuit (Dyhrfjeld-Johnsen et al., 2007; Morgan and Soltesz, 2008; Santhakumar et al., 2005). These studies have revealed that mossy fiber sprouting and the presence of a small percentage of GCs with basal dendrites play a central role in the pro-convulsant reorganization of the DG.

Given these data, we sought to investigate their functional impact during epileptogenesis in vitro. To accomplish this, we utilized retroviral vectors (RV) to selectively express GFP or ChR2 in NGCs Tashiro et al. (2006) two-weeks prior to an epilepsy inducing insult (e.g. SE). We chose to induce SE two-weeks post-RV since NGCs exhibit enhanced plasticity at this time and because Kron et al. (2010) have previously demonstrated the NGCs displayed the most extensive morphological disruption at this point. SE was then induced 2 weeks post-RV using unilateral suprahippocampal kainate injection (Chapter 1, Methods) and recordings were made from RV-labeled NGCs in vitro 2 weeks following SE (Figure 2.1 B and C). The 2 wk post-SE time point was chosen because this time point is at the end of the epileptogenic period and is often the time point during which this mouse model begins exhibiting spontaneous seizures. We investigated the intrinsic excitability, synaptic connectivity and functional output of NGCs after SE using a combination of whole-cell current/voltage clamp and optogenetic approaches.

Materials and Methods:

Animals: Adult (10-12 wks) C57BL/6 were used for all experiments. All mice were housed
on a 12/12 h light/dark cycle and provided with food and water *ad libitum* and all protocols were approved by the University of California, Los Angeles, Chancellors Animal Research Committee (ARC) and comply with National Institutes of Health guidelines.

**Retroviral vector production and injection:** Retroviral vectors (RV) were produced in-house following previously described methods (Tashiro et al., 2006). Briefly, retroviral constructs were prepared by transient PEI transfection of HEK 293T cells (Clonetech) with a three plasmid system based off of the Moloney Murine Leukemia virus: 1. pCMV-Gag-Pol, 2. pCMV-VSVg (gift from Dr. Fred Gage, Salk Institute) and 3. CAG-EGFP-WPRE. For experiments expressing channelrhodopsin-2 (ChR2) in newborn granule cells, plasmid #3 was replaced with the following: CAG-ChR2(H134R)-EYFP-WPRE (modified from CAG-GFP-WPRE from Dr. Fred Gage, Salk Institute). Virus containing media was collected 48-72 hours post-transfection, sterile filtered, and concentrated using two successive rounds of ultracentrifugation (65,000 g). Virus pellets were re-suspended in phosphate-buffered saline and stored at −80°C. To express GFP or ChR2 in newly-generated granule cells (NGCs), 1.5 µl of virus was stereotaxically injected bilaterally into the dorsal dentate gyrus using the following coordinates (from the rostral confluence of the sinus, mm): -5.7 rostral/caudal, 1.6 medial/lateral, 1.8 dorsal/ventral from dura (Figure 2.1, Aii).

**Suprahippocampal kainate-induced status epilepticus:** Two weeks post-RV injection, mice were anesthetized with isoflorane (1.2%, 100% O₂, 1.2 lpm) and 65 nl of 20 mM kainite (KA) or sterile saline (0.9%) was stereotaxically injected above the dorsal hippocampus in the following coordinates (from Bregma): -1.9 rostral/caudal, 1.6 medial/lateral, 0.8 dorsal/ventral from dura (Figure 2.1, Aii). Following KA injection, each mouse was video monitored to observe KA-induced status epilepticus (SE). SE was dampened with lorazepam (6 mg/kg, s.c.) 4 hours post-KA injection and the mice were allowed to recover. Additional saline injections were provided as needed to replenish fluid loss. Mice were housed on a 12/12 h light/dark cycle and provided with food and water *ad libitum*.

**Slice preparation:** Accute coronal hippocampal brain slices (350 µm) were prepared two
weeks post-KA / saline injections according to protocols approved by the UCLA Chancellors Animal Research Committee (ARC). Mice were deeply anesthetized with isofluorane, and decapitated using a guillotine. The brain was quickly removed and cooled to 4°C in a sodium-free cutting solution containing (in mM): 135 N-methyl-D-glucamine, 26 HEPES, 10 D-glucose, 4 MgCl₂, 1.2 KH₂PO₄, 1 KCl, and 0.5 CaCl₂ (bubbled with 100% O₂, pH 7.4, 290-300 mOsm). Slices were cut in the same sodium-free solution using a Leica V1200S vibratome and subsequently transferred to an interface holding chamber containing a reduced sodium artificial cerebrospinal fluid (aCSF) at 32°C containing (in mM): 85 NaCl, 55 sucrose, 25 D-glucose, 26 NaHCO₃, 4 MgCl₂, 2.5 KCl, 1.25 NaH₂PO₄, 0.5 CaCl₂ (bubbled with 95%/5% O₂/CO₂, 290-300 mOsm). After 30 minutes, the slices were allowed to cool to room temperature (23 − 25°C) and kept in this solution until used for recordings. Brain slices were transferred to a submerged recording chamber at 34°C and perfused at 5 ml/min with aCSF containing (in mM): 126 NaCl, 26 NaHCO₃, 10 D-glucose, 2.5 KCl, 2 MgCl₂, 2 CaCl₂, 1.25 NaH₂PO₄, 1.5 Na-pyruvate, and 1 L-glutamine (bubbled with 95%/5% O₂/CO₂, 290-300 mOsm). All salts were purchased from Sigma Aldrich (St. Louis, MO).

**Recording and Analysis:** Patch-clamp recordings were obtained using either a MultiClamp 700A or Axopatch 200B amplifier (Molecular Devices, Sunnyvale, CA) for current or voltage clamp recordings, respectively. Analog signals were low-pass filtered at 5 kHz (Bessel, 8-pole) and digitized at 20 kHz with a National Instruments data acquisition board (NI USB-6221). All current clamp recordings were obtained using custom protocols were written in Igor Pro (WaveMetrics, Lake Oswego, OR). Voltage clamp recordings were obtained using Signal Express (National Instruments). All analyses were performed using custom procedures written in Igor Pro.

**Current clamp recordings:** To assess the intrinsic excitability of RV-labeled adult-generated granule cells, 3 mM kynurinic acid and 100 µM picrotoxin (PTX) were added to the aCSF to block ionotropic glutamate and GABAₐ receptors, respectively. Slices were visualized under IR-DIC with an epifluorescent upright microscope (Olympus BX-51WI, 20X XLUMPlan
and whole-cell recordings were obtained from GFP$^+$ granule cells with borosilicate patch pipettes (4-6 MΩ, King Precision Glass, Claremont, CA) filled with an internal solution containing (in mM): 140 K-methanesulphonate (KMet), 5 KCl, 10 HEPES, 2 MgCl$_2$, 3 NaCl, 0.2 EGTA, 2 Na$_2$ATP and 0.2 NaGTP, pH adjusted to 7.3-7.4 with KOH.

After achieving stable whole-cell configuration in voltage clamp, the amplifier was switched to current clamp mode. Only recordings with series resistances below 20 MΩ were used and bridge balance compensation was applied while in current clamp. After measuring the resting membrane potential, constant current was injected (no more than 50 pA) into the cell to keep its membrane potential between -60 and -65 mV. Current steps (300 ms) from -100 to +300 pA were injected at random every 30 seconds. Current steps from -25 to +25 pA (5 pA/step) were injected into the cell to measure the membrane resistance ($R_m$) and capacitance ($C_m$). The second derivative of the record was also used to determine action potential (AP) threshold.

Voltage clamp recordings: Whole-cell recordings were obtained as described previously (Current clamp recordings:). The intracellular solution contained (in mM) 140 Cs-methanesulphonate (CsMet), 5 KCl, 10 HEPES, 2 MgCl$_2$, 3 NaCl, 0.2 EGTA, 2 Na$_2$ATP and 0.2 NaGTP, pH adjusted to 7.3-7.4 with CsOH. Recording synaptic currents with a CsMet based internal solution allowed measurement of both excitatory postsynaptic currents (EPSCs) and inhibitory postsynaptic currents (IPSCs) in the same neuron by setting the command voltage to -70 mV (GABA$_A$ $E_{rev}$) or +0 mV (AMPA $E_{rev}$), respectively. In a subset of experiments, Alexa 488 dextran (Invitrogen) was included in the internal solution to better visualize NGC morphology.

Field recordings and optogenetic activation: Prior to beginning each experiment, brain slices were observed under fluorescence to confirm the presence of virally-transduced YFP$^+$ NGCs. Local field potential (LFP) recordings were obtained from the granule cell layer and hilar region of the DG using borosilicate glass electrodes (4-6 MΩ, King Precision Glass) filled with 150 mM NaCl. Signals were obtained using an Axon 200B (Molecular Devices, Sunnyvale,
CA), low-pass filtered at 5 kHz and digitized at 8192 Hz with a National Instruments data acquisition board (NI USB-6221). Virally-transduced NGCs were optogenetically activated with brief (5 ms) full-field light pulses (470/30 excitation filter) through the epifluorescence light path using a standard mercury arc lamp and shutter.

Statistical Analysis: Statistics were calculated using GraphPad Prism 6 (La Jolla, CA) and statistics procedures in R. Data are presented as mean ± standard error of mean. Significance level (α) was set to 0.05. For ANOVAs with significance levels below 0.05, post-hoc paired tests were performed and corrected for multiple comparisons. Nonparametric statistical analyses were used from datasets deviating from normality.

Results:

NGC intrinsic excitability during epileptogenesis: Whole-cell current-clamp recordings were made in vitro from RV-labeled GFP+ NGCs ipsilateral to KA injection to determine if their intrinsic excitability was altered after SE. We found that NGCs exhibited no significant difference in resting membrane potential (RMP, saline control: -58.0±3.5 vs 2wks post-SE: -57.5±1.5 mV, p >0.5, Mann-Whitney, Figure 2.3 A), action potential threshold (AP threshold, saline control: -42.9±1.5 vs 2wks post-SE: -43.9±1.7 mV, p >0.5, Mann-Whitney, Figure 2.3 A), membrane capacitance (Cm, saline control: 21.6±4.5 vs 2wks post-SE: 25.1±2.3 pF, p >0.5, Mann-Whitney, Figure 2.3 B) or membrane resistance (Rm, saline control: 500±45 vs 2wks post-SE: 445±41 MΩ, p >0.5, Mann-Whitney, Figure 2.3 C). Intrinsic excitability was assessed with 300 ms current steps from -100 to 300 pA. GFP+ NGCs exhibited similar input output curves, with NGCs recorded 2 weeks post-SE showing higher firing frequencies at current pulses greater than 200 pA (Figure 2.3 D). Two-way ANOVA revealed a significant treatment effect (p = 0.02), though subsequent post-hoc tests revealed a significant difference in firing frequency at the highest current step of 300 pA. Finally, we assessed whether NGCs post-SE exhibited a different excitability vs input resistance relationships to NGCs from saline-injected controls. NGCs are known to possess very high membrane resistance
(R_m, \sim 1\Omega) until 2 wks of age, at which point the R_m begins to drop and stabilize at around 300 M\Omega by the time they fully mature. Concurrently, NGCs develop the ability to initiate APs. Consequently, we evaluated the relationship of R_m vs. intrinsic excitability after SE. Interestingly, regression analysis found no significant difference in the slope or x intercept of R_m vs. excitability in saline and post-SE NGCs (slope: p = -0.972, x-intercept: p = 0.66, Figure 2.3 E). Therefore, we concluded that the intrinsic excitability of NGCs is not altered 2 wks post-SE.

**Synaptic connectivity of NGCs during epileptogenesis:** We next evaluated the synaptic connectivity of NGCs 2 wks post-SE. Because our mouse model of TLE is generated by unilateral suprahippocampal KA injection, we were able to evaluate the synaptic connectivity of NGCs both ipsilateral and contralateral to KA injection at 2 wks post-SE. To do this, we injected retrovirus bilaterally into the DG to label NGCs with GFP two-weeks prior to SE induction. EPSCs and IPSCs were recorded from RV-labeled NGCs in both the ipsilateral and contralateral DG. We found that NGCs ipsilateral to KA injection exhibited significantly larger EPSC amplitudes compared to NGSs from saline-injected controls, with an average EPSC amplitude of 13.8\pm1.6 and 7.5\pm0.5 pA, respectively (p = 0.004, K-W one-way ANOVA, Figure 2.4 Ai and Aii). In contrast, EPSCs recorded from NGCs in the contralateral DG showed similar EPSC amplitudes (KA contra.: 9.2\pm0.6 vs control: 7.5\pm0.5 pA, p >0.05, K-W one-way ANOVA, Figure 2.4 Ai and Aii). Interestingly, the EPSC frequencies of NGCs ipsilateral to KA injection were no different from saline controls, while NGCs contralateral to KA injection received a significantly higher frequency of EPSCs (KA ipsi.: 12.8\pm3.5 vs control: 7.3\pm1.6 Hz, p >0.05; KA contra.: 19.8\pm3.7 vs control: 7.3\pm1.6 Hz, p = 0.02, K-W one-way ANOVA, Figure 2.4 Bi and Bii).

Next, we measured the IPSC amplitudes in NGCs from both DG 2 wks post-SE or saline and found no significant differences across groups (KA ipsi.: 30.2\pm8.1, KA contra.: 38.9\pm6.0 vs control: 23.1\pm2.9 Hz, p >0.05, K-W one-way ANOVA, Figure 2.4 Ci and Cii). Strikingly, the IPSC frequencies ipsilateral to KA injection were not different from control but IPSC
frequencies in the contralateral hippocampus were dramatically higher than saline injected controls (KA ipsi.: 12.1±3.0 vs control: 18.0±4.6 Hz, p >0.05; KA contra.: 40.0±9.2 vs control: 18.0±4.6 Hz, p = 0.01, K-W one-way ANOVA., Figure 2.4 Di and Dii).

Some RV-labeled NGCs exhibited basal dendrites: Previous studies have demonstrated that developing NGCs can exhibit basal dendrites after epilepsy-inducing insults (Kron et al., 2010). Consequently, we assessed the morphology of recorded NGCs by visualizing their expressed GFP under epifluorescence or by filling them with Alexa 488 dye for later confocal imaging. We were able to determine that a subset of recorded NGCs did possess basal dendrites ipsilateral to KA injection 2 wks post-SE. These cells had varied basal dendrite morphology by typically possessed a single process that extended deep into the DG (Figure 2.5 A). Confocal microscopy revealed prominent spines on basal dendrites, similar to previous reports (Thind et al., 2008). We found that some NGCs with basal dendrites exhibited significantly larger EPSCs and IPSCs than other NGCs in which basal dendrites were absent, although these metrics were highly variable (Figure 2.5 C & D). Figure 2.5 shows a NGC with basal dendrites (A), its corresponding E/IPSC cumulative probability distributions (arrows), and example traces of EPSC and IPSCs (D). Recordings from NGCs with basal dendrites were particularly rare, so it is difficult to draw conclusions on their role in the network.

ChR2 activation of NGCs can initiate pHFOs in vitro: Pathological high-frequency oscillations (pHFOs) have been well described in the DG during epileptogenesis and are thought to reflect the pro-convulsant reorganization of the DG network (See Chapter 1, Introduction). Despite some evidence that pHFOs may reflect transient synchronous firing of DG GCs, little is known about the microcircuit dynamics that initiate and generate pHFOs. Previous modeling studies have suggested that small numbers of highly interconnected GCs, possessing recurrent mossy fiber collaterals and basal dendrites, could facilitate the propagation of abnormal activity across the DG microcircuit (Morgan and Soltesz, 2008). Consequently, we hypothesized that NGCs may be good candidates as potential “hub cells” that could
initiate and propagate pathological activity. To test this hypothesis, we modified our GFP-expressing retroviral plasmid to express the H134R version of channelrhodopsin-2 with a EYFP fluorescent tag (ChR2-EYFP). We then injected this virus into the DG and followed the same experimental timeline that was used to evaluate the synaptic and intrinsic properties of NGCs during epileptogenesis (Figure 2.1 B). We found that RV-transduced NGCs strongly expressed ChR2 4 wks post-RV injection and 2 wks post-SE. Brief, 5 ms, pulses of blue light (488 nm) elicited 3-4 action potentials when measured in cell attached configuration (Figure 2.6 Ai). Whole-cell voltage clamp recordings from the same cell revealed large 400-600 pA photocurrents elicited by the same light pulse duration. APs could be reliably and repeatably elicited as revealed by 10Hz light stimulation in cell attached and whole-cell configurestions in Figure 2.6 Bi and Bii.

Local field potential recordings were made from multiple points around the granule cell layer, and the same 5 ms light pulse was applied to the brain slice. We found that ChR2 activation of NGCs could produce transient high-frequency oscillations that were reminicent of pHFOs recorded in vivo (Engel et al., 2009) (Figure 2.6 Ci). Band-pass filtering between 200 and 600 Hz revealed a prominent high-frequency oscillation, with approximate durations of 60-80 ms. Additionally, wavelet transform analysis confirmed that the peak spectral components of ChR2-induced pHFOs was between 300 and 400 Hz, which is remarkably similar to spontaneously generated pHFOs that have been recorded in epileptic rats and TLE patients (Bragin et al., 2010). In addition to a strong oscillation in the pHFO range, a second oscillation in the high-gamma range (Buzsáki and Wang, 2012) was present at the tail end of the pHFO, with a peak frequency of 80 Hz (Figure 2.6 Cii, arrow). These pHFOs could be continuously elicited by 10Hz stimulation and were accompanied by continuous high-gamma oscillations (Figure 2.6 Di - Diii, arrow). ChR2 activation of NGS was also able to induce pHFOs in the hilar region of the DG (Figure 2.7). These pHFOs exhibited nearly identical spectral properties as those observed in the GCL but were slightly longer at 80-90 ms. Further, no associated high-frequency gamma oscillations were observed. PHFOs could
never be elicited in slices from saline-injected controls.

Discussion:

In this study, we investigated the intrinsic excitability, synaptic connectivity and functional impact of NGCs during epileptogenesis. We found that NGCs recorded in the ipsilateral KA-injected hippocampus appear to maintain normal intrinsic excitability despite extensive network-level reorganization. Synaptic connectivity of NGCs is altered during epileptogenesis, with NGCs ipsilateral to KA injection exhibiting significantly larger EPSC amplitude without a change in IPSC amplitude and E\IPSC frequencies compared to control. In contrast, NGCs recorded contralateral to KA injection exhibited significantly higher IPSC frequencies, with no change in EPSC frequencies or E\IPSC amplitudes. Finally, ChR2 activation of NGCs was sufficient to induce pHFOs in vitro. These data are intriguing because they are the first to characterize the properties of developing NGCs during epileptogenesis and provides some insights into how pHFOs may be generated during this process.

We were surprised to find no major changes in intrinsic excitability of NGCs after KA-induced SE. Two recent electrophysiological studies from human TLE tissue and the unilateral hippocampal KA mouse model have demonstrated that DG GCs exhibit significantly reduced intrinsic excitability due to an upregulation of Kir2 channels (Young et al., 2009; Stegen et al., 2009). Consequently, we expected to see prominent differences in NGC excitability during epileptogenesis. In fact, we observe a subtle, yet significant, enhancement of NGC excitability two-weeks post-SE (Figure 2.3 D). Our data may not be in conflict with these earlier findings. Neither study distinguished between developing and fully mature neurons. In fact, (Young et al., 2009) actively excluded GCs whose membrane potentials were >-65 mV, which would exclude a large portion of developing NGCs from their analysis. Secondly, these studies were performed in resected hippocampi from human TLE patients and chronically epileptic mice. Since the data presented here were collected two-weeks post-SE, it is possible that the epileptogenic process had not progressed far enough to induce
homeostatic dampening of GC excitability in response to the epileptic phenotype. To fully address this question, further studies are required to evaluate the excitability of birth-dataed NGCs after the onset of chronic epilepsy.

In contrast to the subtle intrinsic excitability changes observed in NGCs during epileptogenesis, we describe pronounced alterations in synaptic connectivity in both the KA-injected and uninjected hippocampi. Surprisingly, these alterations were contrasting, with NGCs in the ipsilateral DG exhibiting significantly larger EPSCs but otherwise normal synaptic properties and the NGCs in the contralateral DG receiving significantly higher frequencies of IPSCs and EPSCs without any changes in amplitudes (Figure 2.4). The network level reorganization that contributes to these changes in synaptic connectivity is unclear at this time and would require extensive work to elucidate.

Previous reports have assessed the synaptic integration of NGCs after pilocarpine-induced SE using a transgenic mouse line that expresses GFP only in NGCs that are two-weeks of age or younger. These studies have found that immature NGCs show accelerated integration into the DG microcircuit and receive both monosynaptic excitatory input via the medial perforant path and polysynaptic input, possibly emerging from recurrent excitatory mossy fiber collaterals (Overstreet-Wadiche et al., 2006; Zhao and Overstreet-Wadiche, 2008). Importantly, however, the transgeneic mouse model used in the aforementioned studies only express GFP in NGCs until 2 weeks of age, and may not be directly comparable to the 4 wks post-mitotic NGCs investigated in this study. Given this caveat, it is possible that the enhanced EPSC amplitudes observed ipsilateral to KA-injection in this study reflect the enhanced synaptic integration of NGCs and potential polysynaptic inputs from mossy fiber sprouting. The anatomical data presented in Chapter 1 (Figure 1.1 B and C) indicate that light mossy fiber sprouting can be observed 2 wks post-SE in this model of TLE, which corroborates (Overstreet-Wadiche et al., 2006) and the electrophysiological data in Figure 2.4 (Ai and Aii).

The network level contribution to increased EPSC and IPSC frequencies in NGCs within
the contralateral DG are less clear. Multiple studies using unilateral hippocampal KA injections have found minor gross anatomical abnormalities and a lack of hippocampal sclerosis or mossy fiber sprouting but have identified significant reductions in excitatory mossy cells and subsets of interneurons (Volz et al., 2011; Mitsuya et al., 2009; Marx et al., 2013). Given these observations, one might initially expect a reduction in the frequencies of both EPSCs and IPSCs. However, our data show a significant increase in both, with the increase in IPSC frequencies being most pronounced. These observations could simply reflect the enhanced integration of NGCs into the local microcircuit in response to KA-induced SE and subsequent subconvulsant pathological activity (i.e. pHFOs). An alternate hypothesis is that the loss of a percentage of mossy cells in the contralateral DG (Volz et al., 2011) results in excessive excitatory and inhibitory drive onto DG GCs. This hypothesis, known as the “irritable mossy cell” hypothesis, is attractive and could account for the increase in both excitatory and inhibitory postsynaptic current frequencies without a change in amplitudes (Santhakumar et al., 2000; Dyhrfjeld-Johnsen et al., 2007; Ratzliff et al., 2002).

A final result of this study is the finding that ChR2 activation of NGCs during epileptogenesis is sufficient to initiate pathological high-frequency oscillations. This finding is perhaps most exciting because it provides some insight into the network dynamics that underlie pHFOs. We describe in detail the evolution of spontaneous pHFOs in vivo during epileptogenesis in Chapter 1. pHFOs appear to be harbingers of epileptogenesis and likely reflect the accumulation of proconvulsant network abnormalities in the DG. Given the anatomical and modeling studies described in the introduction of this chapter, NGCs with abnormal network integration appeared to be good candidates as initiators of pathological network activity. Indeed, photoactivation of these neurons was sufficient to initiate transient high-frequency oscillations that bear a striking resemblance to the pHFOs observed in vivo in Chapter 1 and previous studies in humans and rats (Bragin et al., 1999, 2002, 2003, 2004, 2007). Importantly, the retroviral methods used in this study do not label large percentages of granule cells. Rather, only 15-20 YFP NGCs could be visualized in each hippocampal
slice. As a result, the initiation of pHFOs can only be attributed to the synchronous activation of only a small subset of DG GCs in these experiments, and yet, this activation appears to be sufficient to initiate prolonged high-frequency network oscillations lasting tens of milliseconds. Interestingly, we did not observe large DC offsets during ChR2-induced pHFOs in vitro, suggesting a decoupling of the DC offsets and pHFOs in a reduced hippocampal preparation. We believe that these results represent a step towards understanding the mechanism of pHFO generation in the DG and hopefully a deeper understanding of the silent cacophony within the hippocampus during epileptogenesis.

Acknowledgements:
This work was supported by the US National Institutes of Health as follows: 5T32NS058280 to R.T.J., and R01NS075429 and the Coelho Endowment to I.M. We would like to thank Dr. Christian Steinhäuser for developing the suprahippocampal kainate mouse model of TLE and suggesting it to us for our study. Finally, we thank Laurel Ormiston for her extensive and varied technical support.
Figure 2.1: Experimental timeline **Ai**, Retrovirus injections were targeted bilaterally to the hilar region of the DG to achieve maximum labeling of NGCs. **Aii**, Two weeks following RV injection, status epilepticus was induced with a unilateral suprarehippocampal kainate injection on either the left or right side. NGCs were 2 wks post-mitotic at this time point. **B**, RV-GFP was injected bilaterally into the DG. Two weeks post-RV, status epilepticus was induced by unilateral suprarehippocampal kainic acid injection (Aii). Two weeks following status epilepticus, *in vitro* whole-cell recordings were made from GFP+ NGCs. For ChR2 experiments, local field potential recordings were made in the DG and ChR2-expressing NGCs were photoactivated with full field illumination at 488 nm. At this time point, NGCs are 4 wks post-mitotic.
Figure 2.2: Retroviral labeling of adult-generated granule cells in the DG. A, GFP\(^+\) NGCs (green) visualized in the DG 6 wks post-RV with NeuN immunofluorescence (red). NGC cell bodies were found in the inner GCL and extended their dendrites into the molecular layer of the DG. NGC axons extended into the CA3 region, where they formed putative synapses with CA3 pyramidal cells and local interneurons. B, RV-labeled NGCs exhibited typical mossy fiber boutons (MF) in the CA3 stratum radiatum (SR), adjacent to the pyramidal cell layer (PCL). C, RV-GFP labeled NGCs showed no overt morphological abnormalities due to RV transduction and had extensive axonal arborizations in the hilus (arrows). ML, molecular layer, GCL, granule cell layer, SR, stratum radiatum, PCL, pyramidal cell layer, SO, stratum oriens.
Figure 2.3: Immature granule cells do not exhibit changes in intrinsic excitability 2 wks post-SE. A, 4 wk old NGCs, recorded 2 wks post-SE or saline, posessed similar resting membrane potentials (saline control: -58.0±3.5 vs 2wks post-SE: -57.5±1.5 mV, p >0.5, Mann-Whitney) Action potential thresholds were also similar between conditions (saline control: -42.9±1.5 vs 2wks post-SE: -43.9±1.7 mV, p >0.5, Mann-Whitney). B, Cell capacitance (Saline control: 21.6±4.5 vs 2wks post-SE: 25.1±2.3 pF, p >0.5, Mann-Whitney) and C, membrane resistance were also similar (saline control: 500±45 vs 2wks post-SE: 445±41 MΩ, p >0.5, Mann-Whitney). D, Input-output curves were significantly different (p = 0.02, two-way ANOVA) although post-hoc tests only found significance at 300 pA current pulses. E, Plotting membrane resistance vs action potential frequency at 200 pA current steps revealed no significant differences in the slopes of the two groups (p = 0.9).
Figure 2.4: NGCs exhibit disrupted functional integration into the DG network 2 wks post-SE. **Ai**, Cumulative probability distributions and **Aii**, mean EPSC values (box plot, Tukey) determined by Hill fit from individual cumulative distributions of each NGC. EPSCs in NGCs recorded from the ipsilateral (red), KA-injected, DG were significantly larger than EPSCs recorded from saline-injected controls (blue) (KA ipsi.: 13.8±1.6 vs control: 7.5±0.5 pA, p = 0.004, K-W one-way ANOVA). NGCs recorded from the DG contralateral to KA injection (green) exhibited similar EPSC amplitudes to controls (KA contra.: 9.2±0.6 vs control: 7.5±0.5 pA, p >0.05, K-W one-way ANOVA). **Bi**, **Bii**, EPSC frequencies in NGCs ipsilateral to KA injection were not different from saline control (KA ipsi.: 12.8±3.5 vs control: 7.3±1.6 Hz, p >0.05, K-W one-way ANOVA) while NGCs recorded from the DG contralateral to KA injection received a higher frequency of EPSCs (KA contra.: 19.8±3.7 vs control: 7.3±1.6 Hz, p = 0.02, K-W one-way ANOVA). **Ci**, **Cii**, IPSC amplitudes were not significantly different across conditions (KA ipsi.: 30.2±8.1, KA contra.: 38.9±6.0 vs control: 23.1±2.9 Hz, p >0.05, K-W one-way ANOVA). **Di**, **Dii**, IPSC frequencies were similar between NGCs recorded ipsilateral to KA injection and saline-injected controls (KA ipsi.: 12.1±3.0 vs control: 18.0±4.6 Hz, p >0.05, K-W one-way ANOVA). In contrast, IPSC frequencies were significantly higher in NGCs recorded from DG contralateral to KA injection compared to controls (KA contra.: 40.0±9.2 vs control: 18.0±4.6 Hz, p = 0.01, K-W one-way ANOVA).
Figure 2.5: Some NGCs exhibit basal dendrites 2 wks post-SE. A, An example Alexa 488-filled NGC recorded ipsilateral to KA injection 2 wks post-SE possessed a large basal dendrite that extended into the hilus (arrows). B, Close up image of basal dendrite revealed extensive spines (arrows). Individual NGC EPSC C and IPSC D amplitude cumulative probability distributions recorded ipsilateral to KA injection. Some NGCs with conformed basal dendrites exhibited dramatically larger EPSC and varied IPSC amplitudes. Arrows indicate EPSC and IPSC cumulative distributions of the representative cell in A. E, Example EPSC and IPSC recordings from the example cell in A.
**Figure 2.6:** **Ai** Cell attached and **Aii** whole-cell voltage-clamp recordings from YFP\(^+\) NGC ipsilateral to KA injection at 2 wks post-SE. A 5 ms light flash (488 nm) elicited 2-4 action potentials and large photo currents in cell attached and whole-cell configurations, respectively. **Bi,** 10 Hz light pulses showed that ChR2-expressing NGCs could produce reliable light-induced action potentials in cell attached configuration. **Bii,** ChR2 photocurrents were consistent across light pulses. **Ci,** Local field potential recordings of the DG GCL revealed transient pHFOs following ChR2 activation of NGCs with 5 ms light pulses in vitro. **Cii,** pHFO band-pass filtered (200-600 Hz) trace reveals strong high-frequency oscillations, lasting 70 ms. **Ciii,** Continuous wavelet transform of trace in **Ci** revealed the spectral dynamics of the ChR2-induced pHFO. The major frequency components ranged from 300 to 400 Hz. **Di,** **Dii,** **Diii** 10 Hz train of light pulses produced consistent pHFO generation in the DG GCL. Prominent high-frequency gamma oscillations were also elicited, with a spectral peak at 80 Hz.
Figure 2.7: ChR2 activation of NGCs 2 wks post-SE initiates pHFOs in the hilus in vitro. **Ai,** Local field potential recordings of the DG hilus revealed transient pHFOs following ChR2 activation of NGCs with 5 ms light pulses in vitro. **Aii,** pHFO band-pass filtered (200-600 Hz) trace reveals strong high-frequency oscillations, lasting 80 ms. **Aiii,** Continuous wavelet transform of trace in **Ai** revealed the spectral dynamics of the ChR2-induced pHFO. The major frequency components ranged from 300 to 400 Hz. **Bi,** 2 Hz train of light pulses produced consistent pHFO generation in the DG hilus. **Bii, Biii,** Corresponding band-pass (200-600 Hz) and wavelet transforms of the trace in **Bi.** High-frequency gamma oscillations were not observed, however.
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Bicarbonate (HCO₃⁻) is an abundant anion that regulates extracellular and intracellular pH. Here, we use patch-clamp techniques to assess regulation of hippocampal CA3 pyramidal cell excitability by HCO₃⁻ in acute brain slices from C57BL/6 mice. We found that increasing HCO₃⁻ levels enhances action potential (AP) generation in both the soma and axon initial segment (AIS) by reducing Kv7/KCNQ channel modulation. Conversely, decreasing intracellular HCO₃⁻ leads to attenuation of AP firing. We show that HCO₃⁻ interferes with Kv7/KCNQ channel activation by phosphatidylinositol-4,5-bisphosphate. Consequently, we propose that, even in the presence of a local depolarizing Cl⁻ gradient, HCO₃⁻ efflux through GABAₐ receptors may ensure the inhibitory effect of axoaxonic cells at the AIS due to activation of Kv7/KCNQ channels.

Introduction

Bicarbonate (HCO₃⁻) is a key product of cellular respiration, resulting from the hydration of CO₂ and the subsequent deprotonation of carbonic acid. Thus, HCO₃⁻ is one of the most abundant anions in cerebrospinal and intracellular fluids with a typical concentration of ~26 mM at physiological pH (7.3–7.4) and pCO₂ (596; Jungas, 2006; Casey et al., 2010). Bicarbonate acts as the major pH buffer in most biological systems (under physiological conditions for CO₂/HCO₃⁻, pKₐ is ~6.1; Jungas, 2006; Casey et al., 2010). Hence, the steady-state intracellular and extracellular HCO₃⁻ concentrations ([HCO₃⁻]ₐ and [HCO₃⁻]ᵢ, respectively) and fluctuations thereof depend on local proton concentration (i.e., pH). For example, in both vertebrate and crayfish neurons HCO₃⁻ flux through GABAₐ receptor channels controls neuronal excitability by changing local pH (Chesler and Kaila, 1992; Jungas, 2006; Casey et al., 2010). Moreover, disturbance in this signaling mechanism might play an important role in some forms of epilepsy, and manipulation of brain pH may be a promising approach to therapeutic intervention (Pavlov et al., 2013). Apart from its well defined role as a pH buffer, HCO₃⁻ also is a weak Ca²⁺ buffer, with a Kₐ ~96 mM (Greenwald, 1941; Nakayama, 1971; Jacobson and Langmuir, 1974; Reardon and Langmuir, 1974; Schaer, 1974; Fry and Poolewilson, 1981; Hablitz and Heinemann, 1987). Despite a relatively low affinity for free Ca²⁺, we initially hypothesized that the relatively high [HCO₃⁻]ᵢ may provide physiologically relevant Ca²⁺ buffering, resulting in the modulation of neuronal excitability. To test this hypothesis, we examined the effects of changing [HCO₃⁻]ᵢ, at a set pH of 7.3, on the firing properties of hippocampal CA3 pyramidal cells (PCs), a cell type that lacks major Ca²⁺ buffering proteins such as parvalbumin, calbindin, and calretinin (Schwaller, 2010). We found that HCO₃⁻ has a significant effect on neuronal excitability, independent of pH. However, contrary to our initial hypothesis, the effects of HCO₃ᵢ are not due to a direct modulation of Ca²⁺ signaling, but rather to an inhibition of Kv7/KCNQ channel activity. Moreover, fluctuations in [HCO₃⁻]ᵢ may control Kv7/KCNQ channel activation through a phosphatidylinositol-4,5-bisphosphate (PIP₂)-dependent mechanism.

Materials and Methods

Electrophysiology. Horizontal hippocampal brain slices (350 μm) were prepared from male C57BL/6 (4–6 weeks) mice according to protocols approved by the UCLA Chancellor’s Animal Research Committee. Mice were deeply anesthetized with isofluorane, avoiding all handling and stress to the animals, and were decapitated using a guillotine. Their brains were quickly removed and cooled to 4°C in a sodium-free cutting solution containing the following (in mM): 135 N-methyl-d-glucamine, 26 HEPES, 10 d-glucose, 4 MgCl₂, 1.2 KH₂PO₄, 1 KCl, and 0.5 CaCl₂ (bubbled with 100% O₂, pH 7.4, 290–300 mOsm). Slices were cut in the same sodium-free solution using a Leica V1200S vibratome and subsequently transferred to an interface holding chamber containing a reduced sodium artificial CSF (aCSF) at 32°C containing the following (in mM): 85 NaCl, 25 sucrose, 25 d-glucose, 26 HEPES, 4 MgCl₂, 2.5 KCl, 1.25 NaH₂PO₄, 0.5 CaCl₂ (bubbled with 100% O₂, pH 7.4, 290–300 mOsm). After 30 min, the slices were allowed to cool to room temperature (22–23°C) and kept in this solution until used for recordings. Brain slices were transferred to a submerged recording chamber at 34°C and perfused at 5 ml/min with aCSF containing the following (in mM): 126 NaCl, 26 HEPES, 10 d-glucose, 2.5 KCl, 2 MgCl₂, 2 CaCl₂, 1.25 NaH₂PO₄, 1.5 Na-pyruvate, and 1 L-glutamine (100% O₂, pH 7.4, 290–300 mOsm). All salts were purchased from Sigma-Aldrich. DNQX (25 μM), d-APV (50 μM) and gabazine or picrotoxin (20 or 100 μM, respectively) were added to block ionotropic glutamatergic and GABAAergic transmission (Tocris Biosciences). Slices were visualized under IR-DIC.
upright microscope (Olympus BX-51WI, 20X LUMPlan FL N objective) and whole-cell recordings were obtained from CA3 pyramidal neurons with borosilicate patch pipettes (4–6 MΩ, King Precision Glass) containing a mixture (according to the desired [HCO$_3^-$]$_i$, see below) of two internal solutions: (1) 0 mM HCO$_3^-$ solution (in mM): 135 K-methanesulphonate, 5 KCl, 10 HEPS, 2 MgCl$_2$, 3 NaCl, 0.2 EGTA, 2 Na$_2$ATP, 0.2 NaGTP, pH 7.3–7.35 with KOH; or (2) 26 mM HCO$_3^-$ solution (in mM): 120 K-methanesulphonate, 15 KHCO$_3$, 5 KCl, 10 HEPS, 2 MgCl$_2$, 3 NaCl, 0.2 EGTA, 2 Na$_2$ATP, 0.2 NaGTP. The pH was set to 7.3–7.35 while bubbling with 5% CO$_2$/95% O$_2$. Internal solutions were stored at −80°C in one ml aliquots. Before each experiment, intracellular solution aliquots were thawed to room temperature and the 26 mM HCO$_3^-$ containing intracellular solution was diluted 1:2 or 1:4 with the 0 mM HCO$_3^-$ solution (in mM) 120 K-methanesulphonate, 15 KHCO$_3$, 2 Na$_2$ATP, 0.2 NaGTP, pH 7.6 as determined using a pH meter (Storm, 1987b). The K$_{CNQ}$ channel antagonist XE 991 (10 μM) increased the number of APs in both 0 and 26 mM HCO$_3^-$, and removed the difference between conditions. Data shown as mean ± SEM.

**Figure 1.** Intracellular HCO$_3^-$ regulates intrinsic excitability via KCNQ channel activation. A. Whole-cell current-clamp recordings were made from CA3 PCs. A subset of recorded neurons was filled with AlexaFluor 488 (50 μm) to confirm CA3 PC morphology. B. Current steps (300 ms) evoked fewer APs with 0 mM [HCO$_3^-$]$_i$, black traces versus 26 mM [HCO$_3^-$]$_i$, gray traces (n = 10, p = 0.01, RM two-way ANOVA; asterisks indicate statistically significant post hoc paired tests). C. Spontaneous AP waveforms recorded with 0 or 26 mM [HCO$_3^-$]$_i$ revealed significantly enhanced mAHP (ΔI, ChI) in 0 [HCO$_3^-$]$_i$, whereas AP amplitude, threshold, and half-width were unaltered (ΔI, ChI). D. Current ramp protocols (F, bottom) also revealed reduced AP generation in 0 versus 26 mM [HCO$_3^-$]$_i$ indicating reduced excitability. E. The KCNQ channel activator retigabine (20 μM) reduced the number of APs/ramp in 26 mM [HCO$_3^-$]$_i$ to levels comparable to 0 mM [HCO$_3^-$]$_i$. F. In contrast, the KCNQ channel antagonist XE 991 (10 μM) increased the number of APs in both 0 and 26 mM [HCO$_3^-$]$_i$, and removed the difference between conditions. Data shown as mean ± SEM.
Results

Intracellular bicarbonate modulates CA3 pyramidal cell excitability

To assess the influence of [HCO$_3^-$], on neuronal excitability, AP firing properties were measured in CA3 PCs in acute hippocampal slices in HCO$_3^-$-free (0 mM [HCO$_3^-$]) aCSF, buffered with pH 7.4 aCSF containing 25 μM DNQX, 50 μM D-APV, and either 20 μM gabazine or 100 μM PTX to block AMPA, NMDA, and GABA$_A$ receptors, respectively. Whole-cell recordings were made using pipette solutions containing 0, 6.5, 13, or 26 mM HCO$_3^-$ ([HCO$_3^-$]) to set [HCO$_3^-$]. Because the conversion of HCO$_3^-$ to CO$_2$ is catalyzed by multiple carboxic anhydrases and CO$_2$ readily passes through the membrane (Maren, 1967), it is difficult to set [HCO$_3^-$] to an exact value. However, varying [HCO$_3^-$] will result in correspondingly different values of [HCO$_3^-$]. Importantly, to test the effect of [HCO$_3^-$] independent of pH, the pH was carefully set to 7.3 for each pipette solution directly before entry should abolish this effect. However, the area of the mAHP persisted in the presence of 5 mM intracellular BAPTA or when 50 μM Cd$^{2+}$ was added to the aCSF (data not shown), confirming earlier observations (Storm, 1987a), and indicating that the reduction of mAHp by HCO$_3^-$ was not due to fast modulation of Ca$^{2+}$ signaling. In summary, these data indicate that intracellular HCO$_3^-$ regulates intrinsic CA3 PC excitability by modulating postsynaptic mAHp, independent of pH and Ca$^{2+}$.

Table 1. Basic membrane properties of CA3 pyramidal neurons

<table>
<thead>
<tr>
<th>[HCO$_3^-$] (mM)</th>
<th>0</th>
<th>0.6</th>
<th>13</th>
<th>26</th>
<th>0</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resting membrane potential (mV)</td>
<td>-63 ± 1</td>
<td>-57 ± 2</td>
<td>-60 ± 1</td>
<td>-63 ± 2</td>
<td>-66 ± 1</td>
<td>0.208</td>
</tr>
<tr>
<td>Input resistance (MΩ)</td>
<td>181 ± 12</td>
<td>185 ± 11</td>
<td>222 ± 10</td>
<td>199 ± 19</td>
<td>202 ± 26</td>
<td>0.638</td>
</tr>
<tr>
<td>p</td>
<td>23</td>
<td>5</td>
<td>8</td>
<td>14</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Resting membrane potentials and input resistances were not different across all HCO$_3^-$ conditions. Values are mean ± SEM. Statistical comparisons were calculated using one-way ANOVA.

Table 2. Spontaneous AP properties

<table>
<thead>
<tr>
<th>[HCO$_3^-$] (mM)</th>
<th>0</th>
<th>0</th>
<th>26</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold (mV)</td>
<td>-29 ± 2</td>
<td>-31 ± 0.1</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>AP amplitude (mV)*</td>
<td>49 ± 0.6</td>
<td>53 ± 0.4</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Half-width (μs)</td>
<td>784 ± 55</td>
<td>768 ± 39</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>fAHP amplitude (mV)*</td>
<td>8.8 ± 0.1</td>
<td>10.5 ± 0.1</td>
<td>0.02*</td>
<td></td>
</tr>
<tr>
<td>mAHP area (mV·μs)</td>
<td>-1.12 ± 0.01</td>
<td>-0.68 ± 0.01</td>
<td>&lt;0.0001*</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>11</td>
<td>11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fast AP properties were not significantly affected by [HCO$_3^-$]. However, the area of the mAHP was significantly enhanced in 0 mM [HCO$_3^-$]. Values are mean ± SEM.

*Measured relative to AP threshold. *Indicates statistical significance, two-way RM ANOVA.

Figure 2. Detection and classification of somatic or axon initial segment generated APs. A, Somatic (Som., red) or AIS (blue) generated APs were determined by calculating the second derivative of each AP. As shown by previous studies (Meesis and Mennenti, 2007); the second derivative of the voltage traces of somatically generated APs exhibit a biphasic waveform during the rising phase, whereas AIS-generated APs exhibit a pronounced biphasic dip (arrow). B, The site of AP generation transitioned from the soma to AIS during current ramps, most likely due to the large somatic voltage change caused by the current ramp injection protocol, and was consistent and reproducible over multiple ramps (C). The color scale indicates the number of APs in 100 ms bins.

Intracellular bicarbonate regulates action potential generation by modulating KCNQ channel activation

Previous reports suggest that a major component of the mAP in CA1 PCs is mediated by Kv7/KCNQ K$^+$ channels, regulating intrinsic neuronal excitability (Gu et al., 2008; Tzingounis and Nicoll, 2008; Cooper, 2011; Klünger et al., 2011). Because the major effect of lowering [HCO$_3^-$] (0 mM [HCO$_3^-$]) was a reduction in intrinsic excitability and an enhancement of the mAP, we hypothesized that [HCO$_3^-$] may regulate KCNQ channel ac-
tivation. Similar to previous reports in CA1 PCs (Gu et al., 2005), bath-application of the KCNQ selective antagonist XE 991 (10 μM) abolished the mAHP in both 0 and 26 mM [HCO$_3^-$]_p (data not shown), confirming that KCNQ currents constitute a major component of the mAHP in CA3 PCs.

To establish whether [HCO$_3^-$]_p can regulate PC excitability by modulating KCNQ channels, we used a current ramp protocol to elicit APs that are sensitive to KCNQ channel activation (Hu et al., 2007). When these ramp protocols were performed in 0 mM [HCO$_3^-$]_p, generated significantly fewer APs/ramp compared with PCs recorded with 26 mM [HCO$_3^-$]_p (median = 36 ± 4 APs/ramp, n = 14, p = 0.001, Mann–Whitney; Fig. 1D). Bath application of the KCNQ channel activator retigabine (20 μM) reduced the number of elicited APs/ramp with 26 mM [HCO$_3^-$]_p (median = 4 ± 3 APs/ramp, n = 4) to levels comparable to 0 mM [HCO$_3^-$]_p plus retigabine (median = 1 ± 1 AP/ramp, n = 4, p = 0.36, Mann–Whitney; Fig. 1E). In contrast, XE 991 (10 μM) dramatically enhanced excitability in both 0 and 26 mM [HCO$_3^-$]_p, resulting in depolarization block, and rendered AP firing comparable between conditions (0 mM: 19 ± 4 APs/ramp, 26 mM: 22 ± 11 APs/ramp, median ± SEM, n = 4 each, p = 0.65, Mann–Whitney; Fig. 1F). Given these data, it is possible that [HCO$_3^-$]_p regulates PC excitability by modulating KCNQ channel activation such that a decrease in [HCO$_3^-$]_p increases KCNQ channel activity.

Kv7/KCNQ channels are enriched at the axon initial segment (AIS) of pyramidal cells, where they associate with NaV channels via the scaffolding protein ankyrin-G and regulate AP initiation (Gu et al., 2005, 2008; Hu et al., 2007; Cooper, 2011). Because the AIS is the predominant site of AP generation in cortical PCs and has lower AP threshold than the soma (Meeks et al., 2005; Meeks and Mennerick, 2007; Kole and Stuart, 2012), we investigated whether AP generation is particularly sensitive to [HCO$_3^-$]_p regulation via KCNQ channels at the AIS. Previous studies have demonstrated APs generated in the soma or AIS exhibit subtle but measurable differences in AP waveforms (Meeks and Mennerick, 2007). To determine the origin of APs generated during current ramp protocols, the second derivative was calculated for each AP and was categorized as being either somatic or AIS in origin based on its distinct waveform (Fig. 2A). In our experiments, somatically generated APs preceded AIS generated APs during the ramp protocol and the number of APs/ramp remained
stable during successive ramps (Fig. 2B, C). When current ramps were performed with 26, 13, 6.5, and 0 mM \([\text{HCO}_3^-]\), we found that somatic and AIS AP generation was reduced in a dose-dependent manner in \((p < 0.001, \text{two-way ANOVA; Fig. 3A–C, Fig. 4})\). Interestingly, decreasing the \([\text{HCO}_3^-]\) by half (26 to 13 mM) dramatically reduced the median number of AIS APs per ramp (26 mM \([\text{HCO}_3^-]\): 13 ± 1 AIS APs/ramp vs 13 mM \([\text{HCO}_3^-]\): 4 ± 4 AIS APs/ramp, median, \(p = 0.036, \text{Mann–Whitney; Fig. 4}\)), whereas somatically generated APs were unaffected (26 mM \([\text{HCO}_3^-]\): 22 ± 4 somatic APs/ramp vs 13 mM \([\text{HCO}_3^-]\): 19 ± 5 somatic APs/ramp, median, \(p = 0.788, \text{Mann–Whitney; Fig. 4}\)). These data provide evidence that \([\text{HCO}_3^-]\) modulates AP generation in both cellular compartments and that AIS-generated APs are particularly sensitive to variations in \([\text{HCO}_3^-]\).

Extracellular bicarbonate regulates action potential generation by modulating KCNQ channel activation

\(\text{CO}_2\) diffuses freely through the lipid bilayer according to the \(\text{CO}_2/\text{HCO}_3^-\) concentration gradient (Maren, 1967). Consequently, it should be possible to (locally) achieve an \([\text{HCO}_3^-]\) > 0 mM even with 0 mM \([\text{HCO}_3^-]\) by changing \([\text{HCO}_3^-]_w\). This gives us the ability to modulate \([\text{HCO}_3^-]\) during an experiment simply by changing \([\text{HCO}_3^-]_w\). To address this, whole-cell recordings were made from CA3 PCs with 26 mM \([\text{HCO}_3^-]\) and 0 mM \([\text{HCO}_3^-]\) and were held for ~10 min before beginning each
experiment to dialyze each cell with the pipette solution. Under these conditions, current ramp protocols generated...• J. Neurosci., March 19, 2014• 34(12):4409–4417 Jones et al. • HCO3/H11002 Regulates KCNQ Channels and Excitability
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**Figure 7.** [HCO3]o wash in decreases PC excitability and does not affect the fast components of APs. A. The wash in of 26 mM [HCO3]o, under conditions of 0 mM [HCO3]o, increases AP firing (red, No Drug; p < 0.001, RM two-way ANOVA), but no such effect is seen when the KCNQ selective antagonist XE 991 is present (gray, + 10 μM XE 991; p = 0.943, RM two-way ANOVA). B. Wash in of 26 mM [HCO3]o, aCSF does not alter the fast AP components (AP amplitude, half-width, and fAHP amplitude) both in the absence (No Drug) and in the presence of the XE 991 (+ 10 μM XE 991, p > 0.001, RM two-way ANOVA).

**Table 3. Fast AP properties**

<table>
<thead>
<tr>
<th>[HCO3]o</th>
<th>Threshold (mV)</th>
<th>AP amplitude (mV)</th>
<th>Half-width (μs)</th>
<th>fAHP amplitude (mV)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40 ± 2</td>
<td>75 ± 3</td>
<td>800 ± 33</td>
<td>7.8 ± 0.5</td>
</tr>
<tr>
<td>26</td>
<td>40 ± 2</td>
<td>75 ± 3</td>
<td>800 ± 33</td>
<td>7.8 ± 0.5</td>
</tr>
<tr>
<td>0</td>
<td>36 ± 2</td>
<td>71 ± 1</td>
<td>858 ± 47</td>
<td>8.4 ± 0.6</td>
</tr>
<tr>
<td>26</td>
<td>36 ± 2</td>
<td>71 ± 1</td>
<td>858 ± 47</td>
<td>8.4 ± 0.6</td>
</tr>
</tbody>
</table>

*AP amplitude, half-width, and fAHP properties were unaffected by wash in of [HCO3]o or XE 991, channel block by XE 991 (p > 0.05 for [HCO3]o effect, XE 991 effect and interaction, two-way RM ANOVA). AP thresholds were ± 2 mV higher in 26 mM [HCO3]o, both with and without XE 991 (p = 0.04 for [HCO3]o effect and p > 0.05 for XE 991 effect and interaction, two-way RM ANOVA). Values are mean ± SEM.

![Figure 8](image2.png)

**Figure 8.** [HCO3]o regulates neuronal excitability by modulating intracellular PIPo concentration. PCs exhibited dampened excitability in HEPES-buffered (0 mM [HCO3]o) aCSF, and wash in of 26 mM [HCO3]o, significantly increased the number of APs/ramp (A, D, red). Increase in PC excitability during 26 mM [HCO3]o wash in was dampened or absent when 10 μM (B, D, green) or 30 μM (C, D, blue) was included in the patch solution, respectively. D. Current ramp protocol assessed relative neuronal excitability during transition from 0 to 26 mM [HCO3]o, as shown in Fig. 8C. Recordings made with 0 mM [HCO3]o pipette solution and 0 μM PIPo (red) showed a robust increase in the number of APs/ramp during 26 mM [HCO3]o wash in. Including 10 (green) or 30 (blue) μM PIPo to the patch solution dampened or blocked the increase in neuronal excitability, respectively, upon 26 mM [HCO3]o wash in (mean ± SEM). *Indicates statistically significant post hoc paired tests with correction for multiple comparisons, RM two-way ANOVA.

**Table 3. Fast AP properties**

<table>
<thead>
<tr>
<th>[HCO3]o</th>
<th>Threshold (mV)</th>
<th>AP amplitude (mV)</th>
<th>Half-width (μs)</th>
<th>fAHP amplitude (mV)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40 ± 2</td>
<td>75 ± 3</td>
<td>800 ± 33</td>
<td>7.8 ± 0.5</td>
</tr>
<tr>
<td>26</td>
<td>40 ± 2</td>
<td>75 ± 3</td>
<td>800 ± 33</td>
<td>7.8 ± 0.5</td>
</tr>
<tr>
<td>0</td>
<td>36 ± 2</td>
<td>71 ± 1</td>
<td>858 ± 47</td>
<td>8.4 ± 0.6</td>
</tr>
<tr>
<td>26</td>
<td>36 ± 2</td>
<td>71 ± 1</td>
<td>858 ± 47</td>
<td>8.4 ± 0.6</td>
</tr>
</tbody>
</table>

*AP amplitude, half-width, and fAHP properties were unaffected by wash in of [HCO3]o or XE 991, channel block by XE 991 (p > 0.05 for [HCO3]o effect, XE 991 effect and interaction, two-way RM ANOVA). AP thresholds were ± 2 mV higher in 26 mM [HCO3]o, both with and without XE 991 (p = 0.04 for [HCO3]o effect and p > 0.05 for XE 991 effect and interaction, two-way RM ANOVA). Values are mean ± SEM.

*AP amplitude was measured relative to AP threshold. *Indicates statistical significance, two-way RM ANOVA.

was adjusted to produce ~0.5 probability of antidromic action currents (PAC) in response to stimulus trains (5 stimuli, 50 Hz; Fig. 6C). When [HCO3]o was washed out with HEPES-buffered aCSF, pH 7.4, the PAC was dramatically reduced from 0.56 ± 0.10 in 26 mM [HCO3]o to 0.16 ± 0.05 in 0 mM [HCO3]o (mean ± SEM, p = 0.009, n = 5, one-way ANOVA; Fig. 6B, E, F, H). The PAC recovered to 0.77 ± 0.16 upon subsequent XE 991 (10 μM) application after [HCO3]o washout (n = 3, p = 0.142, one-way ANOVA; Fig. 6D, G, H). These data support the hypothesis that reductions in [HCO3]o can reduce the probability of AP generation at the AIS though a KCNQ channel-dependent mechanism.

Previous studies have demonstrated that changes in [HCO3]o can alter intracellular pH and alter neuronal excitability (Schwiening and Boron, 1994; Bonnet et al., 1998). In our experiments, the intracellular solution used in our recordings was buffered to pH 7.3–7.35 with 10 mM HEPES. Although 10 mM HEPES is typically used to set the pH of pipette solutions during whole-cell recordings, previous reports have demonstrated that 10 mM HEPES may not provide sufficient buffering capacity during periods of high neuronal activity or in the absence of HCO3-dependent intraneuronal buffering (Schwiening and Boron, 1994; Trapp et al., 1996). Therefore, we sought to determine to what extent fluctuations in intraneuronal pH...
may contribute to the excitability of PCs in response to our current ramp protocol. We recorded from CA3 PCs in 0 mM $[\text{HCO}_3^-]_o$, using intracellular solutions buffered with 50 mM HEPES and the pH set to either 7.0 or 7.6. Current ramp protocols performed at these halved or doubled $[\text{H}^+]_o$ relative to our controls ($\text{pH} = 7.3$) revealed no significant effect of intraneuronal pH on the number of APs generated per ramp ($\text{pH} 7.0: 14 \pm 3 \text{ vs pH} 7.6: 14 \pm 4 \text{ APs/ramp, median, } n = 6 \text{ and 5, respectively, } p > 0.09, \text{ Mann–Whitney}$). These data demonstrate that pH fluctuations between 7.0 and 7.6 do not significantly affect CA3 PC excitability in our experimental conditions, and therefore the observed changes in excitability are likely to be directly caused by changes in $\text{HCO}_3^-$. 

**PIP$_2$ prevents $\text{HCO}_3^-$-mediated increase in PC excitability**

KCNQ channels are subject to a number of regulatory pathways and can be controlled via Ca$^{2+}$, diacylglycerol, and Src tyrosine kinase, though primary control runs through the phosphoinositide-phospholipase C cycle via PIP$_2$ (Delmas and Brown, 2005; Suh and Hille, 2008; Andrade et al., 2012; Tezhkin et al., 2012). Intracellular PIP$_2$ facilitates KCNQ channel opening in a dose-dependent manner and recent findings demonstrated that PIP$_2$ is required to couple the voltage sensing domain to pore opening (Zhang et al., 2003; Tezhkin et al., 2012; Zaydman et al., 2013). Consequently, we tested the hypothesis that $\text{HCO}_3^-$ regulates KCNQ channel activation through intracellular PIP$_2$.

We first tested to see whether CA3 PCs would exhibit an increase in excitability when switching from 0 to 26 mM $[\text{HCO}_3^-]_o$, analogous to the previous $[\text{HCO}_3^-]_o$, wash out experiments. Whole-cell current-clamp recordings from CA3 PCs were performed in 0 mM $[\text{HCO}_3^-]_o$, and 0 mM $[\text{HCO}_3^-]_o$, and each recording was held for ~10 min before beginning the experiment to allow adequate dialysis of the PC with the pH buffered (7.3) internal solution. Wash in of 26 mM $[\text{HCO}_3^-]_o$, aCSF elicited a robust increase in PC excitability from 17 ± 3 APs/ramp to 53 ± 6 APs/ramp after 10 min of wash in (mean ± SEM, $n = 6, p < 0.01$, two-way RM ANOVA; Fig. 7A, red trace). When $[\text{HCO}_3^-]_o$, wash in experiments were repeated in the presence of 10 μM XE 991, PCs exhibited strong AP generation in 0 mM $[\text{HCO}_3^-]_o$, aCSF, with an average of 49 ± 7 APs/ramp (Fig. 7A, gray trace). Wash in of 26 mM $[\text{HCO}_3^-]_o$, aCSF, did not significantly increase CA3 PC excitability (0 mM $[\text{HCO}_3^-]_o$: 49 ± 7 APs/ramp to 26 mM $[\text{HCO}_3^-]_o$: 40 ± 3 APs/ramp, $n = 5, p = 0.943$, two-way RM ANOVA, Fig. 7A, red trace).

To confirm that $[\text{HCO}_3^-]_o$, does not affect other conductances underlying AP generation, fast AP waveform properties (i.e., amplitude, half-width, and fHAP) were assessed before and after 26 mM $[\text{HCO}_3^-]_o$, wash in and in the presence of XE 991 (Fig. 7B; Table 3). No significant effects were observed on AP amplitude, half-width, or fHAP before or after 26 mM $[\text{HCO}_3^-]_o$, wash in with or without XE 991, suggesting that no other major conductances underlying AP generation are affected by $\text{HCO}_3^-$ other than KCNQ channels ($p > 0.05$ for $[\text{HCO}_3^-]_o$, effect, XE 991 effect, and interaction, RM two-way ANOVA; Fig. 7B; Table 3). Interestingly, AP threshold was ~2 mV higher in 26 mM $[\text{HCO}_3^-]_o$, whether or not XE 991 was present, but the biological significance of this finding is unclear at this time ($p$ values: $[\text{HCO}_3^-]_o$, effect $= 0.04$, XE 991 effect $= 0.11$, interaction $= 0.85$, RM two-way ANOVA; Fig. 7B; Table 3).

Having established that 26 mM $[\text{HCO}_3^-]_o$, wash in could dramatically increase the excitability of CA3 PCs and that this effect was dependent on KCNQ channels, we sought to determine whether the $\text{HCO}_3^-$ dependent increase in neuronal excitability could be due to modulation of intracellular PIP$_2$. Whole-cell current-clamp recordings from CA3 PCs were performed in 0 mM $[\text{HCO}_3^-]_o$, and 0 mM $[\text{HCO}_3^-]_o$, containing 0 to 30 μM PIP$_2$ ([PI]$_o$) and current ramps were used to assess PC excitability in 0 mM $[\text{HCO}_3^-]_o$ and in 26 mM $[\text{HCO}_3^-]_o$. Wash in of 26 mM $[\text{HCO}_3^-]_o$, with 0 μM [PI]$_o$, significantly increased the number of APs/ramp (+40 ± 4 APs/ramp, $n = 6, p < 0.001$, two-way ANOVA; Fig. 8A-D). In contrast, including 10 or 30 μM [PI]$_o$ in the pipet solution dampened or completely occluded the increase in PC excitability during 26 mM $[\text{HCO}_3^-]_o$, wash in, respectively (10 μM [PI]$_o$: +19 ± 6 APs/ramp, $n = 6, 30$ μM [PI]$_o$: −2 ± 5 APs/ramp, $n = 4, p < 0.001$, two-way ANOVA; Fig. 8B-D). Therefore, $[\text{HCO}_3^-]_o$, appears to inhibit KCNQ channel activation by interfering with the actions of PIP$_2$, on the channel, resulting in increased neuronal excitability.
Discussion

Here we describe a novel mechanism whereby \([\text{HCO}_3^-/\text{H}^+]\) profoundly modulates the excitability of neuronal excitability by \([\text{HCO}_3^-/\text{H}^+]\), independent of pH.

Discovering the molecular identity of the \(\text{HCO}_3^-\) sensor and of the precise pathway leading to interference with the \(\text{PI}^+\)-dependent KCNQ channel modulation will require further extensive studies. To date, only two signaling molecules are known to be directly activated by \(\text{HCO}_3^-\) independently of pH: guanylyl cyclase-D (GC-D; Guo et al., 2009; Luo et al., 2009) and a soluble form of adenylyl cyclase (sAC; Chen et al., 2000; Tresguerres et al., 2010). GC-D has been described to play a role in the olfactory detection of \(\text{CO}_2\) in some species and has only been found in olfactory bulb neurons (Fülle et al., 1995; Scott, 2011). Therefore, GC-D is unlikely to play a role in regulating KCNQ channels in our results. Soluble adenylyl cyclase has been shown to directly sense \(\text{HCO}_3^-\) in a pH-independent manner, resulting in an increase in local cAMP levels and protein kinase A (PKA) activation (Chen et al., 2000). Recent studies have demonstrated strong expression of sAC in astrocytes, where it modulates astrocyte-neuron metabolic coupling, and immunoelectron microscopy has also revealed the presence of sAC in neurons (Choi et al., 2012; Chen et al., 2013). Importantly, the rate-limiting enzyme for \(\text{PI}^+\) generation, \(\text{PI}^+\) kinase, is strongly inhibited by phosphorylated PKA (Park et al., 2001; Delmas and Brown, 2005). Thus, sAC may be an attractive candidate as the molecular detector that couples \(\text{HCO}_3^-\) to KCNQ channel modulation in CA3 PCs. However, activation of PKA has also been shown to have a direct long-lasting potentiating effect on Kv7/KCNQ channels (Wu et al., 2010). Considering these dual and potentially opposing effects of PKA activation on Kv7/KCNQ channels, the identification of PKA as the downstream effector of \(\text{HCO}_3^-\) will require extensive future studies.

The reduction in KCNQ channel activity by \(\text{HCO}_3^-\) could be significant in the context of GABAergic innervation of the AIS by chandelier or axoaxonic cells. The excitatory or inhibitory nature of this innervation is highly controversial. Anatomical studies have demonstrated the absence of the \(\text{Cl}^-\) extruding transporter KCC2 and the presence of the \(\text{Cl}^-\) importing transporter NKCC1 at the AIS, leading to a depolarizing \(E_{\text{GABA}}\) (by \(-20\) mV) relative to somatic and dendritic compartments (Khirug et al., 2008; Woodruff et al., 2009; Bäldi et al., 2010) and possibly resulting in GABAergic excitation (Fig. 9; Szabolics et al., 2006). Other studies, however, have provided evidence for GABAergic inhibition by AIS-innervating interneurons (Glickfeld et al., 2009). The inhibitory nature of the GABAergic input onto the AIS, regardless of the relationship between \(E_{\text{GABA}}\) and the membrane potential, may be further supported by our present findings. Synaptic GABA_\text{A} receptors are permeable to \(\text{HCO}_3^-\), with a permeability ratio of \(P_{\text{HCO}_3^-}/P_{\text{Cl}^-} = 0.2\) (Kailla, 1994). At the synapse, \(E_{\text{HCO}_3^-} \approx -10\) mV due to active intracellular \(\text{HCO}_3^-\) regulation (Kailla, 1994). Consequently, GABA_\text{A} receptor activation at normal resting membrane potential (\(-70\) mV) results in \(\text{HCO}_3^-\) efflux through the channel and local decreases in \([\text{HCO}_3^-]\). However, during heavy synaptic transmission, the outward driving force for \(\text{HCO}_3^-\) may be even larger than \(-60\) mV due to acidification of the synaptic cleft. The luminal pH of synaptic vesicles is \(\approx 5.5\) (Miesenböck et al., 1998), and even single-vesicle release (e.g., miniature IPSCs) has been shown to acidify the synaptic cleft at GABAergic synapses (Dietrich and Morad, 2010). Therefore, periods of heavy GABAergic activity (Dugladze et al., 2012) may cause considerable synaptic cleft acidification at axoaxonic synapses, further decreasing the local \([\text{HCO}_3^-]\) in the cleft and increasing the \(\text{HCO}_3^-\) driving force (\(\Delta E_{\text{HCO}_3^-} \approx 60\) mV/pH unit). Given the large surface-to-volume ratio of the AIS and its low intracellular volume, the rapid outflow of \(\text{HCO}_3^-\) could conceivably cause a sharp drop in local \([\text{HCO}_3^-]\).

Previous reports have demonstrated that \(\text{HCO}_3^-\) efflux through the GABA receptor promotes the accumulation of intracellular \(\text{Cl}^-\), resulting in decreased GABAergic efficacy during periods of high GABAergic activity (Staley et al., 1995; Kaila et al., 1997). Additionally, the activity of neuronal carbonic anhydrases (II and VII) was recently shown to be required for this \(\text{HCO}_3^-\)-dependent intracellular \(\text{Cl}^-\) accumulation (Ruusuvuori et al., 2013), providing more evidence for a strong interplay between \(\text{HCO}_3^-\) and GABA receptor efficacy. Given the data presented in this study, it is possible that a large drop in local \([\text{HCO}_3^-]\) at the AIS during heavy GABAergic activity could facilitate local KCNQ channel activity and greatly reduce AP generation despite the accumulation of intracellular \(\text{Cl}^-\) and the reduction of GABAergic efficacy (Fig. 9). Although this hypothesis will require further investigation, such a mechanism would ensure that the GABAergic input to the AIS is predominantly inhibitory regardless of \(E_{\text{GABA}}\).
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Abstract—Striatal neurons are known to express GABA_A receptor subunits that underlie both phasic and tonic inhibition. Striatal projection neurons, or medium spiny neurons (MSNs), are divided into two classes: MSNs containing the dopamine D1 receptor (D1-MSNs) form the direct pathway to the substantia nigra and facilitate movement while MSNs expressing the dopamine D2 receptor (D2-MSNs) form the pallidal pathway that inhibits movement. Consequently, modulating inhibition in distinct classes of MSNs will differentially impact downstream network activity and motor behavior. Given the powerful role of extrasynaptic inhibition in controlling neuronal excitability, we examined the nature of striatal tonic inhibition and its potential role in preventing excitotoxicity. Consistent with earlier studies in young (P16–25) mice, tonic GABA currents in D2-MSNs were larger than in D1-MSNs. However, with age (P30–P60) the tonic GABA currents increased in D1-MSNs but decreased in D2-MSNs. These data demonstrate a developmental switch in the MSN subtype expressing larger tonic GABA currents. Compared to wild-type, MSNs from adult mice lacking the GABA_A1 receptor (Gabrd−/− mice) had both decreased tonic GABA currents and reduced survival following an in vitro excitotoxic challenge with quinolinic acid. Furthermore, muscimol-induced tonic GABA currents were accompanied by reduced acute swelling of striatal neurons after exposure to NMDA in WT mice but not in Gabrd−/− mice. Our data are consistent with a role for tonic inhibition mediated by GABA_A1 subunits in neuroprotection against excitotoxic insults in the adult striatum. © 2010 IBRO. Published by Elsevier Ltd. All rights reserved.

Key words: medium spiny neuron, excitotoxicity, Huntington’s disease, cell swelling, delta subunit.

The striatum, a major input nucleus of the basal ganglia, is crucial for extrapyramidal motor processing and psychomotor behaviors (Nakano et al., 2000; Schultz, 2006; Balleine et al., 2007). Both the local-circuit and projection neurons of the striatum are inhibitory (Tepper et al., 2004), with cortical and thalamic afferents constituting the primary source of excitation. Over 95% of the striatal neurons are medium spiny neurons (MSNs), which are GABAergic projection neurons. MSNs are divided into two classes based on their axonal projection and differential expression of dopamine receptor subtypes (Gerfen et al., 1990). MSNs that contain the dopamine D1 receptor (D1-MSNs) give rise to the direct pathway projections to the basal ganglia output nuclei, which includes the internal segment of the globus pallidus (GP) and the substantia nigra. Activation of the direct pathway disinhibits the thalamus and facilitates movement (Le et al., 1991; Wilson, 2007). The indirect, pallidal projecting, MSNs express the dopamine D2 receptor (D2-MSNs) and result in inhibition of movement (Gerfen and Young, 1988; Surmeier and Kitai, 1994). Given its pivotal role in feedback regulation of movement, it is not surprising that degenerative diseases affecting striatal circuits, such as Huntington’s and Parkinson’s disease, are associated with severe motor deficits.

Medium spiny neurons receive afferent excitation and local-circuit inhibition and are also synaptically interconnected through GABAergic collaterals (Wilson and Groves, 1980; Koos et al., 2004; Taverna et al., 2008). Given the preponderance of inhibitory connections, striatal neurons express an abundance of GABA_A1 receptor (GABA_A1Rs) subunits including α1–5, β1–3, γ1–3 and δ (Fujiyama et al., 2000; Schwarzer et al., 2001). The subunit composition of the pentameric GABA_A1Rs varies depending on their anatomical location (Pirker et al., 2000), and developmental stage, and determines the physiological and pharmacological properties of GABA currents (Hevers and Luddens, 1998; Mody and Pearce, 2004). Generally, GABA_A1Rs containing a γ subunit in combination with α and β subunits are located at the synapse and mediate fast phasic transmission. Receptors containing δ in combination with α4 or α5 subunits form high affinity extrasynaptic receptors that open tonically in low ambient GABA levels and give rise to a steady-state GABA conductance. Interestingly, recent studies in young (P16–25) mice have indicated that a higher expression of GABA_A1R containing α5 subunits in D2-MSNs, as compared to D1-MSNs, may contribute to the larger tonic GABA currents of D2-MSNs in young mice (Ade et al., 2008; Janssen et al., 2009). However, GABA_A1R subunits are developmentally regulated, with a progressive decline in α5 subunits and an increase in α4 subunits.
and δ subunits in the adult striatum (Laurie et al., 1992). Previous studies have also demonstrated an increase in tonic inhibition in striatal MSNs during development (Kirmse et al., 2008). Therefore, it is possible that the magnitude of, and the GABA<sub>R</sub> subunit contribution to, tonic GABA currents in adult striatal neurons may be different from those in the developing striatum.

Inhibitory regulation of the adult striatum is of considerable interest due to the vulnerability of striatal MSNs to excitotoxic damage which has been suggested to contribute to neurodegenerative diseases, such as Huntington’s disease (Graveland et al., 1985; Vonsattel et al., 1985). Tonic inhibition can greatly decrease cellular excitability (Farrant and Nusser, 2005), suggesting that extrasynaptic GABAAergic inhibition could also reduce vulnerability to excitotoxic injury. The selective loss of projections from presumed D2-MSNs in Huntington’s disease (Graveland et al., 1985; Vonsattel et al., 1985) is consistent with a differential MSNs vulnerability in neurodegenerative disease. Therefore, we examined whether differences in the amplitude of tonic GABA currents between adult D1- and D2-MSNs may contribute to non-uniform MSN loss during excitotoxic insults, and whether augmenting tonic inhibition could protect against excitotoxic injury. Parts of this study have been previously presented as an abstract at the Society for Neuroscience (Santhakumar and Mody, 2008).

**EXPERIMENTAL PROCEDURES**

**Animals**

Young (16–25 day old) and adult (>P30) male Drd2-EGFP (D2-GFP) and Drd1-EGFP (D1-GFP) mice (Gong et al., 2003; generously provided by Dr. X William Yang at the University of California, Los Angeles) back-crossed for >10 generations with C57BL/6 mice were used in experiments distinguishing between MSNs expressing D1 and D2 subtype of dopamine receptors. Adult C57BL/6 and Gabrd<sup>−/−</sup> on the same genetic background (Jackson Laboratories, Bar Harbor, ME, USA) were used in experiments characterizing the role of the GABA<sub>R</sub> δ subunit in striatal inhibition. Since previous studies have shown that striatal MSNs express either D1 or D2 dopamine receptors (Gerfen et al., 1990; Day et al., 2008), D2-GFP mice were used in a majority of the experiments and GFP-negative MSNs were presumed to express the D1 dopamine receptor (Kreitzer and Malenka, 2007; Gertler et al., 2008; Ade et al., 2008). While recording from GFP-negative MSNs in D2-GFP mice, care was taken to record from cells located at the same depth where GFP-positive cells were also visible. Additionally, we determined the responses of GFP-negative striatal neurons to positive current injections and excluded those with firing characteristics of interneurons from further analysis. Moreover, data from confirmatory experiments performed in D1-GFP mice were similar to those using D2-GFP mice and the results from the two strains were pooled.

**Slice preparation**

Mice were anesthetized with halothane (Halocarbon Laboratories, River Edge, NJ, USA) and decapitated according to a protocol approved by the UCLA Chancellor’s Animal Research Committee. All efforts were made to minimize the number of animals and to reduce their suffering. Coronal brain slices (350 μm) were cut on a Leica VT1000S (Wetzlar, Germany) or a Microm HM 650 V (Thermo Scientific, Walldorf, Germany) in ice-cold sucrose artifical CSF (supersaturated-CSF) containing (in mM) 85 NaCl, 75 sucrose, 24 NaHCO<sub>3</sub>, 25 d-glucose, 4 MgCl<sub>2</sub>, 2.5 KCl, 1.25 Na<sub>2</sub>PO<sub>4</sub>, and 0.5 CaCl<sub>2</sub>. A sodium-free slicing solution containing (in mM) 135 N-methyl-D-glucamine-HEPES, 20 KCl, 2 Choline-HEPES, 10 d-glucose, 1.5 MgCl<sub>2</sub>, 1.2 K2HPO<sub>4</sub>, 1.0 KCl and 0.5 CaCl<sub>2</sub>, which was recently shown to promote interneuronal viability (Tanaka et al., 2008) was used to prepare slices for experiments measuring NMDA currents (Fig. 4D, E). Slices were incubated at 32 ± 1 °C for 30 min in a submerged holding chamber containing an equal volume of sucrose-asCSF and recording asCSF and subsequently held at room temperature. The recording asCSF contained (in mM) 126 NaCl, 2.5 KCl, 2 CaCl<sub>2</sub>, 2 MgCl<sub>2</sub>, 1.25 Na<sub>2</sub>PO<sub>4</sub>, 26 NaHCO<sub>3</sub>, 10 d-glucose, 1 glutamine and 1.5 Na-Pyruvate. All solutions were saturated with 95% O2 and 5% CO2 and maintained at a pH of 7.4.

**Electrophysiology**

Slices were transferred to a submerged recording chamber and perfused with oxygenated asCSF at 34 ± 1 °C. The perfusing asCSF contained the glutamate receptor antagonists 2-aminophosphonovalerate (10 μM 2-AP-5, Tocris, Ellisville, MO, USA), 6,7-Dinitroquinoxaline-2,3-dione (25 μM DNQX, Tocris, Ellisville, MO, USA) and 5 μM GABA (Sigma-Aldrich, St. Louis, MO, USA). Green fluorescent protein (GFP) expression of the neurons was determined under epi-fluorescence microscopy (Fig. 1B) and striatal medium spiny neurons were recorded under IR-DIC videomicroscopy. Whole-cell voltage- and current-clamp recordings from dorsal striatal MSNs were obtained at a holding potential of −70 mV using Axon Instruments MultiClamp 700A (Molecular Devices, Sunnyvale, CA, USA). Recordings were low-pass filtered at 3 kHz and acquired with custom written LabView-based soft-

ware (EVAN) at 10-kHz. The recording microelectrodes (5–7 MΩ) contained (in mM): 125 KCl, 10 K-Gluconate, 2 MgCl<sub>2</sub>, 10 HEPES, 0.2 EGTA, 2 MgATP, 0.5 NaGTP, and 10 phospho-creatine at a pH of 7.26. Only cells showing the firing properties characteristic of MSNs (Kreitzer and Malenka, 2007; Ade et al., 2008) in response to depolarizing current steps were included in the analysis. Recordings were discontinued if series resistance increased by >25%. In some experiments, the GABA uptake inhibitor 1-[2-[[((diphenylmethylene)iminoo)oxy]ethyl]-1,2,5,6-tetrahydro-3-pyrindinecarboxylic acid hydrochloride (10 μM NO-711, Sigma-Aldrich, St. Louis, MO, USA) and an inverse agonist selective for GABA<sub>AR</sub>s containing the α5 subunit (100 nM L655,708, Tocris, Ellisville, MO, USA) were included in the external solution. Tonic GABA current, the steady-state current blocked by the GABA<sub>A</sub> antagonist bicuculline methiodide (100 μM BM, Sigma-Aldrich, St. Louis, MO, USA) was measured using custom macros in IgorPro6.0 software (WaveMetrics, Lake Oswego, OR, USA). All salts were purchased from Sigma–Aldrich (St. Louis, MO, USA).

Experiments examining NMDA current–voltage relationships were performed in the presence of the GABA<sub>A</sub> antagonist, picrotoxin (100 μM) and the non-NMDA glutamate receptor antagonist 6,7-Dinitroquinoxaline-2,3-dione (DNQX, 25 μM, Tocris, Ellisville, MO, USA or Sigma, St. Louis, MO, USA). Whole-cell voltage-clamp recordings were obtained using Axopatch 200A (Molecular Devices, Sunnyvale, CA, USA) with a cesium based internal solution containing (in mM): 140 CsCl, 4 NaCl, 1 MgCl<sub>2</sub>, 10 HEPES, 0.1 EGTA, 2 MgATP, 5 QX-314 at a pH of 7.26. MSNs were voltage clamped at −65 mV for 3–5 min before application of the voltage ramp protocol. The voltage was ramped from −65 to +40 mV for 1 s, followed by a 0.5 s holding period at +40 mV and a second ramp from +40 to −100 mV for 1 s and a return to −65 mV over 0.5 s. The ramps were repeated five times, with 15 s between each ramp. The averages of the five current traces obtained in the absence of NMDA were subtracted from those obtained after a 1–3 min perfusion of 10 or 50 μM NMDA to construct the NMDA current–voltage curves for each cell.
Live-dead assay

Striatal slices from age-matched adult C57/BL6 and Gabrd/H11002/H11002 mice were prepared on the same day and incubated for 1 h at room temperature in quinolinic acid (0.5 mM QA, Tocris, Ellisville, MO, USA). Following incubation in quinolinic acid, the slices were incubated in 4 μM of ethidium homodimer-1 (to highlight the dead cells in red) and 2 μM of calcein acetoxymethyl ester (to highlight the live cells in green) in the dark for 30 min (LIVE/DEAD stain from Molecular Probes, Carlsbad, CA, USA). The slices were then washed in control aCSF at room temperature for 15 min (Monette et al., 1998). Care was taken to incubate pairs of slices from C57/BL6 and Gabrd−/− mice simultaneously in the various solutions. The number of live and dead cells in a given field of view was quantified at a depth of 30–70 μm below the surface of the slice using a 40× objective and epi-fluorescence microscopy with the appropriate filters (Ratzliff et al., 2004). Specifically, in each genotype a primary observer visualized and counted the green cells with calcein at a depth of 30 μm (where live cells were seen below slicing induced cell damage) and the number of live cells with calcein was determined by focusing down to a depth of 70 μm. Only cells showing localized somatic fluorescence were counted. Then the filters were changed and the observer counted the number of dead cells incorporating ethidium in the same field. The correspondence between the depth at which the calcein and ethidium profiles were visualized was verified by switching filters...
to ascertain that the counting was done at identical levels. A second investigator blind to the genotype obtained confocal image stacks from a depth of 30–70 μm in two slices each from a WT and Gabrd-/- mouse. The percent cell loss quantified using the confocal image stacks was not statistically different from those reported by the primary observer and the data from the two observations were pooled. Images for illustrative purposes were obtained using a confocal microscope with a 10× objective.

Cell swelling measurement

To assess NMDA induced swelling, slices were transferred to the submerged recording chamber and perfused for 6–8 min with control aCSF followed by 10 min perfusion of 50 μM NMDA (Sigma-Aldrich, St. Louis, MO, USA). The effect of muscimol (Tocris, Ellisville, MO, USA) on NMDA induced swelling was examined by perfusing the slices with muscimol (50 nM) first for 4–6 min followed by aCSF containing muscimol and NMDA (50 μM). Experiments were performed at room temperature and images at 40× magnification were acquired at 2 min intervals using a WAT-992H3 camera coupled to a Snappy image capture system. Cell outlines were determined using the “Cell Outliner” plugin or by manual selection of ROI in ImageJ (National Institutes of Health, Bethesda, MD, USA). Cell area and perimeter were calculated in ImageJ based on the outline. Data are presented as the percent increase in area or perimeter of a given cell 8–10 min after NMDA perfusion relative to the measurements obtained in the control period. No visible swelling was observed during a 15 min perfusion of aCSF or muscimol (50 nM; n=2 slices).

Statistics

All data are shown as mean±SEM. Statistical analysis was performed by paired and unpaired Student’s-t test (Microsoft Excel) and two-way ANOVA with post hoc comparisons performed by Bonferroni’s post-test (GraphPad Prism software, La Jolla CA, USA). Significance was set to P<0.05.

RESULTS

Adult striatal D1-MSNs express larger tonic GABA currents

Using coronal slices from adult (>P30) male Drd2-EGFP and Drd1a-EGFP mice (Gong et al., 2003) to distinguish between neurons expressing D1 and D2 subtype of dopamine receptors (Fig. 1B), we examined the magnitude of tonic GABA currents in the two types of striatal MSNs. Since previous studies have shown that MSNs express either D1 or D2 dopamine receptors (Gerfen et al., 1990), Drd2-EGFP mice were used in a majority of the experiments and GFP-negative MSNs were presumed to express the D1 dopamine receptor. Additionally, we examined the firing characteristics of all recorded neurons to distinguish between MSNs and striatal interneurons (Kawaguchi, 1993, 1995; Taverna et al., 2007).

The amplitude of tonic GABA currents in medium spiny neurons from adult mice was significantly larger in D1-MSN (36.5±8.9 pA, in n=6 cells from four mice, of which two were D1-GFP cells) compared to D2-MSN (6.2±2.0 pA in n=9 cells from five mice P<0.05) (Fig. 1A, C). The input resistance (Rin), measured as the voltage deflection elicited by a −400 pA hyperpolarizing current step from a membrane potential of −70 mV, was not significantly different between D1-MSN (126.17±9.69 MΩ) and D2-MSN (149.14±21.9 MΩ). Rin was measured in glutamate and GABA_A receptor antagonists. Similarly, in the presence of glutamate and GABA_A receptor antagonists, the difference in the current needed to hold D1- and D2-MSN at −70 mV (I_total) did not reach statistical significance (D1-MSN: 25.8±26.4 pA and D2-MSN: 7.54±28.93 pA). The GABA transporter-1 (GAT-1) antagonist NO-711 (10 μM), added after recording the baseline currents in aCSF, enhanced tonic GABA currents in five of the six D1-MSN (63.8±8.5 pA, average of all six cells) and all D2-MSN (25.4±6.8 pA). In additional experiments performed in the presence of NO-711, tonic GABA currents were significantly larger in D1-MSN (D1-MSN: 65.4±9.5 pA in n=13 cells from nine mice; D2-MSN: 26.8±6.1 pA in n=12 cells from seven mice, P<0.05; Fig. 1C). In contrast to previous reports suggesting that adult MSN lack tonic GABA currents (Gertler et al., 2008), and in agreement with Janssen et al. (2009) we find that tonic GABA currents are expressed in adult MSNs. Our results demonstrate that in adult mice, D1-MSNs, which contribute to the direct pathway, have larger tonic GABA currents than D2-MSN that give rise to the indirect pathway.

GABA_A receptors containing δ subunits mediate tonic GABA currents in adult striatal MSNs

GABA_A receptors containing δ subunits mediate tonic GABA currents in the striatum (Laurie et al., 1992; Schwarzer et al., 2001), both subunits are known to mediate extrasynaptic inhibition. Since GABA_A receptor subunit expression is developmentally regulated (Laurie et al., 1992), we examined which GABA_A receptor subunits underlie tonic GABA currents in adult MSNs. In the presence of NO-711 (10 μM), to augment extrasynaptic GABA levels, perfusion of the δ selective GABA_A inverse agonist L655,708 (100 nM) caused a small decrease (22.7±6.7%) in tonic GABA currents in D1-MSNs (Fig. 1D). Conversely, L655,708 failed to decrease tonic GABA currents in D2-MSN (Fig. 1D). GABA currents: 72.3±8.5 pA in NO-711 and 55.4±7.5 pA in L655,708 in n=17 cells from eight mice, P>0.05). In contrast to previous reports suggesting that adult MSN lack tonic GABA currents (Gertler et al., 2008), and in agreement with Janssen et al. (2009) we find that tonic GABA currents are expressed in adult MSNs. Our results demonstrate that in adult mice, D1-MSNs, which contribute to the direct pathway, have larger tonic GABA currents than D2-MSN that give rise to the indirect pathway.

GABA_A receptors containing δ subunits mediate tonic GABA currents in adult striatal MSNs

GABA_A receptors containing δ subunits mediate tonic GABA currents in the striatum (Laurie et al., 1992; Schwarzer et al., 2001), both subunits are known to mediate extrasynaptic inhibition. Since GABA_A receptor subunit expression is developmentally regulated (Laurie et al., 1992), we examined which GABA_A receptor subunits underlie tonic GABA currents in adult MSNs. In the presence of NO-711 (10 μM), to augment extrasynaptic GABA levels, perfusion of the δ selective GABA_A inverse agonist L655,708 (100 nM) caused a small decrease (22.7±6.7%) in tonic GABA currents in D1-MSNs (Fig. 1D). Conversely, L655,708 failed to decrease tonic GABA currents in D2-MSN (Fig. 1D). GABA currents: 72.3±8.5 pA in NO-711 and 55.4±7.5 pA in L655,708 in n=17 cells from eight mice, P>0.05). In contrast to previous reports suggesting that adult MSN lack tonic GABA currents (Gertler et al., 2008), and in agreement with Janssen et al. (2009) we find that tonic GABA currents are expressed in adult MSNs. Our results demonstrate that in adult mice, D1-MSNs, which contribute to the direct pathway, have larger tonic GABA currents than D2-MSN that give rise to the indirect pathway.

GABA_A receptors containing δ subunits mediate tonic GABA currents in adult striatal MSNs

GABA_A receptors containing δ subunits mediate tonic GABA currents in the striatum (Laurie et al., 1992; Schwarzer et al., 2001), both subunits are known to mediate extrasynaptic inhibition. Since GABA_A receptor subunit expression is developmentally regulated (Laurie et al., 1992), we examined which GABA_A receptor subunits underlie tonic GABA currents in adult MSNs. In the presence of NO-711 (10 μM), to augment extrasynaptic GABA levels, perfusion of the δ selective GABA_A inverse agonist L655,708 (100 nM) caused a small decrease (22.7±6.7%) in tonic GABA currents in D1-MSNs (Fig. 1D). Conversely, L655,708 failed to decrease tonic GABA currents in D2-MSN (Fig. 1D). GABA currents: 72.3±8.5 pA in NO-711 and 55.4±7.5 pA in L655,708 in n=17 cells from eight mice, P>0.05). In contrast to previous reports suggesting that adult MSN lack tonic GABA currents (Gertler et al., 2008), and in agreement with Janssen et al. (2009) we find that tonic GABA currents are expressed in adult MSNs. Our results demonstrate that in adult mice, D1-MSNs, which contribute to the direct pathway, have larger tonic GABA currents than D2-MSN that give rise to the indirect pathway.
Developmental changes in tonic GABA currents in striatal MSNs

Contrary to our findings in adult MSNs, recent studies have shown that the magnitude of tonic GABA currents is larger in D2-MSNs than in D1-MSNs in young mice (Ade et al., 2008; Janssen et al., 2009). To determine whether these conflicting results were due to developmental differences, we examined the magnitude and cell type specificity of tonic GABA currents in young animals. Consistent with the earlier study (Ade et al., 2008) and in contrast to adult MSNs, we found that the amplitude of tonic GABA currents in P16–25 mice was significantly lower in the D1-MSNs (5.8±1.5 pA in n=13 cells from seven mice) than in D2-MSNs (30.8±9.3 pA in n=10 cells from nine mice). 

Currents are represented by the extent of the whiskers with outliers shown as black dots. Asterisk denotes a statistically significant (P<0.05) difference in tonic GABA currents between D1 and D2-MSNs in the adult striatum. The results also suggest that the expression of tonic GABA currents between D1 and D2-MSNs is cell type specific, with a decrease observed in nine out of 15 cells tested (33.6±5.0 pA in NO-711 and 31.9±9.7 pA in L655,708, n=9 cells from five mice, P<0.05) and an increase in six out of 15 cells which did not reach statistical significance (37.3±11.8 pA in NO-711 and 42.0±10.2 pA in L655,708, n=6 cells from six mice, P>0.05). Interestingly, the Rg of WT MSNs in the presence of glutamate and GABAa receptor antagonists was significantly greater than in MSN from Gabrd−/− mice (WT: 167.04±17.33 MΩ, Gabrd−/−: 118.52±7.22 MΩ; P<0.05) suggesting the presence of compensatory changes to account for decreases in GABAa conductance in Gabrd−/− mice.

Taken together, these data demonstrate that in contrast to MSNs from young mice (Janssen et al., 2009), δ subunit-containing GABAaRs underlie the differential expression of tonic GABA currents between D1 and D2-MSNs in the adult striatum. The results also suggest that both GABAaR α5 and δ subunits are expressed in adult D1-MSNs with the δ subunits contributing a major fraction of extrasynaptic GABA currents in adult MSN.

Fig. 2. Tonic GABA currents are decreased in Gabrd−/− mice lacking GABAa receptor delta subunits. (A) Example voltage-clamp traces from striatal MSNs in adult wild-type (above) and Gabrd−/− mice (below) show the difference in tonic GABA currents in control conditions and in the presence of NO-711 (10 μM) between the two genotypes. Recordings were obtained at a holding potential of −70 mV. To the right are panels showing Gaussian fits to all-points histograms derived from 30 s recording periods in control conditions and in the presence of NO-711 (10 μM) and a 15 s recording period during the perfusion of BMI used to determine the tonic current. The difference currents are noted to the right were calculated from the Gaussian means indicated by the dashed lines. Inset shows the characteristic firing pattern of the MSNs recorded in response to a depolarizing current injection (+80 pA in the WT in the upper panel and +20 pA in Gabrd−/− in the lower panel) from a holding potential of −70 mV. (B) Summary box-plot shows the decrease in tonic GABA currents in MSNs from Gabrd−/− mice in the absence and presence of NO-711. The upper and lower sides of the box represent the upper lower quartiles and the median value is represented as a line. The maximum and minimum values are represented by the extent of the whiskers with outliers shown as black dots. The Student’s t-test was used to determine the significance of the differences. Recordings were obtained in the presence of glutamate receptor blockers and 5 μM GABA.
MSNs (20.2 ± 3.4 pA in n = 16 cells from eight mice, P < 0.05) (Fig. 3A, B). Notably, while there is an increase in tonic current in D1-MSNs during development (Young: 5.8 ± 1.5 pA; Adult: 36.5 ± 8.9 pA, P < 0.01), there appears to be a developmental decrease in extrasynaptic GABA currents in D2-MSNs (Young: 20.2 ± 3.4 pA; Adult: 6.2 ± 2.0 pA, P < 0.01) (Fig. 3B). The R_in and I_hold of young D1- and D2-MSNs measured in the presence of glutamate and GABA_A receptor antagonists were not statistically different (D1-MSN: R_in = 147.32 ± 6.25 MΩ and I_hold @ −70 mV = −34.23 ± 20.04 pA and D2-MSN: R_in = 186.83 ± 18.93 MΩ and I_hold @ −70 mV = −64.2 ± 4.9 pA). Although the developmental changes in R_in and I_hold did not reach statistical significance, the observed trend is consistent with previous studies showing that MSNs in young mice have more depolarized resting membrane potentials and higher input resistances compared to MSNs from adult mice (Kirmse et al., 2008).

Interestingly, the contribution of GABA_A_R containing the α5 subunit to tonic GABA currents is also altered during development. In contrast to its effect in adult D1-MSN, where L655,708 (100 nM) decreased tonic GABA currents (Fig. 1D), L655,708 (100 nM) failed to block tonic GABA currents in D1-MSNs from young mice (9.3 ± 3.8 pA in control and 13.4 ± 2.5 pA in L655,708, n = 5 cells from three mice, P > 0.05) (Fig. 3C). Moreover, although L655,708 (100 nM) had no effect on tonic GABA currents in adult D2-MSNs (Fig. 1D), it significantly reduced tonic GABA currents in D2-MSNs from young mice (18.8 ± 4.6 pA in control and 10.0 ± 4.1 pA in L655,708, n = 7 cells from three mice, P < 0.05) (Fig. 3C). These findings reconcile our data with earlier reports in young mice (Ade et al., 2008) and demonstrate that developmental regulation of the GABA_A_R subunits contributing to tonic GABA currents differs between D1- and D2-MSNs.

**Tonic GABA currents protect against excitotoxic neuronal injury**

Given the correlation between our findings of enhanced tonic GABA currents in adult D1-MSNs and the relative sparing of the direct pathway in early neurodegenerative disease (Reiner et al., 1988; Albin et al., 1992; Deng et al., 2004), we examined whether extrasynaptic inhibition can...
decrease excitotoxic damage. We subjected cortico–striatal slices from adult mice to excitotoxic damage by incubating slices from wild-type and Gabrd<sup>−/−</sup> mice in a selective NMDA receptor agonist, quinolinic acid (0.5 mM) for 1 h. Following the quinolinic acid treatment the cells were incubated in Calcein (2 μM) and Ethidium Homodimer-1 (4 μM) to identify the live (green calcein stained) and dead (red ethidium stained) cells. Exposure to quinolinic acid resulted in a greater cell loss in slices from Gabrd<sup>−/−</sup> mice (Fig. 4A, B). Summary data in Fig. 4C, show that following quinolinic acid exposure, 54.5±1.8% (n=259/478 cells from 10 slices in three mice) of the wild-type cells survived. However, a significantly lower proportion of cells from Gabrd<sup>−/−</sup> mice (43.1±2.2%; n=201/475 cells from nine slices in three mice, P<0.05) survived the 1 h incubation in quinolinic acid (Fig. 4C). Additional experiments were per-

**Fig. 4.** Enhanced susceptibility of striatal MSNs in Gabrd<sup>−/−</sup> mice to excitotoxic cell death. (A, B) Confocal photomicrograph of cortico–striatal slices from a wild-type mouse (A) and a Gabrd<sup>−/−</sup> mouse (B) showing the assay for live and dead cells following in vitro exposure to quinolinic acid (0.5 mM, 1 h). The live cells are stained with Calcein (in green) and dead cells incorporate the nuclear stain Ethidium Homodimer-1 (in red). Both Calcein and Ethidium Homodimer-1 images of a given field of view were obtained at 10× using appropriate filters and overlaid for illustration. (C) Summary data show the percent of MSNs that survive an hour long in vitro exposure to the excitotoxin quinolinic acid (0.5 mM) in wild-type and Gabrd<sup>−/−</sup> mice. (D, E) Representative NMDA current–voltage plots obtained in MSNs from adult wild-type and Gabrd<sup>−/−</sup> mice illustrate comparable peak NMDA currents and voltage-dependence in the presence 10 μM (D) and 50 μM (E) NMDA. (F) Summary histogram shows that the peak NMDA currents are similar in MSNs of wild type and Gabrd<sup>−/−</sup> mice. Asterisk denote a statistically significant (P<0.05) difference.
formed to examine whether differences in NMDA currents between MSNs from wild-type and Gabrd/H1102 mice could contribute to the enhanced toxicity of quinolinic acid in Gabrd/H1102 mice. The peak currents induced by 10 and 50 μM NMDA during a voltage ramp protocol (see Experimental Procedures) and their voltage-dependence were not different between wild-type and Gabrd/H1102 mice (Fig. 3D–F; average peak currents in 10 μM NMDA: WT: 133.6±34.9 pA, n=4 cells and Gabrd/H1102: 113.6±8.5 pA, n=3 cells, P>0.1, unpaired t-test; in 50 μM NMDA: WT: 470.9±51.7 pA and Gabrd/H1102: 508.4±45.2 pA, P>0.1, unpaired t-test). These findings indicate that deletion of the GABA<sub>R</sub> δ subunit does not enhance NMDA currents in MSNs. Since GABA<sub>R</sub> δ subunit is the major determinant of tonic inhibition in the adult striatum, we reason that the increased cell vulnerability in Gabrd/H1102 mice indicates that tonic GABA conductance decreases excitotoxic cell death in adult MSN.

Finally, we investigated whether selectively enhancing tonic GABA currents could decrease the swelling and striatal cell death induced by exposure to NMDA. This in vitro model has been previously used to simulate excitotoxic cell death in Huntington’s disease, making it an ideal assay to test our hypothesis (McGeer and McGeer, 1976; Schwarz and Coyle, 1977; Colwell and Levine, 1996). Under ir-DIC imaging, we exposed striatal slices to NMDA (50 μM) for 10 min either in control aCSF or in the presence of muscimol (50 nM), a δ subunit selective GABA<sub>R</sub> agonist (Shivers et al., 1989; Mihalek et al., 1999) which preferentially enhances tonic inhibition at the low concentrations used in this study (Olyks and Mody, 2006). As expected, exposing wild-type slices in control aCSF to NMDA for 10 min resulted in swelling of the striatal cells (Fig. 5A, B), with an increase in both the cell area (82.1±13.4% increase) and cell perimeter (30.1±7.1% increase, in n=17 cells from six slices in three mice, P<0.01). Muscimol (50 nM) decreased the magnitude of cell swelling induced by NMDA in slices from wild-type mice (Fig. 5C, D). In muscimol, NMDA increased cell area by 27.8±6.0% (P=0.01) and failed to increase the cell perimeter (8.4±2.8% increase, P>0.05 in n=36 cells from 10 slices in four mice). The effect of muscimol in reducing the excitotoxic increase in cell area (Fig. 5I) and perimeter was statistically significant (P<0.05). To determine whether GABA currents through receptors containing δ subunits underlie the neuroprotection by muscimol, we tested the ability of muscimol to decreases excitotoxic cell swelling in Gabrd/H1102 mice. As with the wild-type, NMDA perfusion caused swelling of striatal neurons in slices from Gabrd/H1102 mice incubated in aCSF (81.2±6.6% increase in cell area, P<0.01 and 24.6±2.9% increase in cell perimeter, P<0.05 in n=34 cells from nine slices in three mice) (Fig. 5E, F). However, in contrast to the results from the wild-type, muscimol (50 nM) did not decrease NMDA induced cell swelling in Gabrd/H1102 mice (87.4±10.9% increase in cell area, P<0.01 and 28.9±3.9% increase in cell perimeter, P<0.05 in n=41 cells from 10 slices in three mice) (Fig. 5G, H). Summary data (Fig. 5I) show the genotype specific difference in the effect of muscimol treatment which was confirmed by two way ANOVA

**DISCUSSION**

Although it has been known that the striatal medium spiny neurons expressing D1- and D2-dopamine receptors are two distinct neuronal classes (Gerfen and Young, 1988), it has been difficult to characterize the physiological differences between the two MSNs subtypes. Recent experiments using D1- and D2-BAC transgenic mice (Gong et al., 2003; Heintz, 2004) have revealed differences in the synaptic and intrinsic properties of the two types of MSNs (Kreitzer and Malenka, 2007; Day et al., 2008; Gertler et al., 2008; Ade et al., 2008; Cepeda et al., 2008; Valjent et al., 2009). Our results demonstrate differences in the GABA<sub>R</sub> δ subunits underlying tonic GABA currents between adult D1- and D2-MSNs. Our data indicate that a decrease in the contribution of the GABA<sub>R</sub> δ subunit in D2-MSNs and an increase in the tonic GABA currents mediated by GABA<sub>R</sub> containing δ subunit in adult D1-MSNs might underlie the developmental reversal in the tonic GABA current profile of MSNs. Unlike certain active and passive neuronal properties that distinguish D1- and D2-MSNs, which are not different between young and adult mice (Gertler et al., 2008), tonic GABA currents are larger in D2-MSNs in young (P16–25) mice and in D1-MSNs in the adult (>P30) mice. We demonstrate that striatal neurons from adult mice lacking the GABA<sub>R</sub> δ subunit are more vulnerable to excitotoxic cell death and that pharmacologically-enhancing tonic inhibition decreases the excitotoxic cell swelling. Overall, our results are consistent with a neuroprotective role of tonic inhibition in striatal excitotoxic injury, which has been proposed to contribute to neurodegenerative diseases.

**Developmental regulation of striatal tonic inhibition**

Earlier studies have identified the developmental regulation of GABA receptor expression in the striatum (Laurie et al., 1992) and a progressive developmental enhancement of tonic inhibition in MSNs (Kirmse et al., 2008). Therefore, we expected an increase in the magnitude of tonic inhibition in striatal neurons during development. However, in agreement with Janssen et al. (2009), we found an alteration in the subset of striatal MSN that demonstrate larger tonic GABA currents with maturation of the circuit. What are the changes that account for this developmental switch in tonic inhibition? In young (P16–25) mice, an inverse agonist specific for the GABA<sub>A</sub> receptor α5 subunit appears to preferentially decrease tonic GABA currents in D2-MSNs and abolish the differences in extrasynaptic inhibition between the D1- and D2-MSNs (Fig. 3D and Ade et al., 2008). Thus, in young mice, the expression of
Fig. 5. Enhancement of tonic currents mediated by δ subunit-containing GABA<sub>A</sub>Rs decreases excitotoxic cell swelling of MSNs. (A–D). Illustrative IR-DIC images of wild-type striatal MSN obtained using a 40× objective show the MSNs before (A) and 10 min after exposure 50 μM NMDA (B) show the swelling and indistinct outlines after NMDA exposure in aCSF (n=17 cells from six slices in three mice). Images from slices in which tonic inhibition was selectively enhanced by a 5 min perfusion of 50 nM muscimol before (C) and during the 10 min exposure to 50 μM NMDA (D) show that muscimol decreases NMDA-induced swelling in MSNs (n=36 cells from 10 slices in four mice). Insets show outlines used to measure the area and perimeter of the cells indicated by
GABA_αR αdelta subunits in D2-MSNs accounts for the enhanced tonic GABA currents. The GABA_αR δ subunit selective inverse agonist L655,708 did not decrease the small tonic GABA currents observed in D1-MSNs suggesting that GABA_αRs with other subunits might underlie these currents. THIP, a preferential agonist of GABA receptors containing δ subunits (Brown et al., 2002), augments tonic GABA currents in both D1- and D2-MSNs alike (Ade et al., 2008). Therefore, it is likely that GABA_αR δ subunits contribute to part of the extrasynaptic inhibition in young mice. However, the absence of changes in the distribution of tonic GABA currents in MSNs from young Gabrd_−/− mice (Janssen et al., 2009) indicates that the contribution of GABA_αR δ subunits to tonic GABA currents in young MSNs is minimal. In the adult striatum, we find a marked increase in tonic GABA currents in D1-MSNs. The dramatic decrease in extrasynaptic GABA currents in MSN from Gabrd_−/− mice (Fig. 3) suggests that increased expression of GABA_αR δ subunits underlies the enhanced tonic inhibition in adult D1-MSNs. Furthermore, L655,708, which had no effect on D1-MSNs in young mice, decreases tonic GABA currents in adult D1-MSNs (Fig. 1D) indicating that in addition to δ subunits, the contribution of GABA_αR α5 subunits to tonic GABA currents is also increased in adult D1-MSNs. In contrast, the amplitude of tonic GABA currents undergoes a statistically significant developmental decrease in D2-MSNs. Moreover, tonic currents in adult D2-MSNs are not blocked by L655,708 which indicates a developmental decrease in the contribution of GABA_αR α5 subunits to tonic GABA currents in these cells. The results of our physiological studies are in agreement with earlier anatomical studies showing a decrease in the expression of α5 subunit and an increase in expression of α4 and δ subunit with striatal development (Laurie et al., 1992). This developmental switch in tonic inhibitory control of the striatal output neurons from the indirect pathway to those of the direct pathway is likely to alter the input processing in the striatal circuit.

Role in shaping membrane properties

There are several differences between the physiological properties of D1- and D2-MSNs. D1-MSNs rest at a more hyperpolarized membrane potential, have a lower input resistance (Gertler et al., 2008) and are less excitable than D2-MSNs. A recent study examined the mechanisms underlying the difference in passive membrane properties of adult D1 and D2-MSNs but failed to find differences in extrasynaptic inhibition between adult D1 and D2-MSNs (Gertler et al., 2008). Our findings that tonic GABA currents in adult D1-MSNs are greater than in D2-MSNs are consistent with a recent report (Janssen et al., 2009) and indicate a role for extrasynaptic inhibition in shaping the passive membrane properties of adult D1-MSNs. Since MSNs rest at hyperpolarized membrane potentials (Gertler et al., 2008) likely to be more negative than the reversal potential of GABA currents, it is not clear if tonic GABA currents would be depolarizing or hyperpolarizing. However, the shunting conductance provided by tonically open extrasynaptic GABA receptors is likely to contribute to the lower input resistance (Gertler et al., 2008) and decreased excitability (Kreitzer and Malenka, 2007) of adult D1-MSNs. Indeed, the oscillation of MSN membrane potential between up and down states close to the GABA reversal potential can render GABA currents either depolarizing or hyperpolarizing (Bracci and Panzeri, 2006). However, the membrane shunting effects of tonic GABAergic conductance should decrease the excitability of MSN with tonic GABA currents and reduce excitotoxic damage. It is intriguing to speculate that a shunting tonic inhibition in the adult striatum may selectively decrease the excitability of the direct pathway (D1-MSN), allowing for selective facilitation of behaviorally relevant inputs, while the indirect pathway (D2-MSN), with a much lower level of tonic inhibition, can be more readily activated to suppress unintended movement.

Protection against excitotoxic cell damage

Loss of striatal medium spiny neurons is the pathological hallmark of Huntington’s disease, an autosomal dominant neurodegenerative movement disorder (Huang et al., 1995; Estrada Sanchez et al., 2008). Early experiments have shown that in vivo injection of the NMDA agonist, quinolinic acid, into the striatum can reproduce the cell loss and behavioral alterations in Huntington’s disease. Studies on striatal tissue from patients with Huntington’s disease have demonstrated that fibers containing enkephalin, presumed to arise from D2-MSNs, are selectively lost relatively early in the disease process while the striato–nigral fibers enriched in Substance P are relatively intact (Reiner et al., 1998). Interestingly, D1 but not D2 dopamine receptors have been shown to enhance potentially excitotoxic NMDA currents in MSNs (Surmeier et al., 2007), suggesting that the susceptibility to glutamate alone may not account for the differential cell loss. Our findings that tonic GABA currents are enhanced in adult D1-MSN which appear less vulnerable to degeneration are consistent with a potential neuroprotective role for tonic inhibition. Our results demonstrating increased excitotoxic striatal cell loss without changes in NMDA currents in Gabrd_−/− mice, in conjunction with larger δ subunit mediated tonic GABA currents in adult MSNs, support the role for tonic inhibition in protecting against excitotoxic cell death in D1-MSN.

Huntington’s disease is characterized by progressive and differential neuronal loss with early degeneration of
GABA\(_A\)R \(\alpha_5\) subunits in D2-MSNs accounts for the enhanced tonic GABA currents. The GABA\(_A\)R \(\alpha_5\) subunit selective inverse agonist L655,708 did not decrease the small tonic GABA currents observed in D1-MSNs suggesting that GABA\(_A\)Rs with other subunits might underlie these currents. THIP, a preferential agonist of GABA receptors containing \(\delta\) subunits (Brown et al., 2002), augments tonic GABA currents in both D1- and D2-MSNs alike (Ade et al., 2008). Therefore, it is likely that GABA\(_A\)R \(\delta\) subunits contribute to part of the extrasynaptic inhibition in young mice. However, the absence of changes in the distribution of tonic GABA currents in MSNs from young Gabrd\(^{−/−}\) mice (Janssen et al., 2009) indicates that the contribution of GABA\(_A\)R \(\delta\) subunits to tonic GABA currents in young MSNs is minimal. In the adult striatum, we find a marked increase in tonic GABA currents in D1-MSNs. The dramatic decrease in extrasynaptic GABA currents in MSN from Gabrd\(^{−/−}\) mice (Fig. 3) suggests that increased expression of GABA\(_A\)R \(\delta\) subunits underlies the enhanced tonic inhibition in adult D1-MSNs. Furthermore, L655,708, which had no effect on D1-MSNs in young mice, decreases tonic GABA currents in adult D1-MSNs (Fig. 1D) indicating that in addition to \(\delta\) subunits, the contribution of GABA\(_A\)R \(\alpha_5\) subunits to tonic GABA currents is also increased in adult D1-MSNs. In contrast, the amplitude of tonic GABA currents undergoes a statistically significant developmental decrease in D2-MSNs. Moreover, tonic currents in adult D2-MSNs are not blocked by L655,708 which indicates a developmental decrease in the contribution of GABA\(_A\)R \(\alpha_5\) subunits to tonic GABA currents in these cells. The results of our physiological studies are in agreement with earlier anatomical studies showing a decrease in the expression of \(\alpha_4\) and \(\delta\) subunit with striatal development (Laurie et al., 1992). This developmental switch in tonic inhibitory control of the striatal output neurons from the indirect pathway to those of the direct pathway is likely to alter the input processing in the striatal circuit.

Role in shaping membrane properties

There are several differences between the physiological properties of D1- and D2-MSNs. D1-MSNs resist at a more hyperpolarized membrane potential, have a lower input resistance (Gertler et al., 2008) and are less excitable than D2-MSNs. A recent study examined the mechanisms underlying the difference in passive membrane properties of adult D1 and D2-MSNs but failed to find differences in extrasynaptic inhibition between adult D1 and D2-MSNs (Gertler et al., 2008). Our findings that tonic GABA currents in adult D1-MSNs are greater than in D2-MSNs are consistent with a recent report (Janssen et al., 2009) and indicate a role for extrasynaptic inhibition in shaping the passive membrane properties of adult D1-MSNs. Since MSNs rest at hyperpolarized membrane potentials (Gertler et al., 2008) likely to be more negative than the reversal potential of GABA currents, it is not clear if tonic GABA currents would be depolarizing or hyperpolarizing. However, the shunting conductance provided by tonically open extrasynaptic GABA receptors is likely to contribute to the lower input resistance (Gertler et al., 2008) and decreased excitability (Kreitzer and Malenka, 2007) of adult D1-MSNs. Indeed, the oscillation of MSN membrane potential between up and down states close to the GABA reversal potential can render GABA currents either depolarizing or hyperpolarizing (Bracci and Panzeri, 2006). However, the membrane shunting effects of tonic GABAergic conductance should decrease the excitability of MSN with tonic GABA currents and reduce excitotoxic damage. It is intriguing to speculate that a shunting tonic inhibition in the adult striatum may selectively decrease the excitability of the direct pathway (D1-MSN), allowing for selective facilitation of behaviorally relevant inputs, while the indirect pathway (D2-MSN), with a much lower level of tonic inhibition, can be more readily activated to suppress unintended movement.

Protection against excitotoxic cell damage

Loss of striatal medium spiny neurons is the pathological hallmark of Huntington’s disease, an autosomal dominant neurodegenerative movement disorder (Huang et al., 1995; Estrada Sanchez et al., 2008). Early experiments have shown that in vivo injection of the NMDA agonist, quinolinic acid, into the striatum can reproduce the cell loss and behavioral alterations in Huntington’s disease. Studies on striatal tissue from patients with Huntington’s disease have demonstrated that fibers containing enkephalin, presumed to arise from D2-MSNs, are selectively lost relatively early in the disease process while the striato–nigral fibers enriched in Substance P are relatively intact (Reiner et al., 1998). Interestingly, D1 but not D2 dopamine receptors have been shown to enhance potentially excitotoxic NMDA currents in MSNs (Surmeier et al., 2007), suggesting that the susceptibility to glutamate alone may not account for the differential cell loss. Our findings that tonic GABA currents are enhanced in adult D1-MSN which appear less vulnerable to degeneration are consistent with a potential neuroprotective role for tonic inhibition. Our results demonstrating increased excitotoxic striatal cell loss without changes in NMDA currents in Gabrd\(^{−/−}\) mice, in conjunction with larger \(\delta\) subunit mediated tonic GABA currents in adult MSNs, support the role for tonic inhibition in protecting against excitotoxic cell death in D1-MSN. Huntington’s disease is characterized by progressive and differential neuronal loss with early degeneration of the arrows. (E–H). Images of striatal MSNs from Gabrd\(^{−/−}\) mice before (E) and 10 min after exposure 50 \(\mu\)M NMDA (F) show the NMDA induced swelling (n=34 cells from nine slices in three mice). Images obtained following enhancement of tonic inhibition by muscimol before (G) and during the 10 min exposure to NMDA (H) show that muscimol does not protect against NMDA induced swelling of MSNs in Gabrd\(^{−/−}\) mice (n=41 cells from 10 slices in three mice). Insets show outlines used to measure the area and perimeter of the cells indicated by the arrows. Scale bar in (A) represents 10 \(\mu\)m. (I) Summary histogram shows the degree of NMDA induced increase in cell area in wild-type and Gabrd\(^{−/−}\) mice in the absence and presence of muscimol. Asterisk denotes a statistically significant (P<0.05) difference.
the striatal projections from presumed D2-MSNs to the external segment of the Globus Pallidus. Since glutamate excitotoxicity is known to contribute to striatal cell loss, several clinical trials have examined the effects of various NMDA receptor antagonists to prevent glutamate toxicity in neurodegenerative diseases (Murman et al., 1997; Kremer et al., 1999; Lucetti et al., 2002; Beister et al., 2004). However, the outcome of these studies has been variable (Estrada Sanchez et al., 2008). Our results show that enhancing tonic inhibition decreases NMDA-induced cell swelling in MSN and suggest that selective enhancement of extrasynaptic GABAAergic inhibition could reduce excitotoxic injury to the striatum.

CONCLUSION

We have demonstrated a developmental switch in the MSN subtype expressing tonic GABA currents, and using pharmacological and genetic tools we have identified the respective GABA\(_A\) receptor subunits involved. We further show that tonically active GABA\(_A\) receptors can protect against excitotoxic damage of striatal neurons. Therefore, the differential expression of extrasynaptic GABA\(_A\) receptors can influence developmental changes in striatal information processing and may thwart striatal neuronal vulnerability in neurological diseases.
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