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FROM VISUALISATION TO DATA MINING WITH LARGE DATA SETS
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Abstract

In 3D particle simulations, the generated 6D phase space data can be very large due to the need for accurate statistics, sufficient noise attenuation in the field solver and tracking of many turns in ring machines or accelerators. There is a need for distributed applications that allow users to pursue these extremely large remotely located datasets with the same ease as locally downloaded data. This paper will show concepts and a prototype tool to extract useful physical information out of 6D raw phase space data. PartView allows the user to project 6D data into 3D space by selecting which dimensions are represented spatially and which dimensions are represented as particle attributes, and the construction of complex transfer functions for representing the particle attributes. It also allows management of time-series data. An HDF5-based parallel-I/O library, with C++, C and Fortran bindings simplifies the interface with a variety of codes. A number of hooks in PartView will allow it to connect with a parallel back-end that is able to provide remote file access, progressive streaming, and even parallel rendering of particle sets in excess of 1 Billion particles.

3D VISUALIZATION WITH AVS/EXPRESS

The most common method used to inspect the simulation data is to create scatterplots of a subset of the 6 dimensions (e.g. plot one of the phase components against the z-coordinate for each particle in the simulation). The visualization in 3D requires the use of specialized visualization software and the development of domain specific applications. Among the commercial visualization packages AVS/Express[2] [3] provides a good environment to quickly develop custom applications and to explore different visualization techniques. Its modular design makes it easy to add custom library modules to the already good library provided with the application. Its 64-bit version supports fairly big datasets with reasonable interactivity. We developed a custom reader that supports the HDF5 data model described in [4] and applications to investigate the time varying 6 dimensional data sets. The number of particles for these applications are around 100,000.

As particle beams are accelerated and focused they interact with their environment. These interactions can produce beam halos, beam quality degradation and can result in beam instabilities. To provide insight into the behaviour of the particles along their trajectories we developed a particle tracking module that allows the user to interactively select particles in a region of interest and follow them in time. Once the particles in the region are identified the user can restrict their selection even more to avoid cluttering of the resulting trajectories. The particles and their trajectories are colored by the magnitude of the momentum. Figure 1 shows a group of particles selected in the halo area in the final distribution of the simulation and their position in the initial step. Another application allows the visualization of the time series selecting which of the 6 dimensions are considered as coordinates and which ones as node data. Figure 2 shows a typical view of the z-pz plane for the same dataset of Figure 1.

To visualize 3D electron cloud instabilities we added more than one species of particles to the application and rendered them as independent fields. The interactive selection of electrons and the visualization of their trajectories allows us to see their complex 3 dimensional behavior. See Figure 3 for an example of electron trajectories.

PARTVIEW

AVS/Express offers considerable flexibility for constructing sophisticated visualizations, but often users find...
the user interface daunting. The PartView tool is designed
to provide a straightforward interface that covers the sim-
pler 80% of the kinds of 3D analysis and inspection that
the accelerator modeling researchers need in order to un-
derstand their dataset. It is consistent with recommenda-
tions from our users who indicated a preference for tools
that had a user interface that was simpler and customized to
their problem over powerful/complex general-purpose user
interfaces.

In addition, the particle simulations are scaling up very
rapidly and may soon exceed the ability of serial tools like
Express to manage the resulting datasets. There is a need
for lightweight front-end applications that can tap into re-
ome I/O and rendering services that are located at the site
where the datasets are produced. This very same architec-
ture can also be used to connect to running applications for
visual inspection of simulations that are in progress. This
kind of distributed application approach can offer the in-
teractivity of a desktop tool, but allow users to peruse ex-
tremely large remotely located datasets with the same ease
as locally downloaded data.

To address these concerns, we created PartView.
PartView was constructed using FLTK[5], OpenGL[6], and
HDF5[7] so that it can easily be compiled on a number of
platforms. The tool allows the user to project 6 dimensional
data into a 3 dimensional space by selecting which dimen-
sions are represented spatially and which dimensions are
represented as particle attributes (color and transparency
currently), and the construction of complex transfer func-
tions for representing the particle attributes. It also allows
management of time-series data and two different file for-
mats for storing the particle accelerator data. Figure 4
shows PartView’s GUI with the colormap editors (gaussian
and solid).

An HDF5-based parallel-I/O library was written in con-
junction with this application that allows more than one
group to use this same tool to understand their data. The
HDF5 file format will enable the simulations to handle the
I/O requirements of simulations that are an order of mag-
nitude larger than is currently reasonable and also support
some interoperability between groups with similar needs.
The API for the file format has C++, C and Fortran bind-
ings in order to interface with a variety of different codes
employed in this area. See [4] for more details.

PartView has a number of hooks that will allow it to con-
nect with a parallel back-end that is able to provide remote
file access, progressive streaming of the largest datasets,
CONCLUSIONS

As high performance computing becomes indispensable for the design and test of particle accelerators, the high dimensionality of the problems and the size of the simulations requires the design of clever visualizations that can help understand the underlying physical nature of the problem. As one example, the tracking of particles that are lost in the accelerator can help optimize the starting conditions of the particle distributions.

Over the course of the next year, our primary focus will be on increasing the capability and capacity of PartView which is being targeted at simulations that generate 1 billion particles or more. We will continue to use AVS/Express to produce the more sophisticated visualizations, high resolution images and animations. For the bigger data sets we will need to find an acceptable subsampling mechanism.
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