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ABSTRACT OF THE DISSERTATION

Spontaneous coherence, kinetics and pattern formation in cold exciton gases in GaAs/AlGaAs Coupled Quantum Wells

by

Sen Yang

Doctor of Philosophy in Physics

University of California San Diego, 2009

Professor Leonid V. Butov, Chair

Indirect excitons in GaAs/AlGaAs coupled quantum wells have small mass, long lifetime and short cooling time. Those enable us to create a cold exciton gas. I will present the experimental study of this cold exciton gas including kinetics, pattern formation and coherence. A spatial photoluminescence pattern including external exciton rings, localized bright spots, and the macroscopically ordered exciton state (MOES) was observed. While the external ring is a classical object by itself it is the region where the coldest exciton gas is created: the external ring is far from the hot excitation spot and the excitons in the ring are formed from well-thermalized carriers. The MOES - an array of beads with spatial order on macroscopic length appears abruptly in the ring at temperatures below a few Kelvin, where the thermal de Broglie wavelength is comparable to the interparticle separation and the exciton gas is nonclassical. We performed the first time-resolved kinetics measurements in this system. Simulations based on in-plane charge separation model gave good agreements with experimental results. From the simulation fits, diffusion constant of electrons and holes were obtained. We also observed commensurability in MOES: the exciton density wave is stable when there is an integer number of MOES wavelength
between defects. In the external ring, a strong enhancement of spatial coherence length is observed below a few Kelvin. The increase of the coherence length is correlated with the macroscopic spatial ordering of excitons. The coherence length at the lowest temperature corresponds to a very narrow spread of the exciton momentum distribution, much smaller than that for a classical exciton gas.
Chapter 1

Introduction

1.1 Motivation

In 1925, Einstein predicted that a boson gas could condense into the lowest state when temperature of that gas is below certain critical temperature. This prediction is the result of Bose Einstein distribution, and the phenomenon is called Bose Einstein condensation (BEC). In 1995 several groups in the world announced the realization of BEC in atom cloud. Since then, study on BEC growing rapidly into a big field. Quantum coherence were demonstrated in matter wave interference [6], atom laser [58], optical lattice [29] etc. The prospective of making quantum simulator with BEC is high.

An exciton is a quasi particle made of an electron and a hole, it is a boson. Over 40 years ago, Keldysh and Kozlov [43] predicted the condensation of exciton. Exciton in bulk $Cu_2O$ was a promising direction, because the ground state is optical inactive. But later people found the Auger recombination effect is too strong in that system, so the density cannot reach critical value. On the other side, indirect exciton in coupled quantum wells has more advantages, it is light, long lived, and has fast cooling rate. The particle interaction is repulsive, which is required for BEC. There
are also several features in this system: many parameters are in-situ tunable, for example density of exciton, lifetime, potential shape, temperature, etc. The critical temperature of BEC is also 6 orders of magnitude higher than atom due to its small mass. From the perspective of application, semiconductor industry is more mature than atom industry in manufactory.

The purpose of our study is to create a cold quantum exciton gas and probe its low temperature properties including coherence, interaction, kinetics and pattern formation.

1.2 Dissertation outline

In Chapter 2 we briefly review the properties of Bose Einstein condensation.

In Chapter 3 we briefly review the electron and exciton properties in GaAs/AlGaAs quantum wells. Cooling mechanism is explained. Then we introduce indirect exciton and show why we can use indirect exciton to create cold quantum gas. In the end, we discuss about the critical temperature of BEC in this 2D system.

Spatial photoluminescence (PL) patterns have been observed in coupled quantum wells. In Chapter 4 we introduce the external exciton rings, the localized bright spots (LBS) and the macroscopically ordered exciton state (MOES). The model of in-plane charge separation is introduced as the origin of external ring and LBS ring. We present the first time-resolved kinetics measurements in this system. Simulation based on in-plane charge separation model gave good agreement with experiment. Diffusion constant of electrons and holes are obtained from the simulation fits.

In Chapter 5 we present the experiment that determined: the interaction between indirect excitons is repulsive. So attraction cannot be the origin of MOES. A model based on stimulated scattering is introduced. This model fits with all experimental results. In the end we shows the experimental measurements on commensurability in MOES: exciton density wave is stable when there is an integer number of MOES
wavelength between defects.

In Chapter 6 we present two ways of measuring spatial coherence of exciton. A strong enhancement of spatial coherence length is observed below a few Kelvin, much larger than that for a classical exciton gas. The increase of the coherence length is correlated with the macroscopic spatial ordering of excitons. The coherence length at the lowest temperature corresponds to a very narrow spread of the exciton momentum distribution, much smaller than that for a classical exciton gas.
Chapter 2

A Brief Review on Bose Einstein Condensation

Let’s use an ideal model: non-interacting boson gas. [35, 63]

For the grand canonical ensemble of bosons, the grand partition function is

$$Q(z) = \sum_{N=0}^{\infty} z^N \sum_{n_p} e^{-\beta \sum_p \epsilon_p n_p} = \sum_{N=0}^{\infty} \sum_{n_p} \prod_p (ze^{-\beta \epsilon_p})^{n_p} \quad (2.1)$$

here $N = \sum_p n_p$

So:

$$Q(z) = \prod_p \sum_n (ze^{-\beta \epsilon_p})^n \quad (2.2)$$

for bosons, $n=0,1,2,3,\ldots$, So the grand partition becomes:

$$Q(z) = \prod_p \frac{1}{1 - ze^{-\beta \epsilon_p}} \quad (2.3)$$

The average occupation number is given by

$$f = -\frac{1}{\beta} \frac{\partial}{\partial \epsilon_p} \ln Q = \frac{1}{1/ze^{\beta E} - 1} \quad (2.4)$$
This is Bose Einstein distribution. \( z = e^{\beta \mu} \). \( \mu \) is chemical potential, \( \beta = 1/k_B T \).

Taking into account of density of states \( g(E) \), the distribution function becomes:

\[
f = \frac{g(E)}{e^{(E-\mu)/kT} - 1} \tag{2.5}
\]

The chemical potential is determined by the density of particles \( n = N/V \). When \( n \) increase, \( \mu \) rises up. The highest chemical potential for bosons is the energy of lowest state. Otherwise the occupation number is that state is negative and unphysical for Bose Einstein distribution. Let us set the energy of lowest state is 0. So the total occupation numbers in excited states are:

\[
\int \frac{g(E)}{e^{E/kT} - 1} dE \tag{2.6}
\]

When total number of particles is more than total occupation numbers in excited states, bosons will accumulate in the lowest states, this is Bose Einstein condensation. So it is a condensation in momentum space.

So the condition for BEC is:

\[
N \geq \int \frac{g(E)}{e^{E/kT} - 1} dE \tag{2.7}
\]

To get the critical temperature, we need to know the density of states.

Density of states is defined as

\[
g(E) = \frac{dN_s}{dE} \tag{2.8}
\]

here \( N_s \) is the total number of states.

In free space, \( E = \frac{p^2}{2m} \), in 3 dimension, \( N_s \) is the volume of a sphere with radius \( p \), so \( N_s = \frac{4}{3} \pi p^3 \frac{V}{(2\pi \hbar)^3} = \frac{4}{3} \pi (2mE)^{3/2} \frac{V}{(2\pi \hbar)^3} \). so density of states is

\[
g(E) = \frac{dN_s}{dE} = 2\pi (2m)^{3/2} \frac{V}{(2\pi \hbar)^3} \sqrt{E} \tag{2.9}
\]
the critical temperature should satisfy:

\[ N = \int \frac{g(E)}{e^{E/kT_c} - 1} dE = \frac{m^{3/2}V}{2^{1/2} \pi^2 \hbar^3} \int \frac{\sqrt{E}}{e^{E/kT_c} - 1} dE \]  

(2.10)

for dimension \( n \) space, \( N_s \) is the volume of \( n \) dimension sphere, so \( N_s \sim p^n = (2mE)^{\frac{n}{2}} \).

\[ g(E) = \frac{dN_s}{dE} \sim E^{n-1} \]  

(2.11)

\[ N = \int \frac{g(E)}{e^{E/kT_c} - 1} dE \sim \int \frac{(2mE)^{\frac{n}{2}-1}}{e^{E/kT_c} - 1} dE \]  

(2.12)

In 3-D case, the critical temperature can be solved as \( kT_c = 3.31 \frac{h^2 n^{2/3}}{m} \).

In 2-D case, the integral diverge. It was shown that this is due to the long wavelength thermal fluctuation of phases. It destroyed the long range order in 2D ([34]).

But in finite 2D system, the states are discrete, the first excited state has a energy gap \( E_m \sim \frac{\hbar}{mS} \), \( S \) is the area.

So the total number of particles in excited states becomes:

\[ N_{ex} = \int_{E > E_m} \frac{1}{e^{E/kT_c} - 1} dE = \frac{kT}{E_m} \ln \left( \frac{kT}{E_m} \right) \]  

(2.13)

When \( N_{ex} = N \), the transition starts, so the critical temperature is:

\[ T_c \sim \frac{\hbar^2 n}{mklnN} \]  

(2.14)

That means the critical temperature is \( lnN \) smaller than the de Broglie temperature, at which temperature de Broglie wavelength is comparable to the particle separation. Below \( T_c \) the small momentum particles contribute to a so-called quasi-condensate, which results in the appearance of superfluidity. The difference between the quasi-condensate and the Bose-Einstein condensate is not essential for most experiments [64] and distinguishing between them unambiguously in experiments is hard (if possible).
Chapter 3

Properties of excitons in GaAs
CQW : A Brief Review

3.1 Introduction to exciton

Laser can excite an electron into conduction band while leave a hole in valence band. There is Coulomb attraction between electron and hole. When temperature is below the binding energy, exciton which is an electron hole pair can be formed.

In our experiments excitons are in GaAs coupled quantum wells. Let us start from band structure of GaAs.

Fig. 3.1 shows the band structure of GaAs. Conduction band electron is in s-orbital like state. \( s_e = \frac{1}{2}, j_e = \frac{1}{2} \).

Valence band hole is like a p wave particle. So \( l = 1 \), and \( s = \frac{1}{2} \), so \( j = l + s \) could have two possible values \( j = \frac{1}{2} \) and \( j = \frac{3}{2} \). The energy difference between those states are mainly due to spin-orbital interaction, which is governed by:

\[
E_{so} \sim l \cdot s \sim j^2 - (s^2 + l^2)
\]  

(3.1)

The energy difference between \( j = \frac{1}{2} \) and \( j = \frac{3}{2} \) is around 360meV, this is so
called split-off band. It does not contribute to our experimental results.

For \( j = \frac{3}{2} \), there are two states \( j_z = \pm \frac{3}{2} \) and \( j_z = \pm \frac{1}{2} \), which are called heavy hole and light hole. This is due to the difference in effective mass.

For bulk GaAs, for \( k = 0 \), heavy hole state has the same energy as light hole, because of spatial reverse symmetry. But in quantum wells, in \( k = 0 \), heavy hole light hole energy difference due to z direction reverse symmetry breaking. Fig. 3.2 shows GaAs/AlGaAs quantum well valence band structure.

When hole and electron form exciton, there are light hole exciton and heavy hole exciton, the energy difference between light hole exciton and heavy hole exciton is around 20meV. In experiments in this thesis, the exciton is heavy hole exciton.

Fig. 3.3 shows the dispersion of exciton. Not all excitons are optical active. In 3-D, because of momentum and energy conservation, only the state, where exciton
Figure 3.2: GaAs/AlGaAs quantum well valence band structure [88]

dispersion and photon dispersion meet, can directly emit light. For quantum wells, z direction momentum conservation is broken, so all states lower than that state can directly radiate. This height of light cone is around 0.1meV, i.e. 1K.

When hole and electron form exciton, angular momentum in z direction is equal to \( m_X = j_{e,z} + j_{h,z}, \) \( j_{e,z} = \pm \frac{1}{2}, j_{h,z} = \pm \frac{3}{2}, \) the there are 6 possible excitons \( m_X = 0, m_X = \pm 2 \) and \( m_X = \pm 1. \) For quantum wells, z direction is the growth direction, the rotation system is still conserved in z direction, while in x and y direction, it is not conserved anymore. So when electron and hole in exciton recombine into photon, z direction angular momentum and energy have to be conserved (for bulk, total angular momentum \( j_X = j_e + j_h \) has to be conserved, so states with \( j = 2 \) are dark states). Therefore, \( m_X = \pm 2 \) exciton can only emit a photon by the help of another photon or phonon to fulfill this requirement, this rate is very low. So \( m_X = \pm 2 \) is called dark state, while \( m_X = \pm 1 \) state is called bright state. \( m_X = 0 \) will emit in a direction in x-y plane, because we collect light emitted within \( \alpha \) angle to z axis (here \( \alpha \) is defined by the objective numerical aperture \( N.A. = \sin \alpha, \) for our experiment setup, \( \alpha = 16^\circ \)), we cannot collect light emitted by \( m_X = 0 \) state exciton.


3.2 Cooling for the excitons

Cooling lattice temperature is relative easy. Regular helium-4 cryostat can go down to 1.5K, helium refrigerator can go below 50mK.

To realize a cold exciton gas, lifetime of exciton should be longer than cooling time.

The cooling of exciton is mainly due to phonon emission. He-Ne laser is 400meV above the resonate energy. When laser hits sample, it creates hole and electron plasma. This plasma is cooled down by emitting optical phonons. The energy

Figure 3.3: Exciton dispersion and radiation zone [15]
of optical phonon is around 36meV. Below 360K, the cooling mechanism becomes mainly low energy acoustic phonons.

In bulk, due to conservation of both momentum and energy, only excitons with energy \( E = 2Mv_s^2 \) (\( v_s \) is speed of sound) can couple with the lowest exciton state by a phonon emission. In quantum wells, due to symmetry breaking in z direction, z direction momentum is not conserved any more. So excitons with energy higher than \( E = 2Mv_s^2 \) can be scattered into lowest state by a phonon. The cooling time is orders of magnitude faster than cooling time in bulk. Theoretical calculation shows exciton temperature can drop down to 400mK in about 5 ns [12]. So if we can get exciton with long enough lifetime, it can be cooled down.

### 3.3 Indirect exciton

Fig. 3.5 shows the structure of our sample. An electric-field-tunable \( n^+ - i - n^+ \) GaAs/(Al,Ga)As CQW structure was grown by molecular beam epitaxy. The \( i \)-region consists of two 8 nm GaAs QWs separated by 4 nm Al\(_{0.33}\)Ga\(_{0.67}\)As barrier and surrounded by two 200 nm Al\(_{0.33}\)Ga\(_{0.67}\)As barrier layers. The \( n^+ \)-layers are Si-doped GaAs with \( N_{Si} = 5 \times 10^{17} \) \( \text{cm}^{-3} \). The electric field in the z-direction is created by the external gate voltage \( V_g \) applied between \( n^+ \)-layers \( E = V_g/D \).
Figure 3.5: Sample structure and scheme of direct exciton and indirect exciton.

There are two kinds of excitons in this structure: direct exciton and indirect exciton. Direct exciton is an exciton with both electron and hole in the same quantum well, while indirect exciton has electron and hole in separated quantum wells. Due to this spatial separation, the lifetime of indirect exciton is orders of magnitude longer than that of direct exciton. The lifetime of direct exciton is around 10ps, while indirect exciton life time varies with the gate voltage, typical in the order of tens of ns in experiments ($V_g \sim 1.2V$). So indirect exciton has enough lifetime to be able to cool down to low temperature, while direct exciton cannot reach thermal equilibrium and stay hot.

Energy of direct exciton and indirect exciton depends on z direction electric field differently, because indirect exciton is a dipole in z direction while direct exciton is not. So energy of indirect exciton $\epsilon_D = E_g - E_D$, energy of indirect exciton $\epsilon_I = E_g - E_I - eEd$. Here $E_g$ is band gap. $E_D$ and $E_I$ are binding energy of direct
exciton and indirect exciton, $E_D \sim 10\text{meV}$ and $E_I \sim 5\text{meV}$ in this sample. $d$ is the interlayer separation, around $11.5\mu\text{m}$ in this sample. With small gate voltage, direct exciton is energy favorite, with high gate voltage, indirect exciton is energy favorite. In typical experiment, gate voltage is around $1.2\text{V}$, indirect exciton line is at $801\text{nm}$, while direct exciton line is $789\text{nm}$, the energy difference is roughly $20\text{meV}$.

Because there is energy difference between direct and indirect exciton, the population difference between these two states can be used as a thermometer. The energy difference between direct and indirect exciton is roughly $20\text{meV}$, corresponds to $200\text{K}$. So if population of direct exciton is observed, that means that place is hot. But direct exciton has short lifetime, too short to reach thermal equilibrium, so the formulae $\frac{N_D}{N_I} = e^{-\frac{\Delta E}{kT}}$ is not accurate below $\sim 20\text{K}$. More accurate temperature measurement can be done by observing if PL intensity rising up after laser off. Because the height of radiation zone is only $1\text{K}$. If exciton temperature is higher than that, many excitons are in optical inactive state, when laser turns off, those exciton will fall to radiation zone to emit light, that creates a rising up in PL intensity.

The linewidth of indirect exciton is around $1.2\text{meV}$, direct exciton linewidth is almost the same, slightly smaller. Linewidth broadening comes from many ways, including homogeneous broadening, such as spontaneous emission (lifetime of exciton), exciton scattering, and inhomogeneous broadening, such as localization and interaction with charged defect [53]. Because indirect exciton is a dipole and thus more sensitive to defects, the almost same linewidth of direct and indirect exciton shows the charge defect does not play a big role in our sample. Experiments in [33, 68] show disorder potential is below $0.4\text{meV}$, so it is also not the main mechanism of line broadening. The sharp line experiment in elevated trap shows interaction between excitons is the main cause of line broadening [33].
3.4 Phase diagram

Indirect exciton has relative smaller lifetime than atoms. But its lifetime is longer than its cooling time, so exciton gas is in thermal equilibrium. BEC and other conclusions derived from statistical mechanics in Chapter 2 are still valid.

Keldysh and Kozlov [43] showed that in the dilute limit \((na_B^D \ll 1)\), where \(a_B\) is the exciton Bohr radius, \(n\) is the exciton density, and \(D\) is the dimensionality) excitons are weakly interacting Bose particles and are expected to undergo Bose-Einstein condensation (BEC). In the opposite limit of a dense e-h system \((na_B^D \gg 1)\) excitons are analogous to Cooper pairs. It is called the excitonic insulator, and it is analogous to the BCS superconductor state [42]. Here the pairing is due to electron hole attraction. Because electron hole pair is neutral, so this BCS like state is an insulating state. At \(na_B^D \sim 1\) cross over between BEC/exciton gas and BCS/plasma state happened. Bohr radius for indirect exciton is 20nm, so critical transition density (Mott density) \(n_{Mott} \sim \frac{1}{a_B^2} \sim 2^{11} cm^{-2}\). Above this density, exciton will dissociate due to phase space filling and screening. In experiment we did, the typical density is around \(10^9 - 10^{10} cm^{-2}\).

Fig. 3.6 shows the phase diagram of exciton system. In low density side, the system is either exciton gas or exciton BEC, in high density side, the system is either electron hole plasma or BCS like state. All our experiments were performed
in low density side, so in high temperature exciton is in the state of exciton gas, in low temperature it is in exciton BEC state.

The BEC transition temperature depends on particle mass. In our sample, exciton mass $M_X = 0.22m_e$, several orders of magnitude smaller than mass of atom, so the critical temperature is much higher.

The de Broglie temperature $T_{dB}$ at which the thermal de Broglie wavelength $\lambda_{dB} = \sqrt{\frac{2\pi\hbar^2}{mk_BT}}$ is comparable to the interexcitonic separation, i.e. $\lambda_{dB}^2 n/g = 1$, is given by $T_{dB} = \frac{2\pi\hbar^2 n}{(k_B M_x g)} \approx 3K$. Below this temperature, the occupation number in ground state becomes bigger than 1. Excitons start to form quasicondensate.

The critical temperature of complete condensation of $N$ particles will be $\frac{T_{dB}}{\ln N}$. For a spot size 20$\mu m$ with density $10^{10} cm^{-2}$, the critical temperature is around 0.2K.

For indirect exciton with long life time and fast cooling speed, this temperature can be realized in dilution fridge, in which the bulk temperature can be lower than 0.09K.
Chapter 4

Pattern formations in cold exciton gas

4.1 Introduction to external ring and LBS

Fig. 4.1a is the real space PL of indirect exciton emission. Sample is excited off-resonantly by 632nm He-Ne laser. When sample is excited at lowest excitation powers $P_{ex}$, the spatial profile of the indirect exciton PL intensity, practically follows the laser excitation intensity. However, at high laser power, the indirect exciton PL pattern is characterized by a ring structure: the laser excitation spot is surrounded by two concentric bright rings separated by an annular dark inter-ring region (Fig. 4.1) . The rest of the sample outside the external ring is dark. The internal ring appears near the edge of the laser excitation spot and its radius reaches tens of $\mu m$. The external ring can be remote from the excitation spot by more than 100 $\mu m$. Its radius increases with $P_{ex}$. The ring structure follows the laser excitation spot when it is moved over the whole sample area. When the temperature is increased, the bright rings wash out gradually and the PL profile approaches a monotonic bell-like shape. The spatial pattern shows also that the indirect exciton PL intensity is strongly
enhanced in certain fixed spots on the sample called localized bright spots (LBS). For any excitation spot location and any $P_{ex}$ the LBS are only observed when they are within the area terminated by the external ring. In the LBS the indirect exciton PL line is spectrally narrow, $FWHM = 1.2 meV$. The external ring is fragmented into circular-shape structures that form a periodic array over macroscopic lengths, up to 0.5mm (Fig. 4.1c). This is demonstrated in Fig. 4.1d, which shows the nearly linear dependence of the fragment positions along the ring versus their number. The in-plane potential fluctuations are not strong enough to destroy the ordering. The fragments follow the external ring either when the excitation spot is moved over the sample area or when the ring radius varies with $P_{ex}$. Along the whole external ring, both in the peaks and the passes, the indirect exciton PL lines are spectrally narrow with the full-width at half-maximum1.2 $meV$, considerably smaller than at the center of the excitation spot. The ring fragmentation into the periodic chain appears abruptly at low temperatures below 3K; this is quantified by the amplitude of the Fourier transform of the PL intensity variation along the ring (Fig. 4.2d). Each fragment contains a macroscopic number of excitons which can exceed tens of thousands and the period of the fragmentation varies within the macroscopic length.
Figure 4.2: (a),(b) The spatial pattern of the indirect exciton PL at lattice temperature $T = 1.8K$ (a) and $T = 4.7K$ (b). (c) PL intensity profile along the ring. (d) Exciton density Fourier transform peak height at the fragmentation period vanishes continuously at a critical temperature. [17]

scale, 10-50 $\mu$m. We call the exciton state with spatial order on macroscopic length scale the macroscopically ordered exciton state (MOES).

The origin of this MOES will be discussed in next chapter. In this chapter we will discuss the origin of this external ring and LBS rings.

### 4.2 Model of in-plane charge separation

In principle, excitons can travel in a dark state after having been excited until slowed down to a velocity below photon emission threshold, where they can decay radiatively. This is the origin of inner ring which is around tens of microns away from
the laser spot. But this cannot explain for external ring, for example, external ring is sharp in edges, also the radius of external ring strongly depends on gate voltage, with small change in gate voltage, the ring radius changes a lot.

The transportation of exciton cannot explain external ring, it is assumed that excitons are generated in the ring [16, 66]. 632nm He-Ne laser was used to excite the sample. The laser frequency is even above the Al$_{0.33}$Ga$_{0.67}$As barrier band gap (∼645nm). So equal number of electrons and holes are generated in every layer in the sample (Fig. 4.3b). Electrons and holes will drift under z direction electrical field due to applied gate voltage. Mass of holes is heavier than mass of electrons,
so the quantum well collection efficiency of holes is higher than that of electrons. More holes are collected in quantum wells than electrons. In the quantum well, holes drift and diffuse outwards from laser spot, bind with electrons, form indirect excitons. This process depletes electrons in the vicinity of the laser spot, creating an essentially electron-free and hole rich region, which allows holes to travel a relatively large distance without encountering electrons. (Fig. 4.3a).

At the same time, a spatial non-uniform electron distribution builds up, causing a counterflow of electrons towards the laser spot. A sharp interface between the hole rich region and electron rich region is formed (Fig. 4.3a). Excitons are formed in this interface. This is the origin of external ring.

The model can be written as the following equations:

\[
\begin{align*}
\partial_t n &= D_e \nabla^2 n - wnp + J_e, \\
\partial_t p &= D_h \nabla^2 p - wnp + J_h \\
\partial_t n_x &= D_x \nabla^2 n_x + wnp - \gamma_x n_x
\end{align*}
\]

(4.1)

\(n, p, n_x\) are electron, hole, exciton densities. \(D_e, D_h\) and \(D_x\) are electron, hole, exciton diffusion constants. \(w\) is the formation rate of excitons. \(\gamma_x\) is the recombination rate of excitons. \(J_h\) is the hole source term. Because holes are created by laser excitation, so hole source is localized at the excitation spot, i.e. \(J_h = P_{ex} \delta(r)\). Electron source is everywhere in the sample. Net electron current coming into quantum well \(J_e = I(r) - \gamma(r)n(r)\), \(I(r)\) is the current into quantum well, \(\gamma(r)\) is the tunneling rate of electrons, \(\gamma(r)n(r)\) is the current tunneling out of quantum well. When there is no light, current into quantum well should be equal to current out. So \(I(r) = \gamma(r)n_b(r)\), \(n_b(r)\) is the background electron density in quantum well.

Current into the quantum well is not uniform in the quantum well plane. There are some small current filaments. Those are defects in the sample. Their positions are fixed. Although the total current is still in the order of nA, the current filaments have much higher current compared with other part of the sample. They provide a
Figure 4.4: kinetics measurement setup, (a) scheme of experimental setup. (b) photo of Picostar HR-12 image intensifier. (c) structure of intensifier

electron-rich region near themselves. When defects are inside the external ring, i.e. surrounded by hole rich region, interface between hole rich region and electron rich region is formed near defects. Excitons are generated in that interface and form ring, that is the LBS ring (Fig. 4.3c).

4.3 Measurements

The observation of pattern formation [13] and the model [16] were made years ago. My project was to confirm this model by experiments. The way to confirm this
model is to use both time-resolved and spatial resolved measurement. This was done by using intensified ccd (ICCD) (Fig. 4.4b).

ICCD is made of a intensifier and a regular ccd with coupling optics. Fig. 4.4c shows the structure of intensifier. A image intensifier is a vacuum tube like device. It has a photocathode, a phosphor screen and a electron-multiplying microchannel plate (MCP). Photons strike the photocathode to generate electrons via the photoelectric effect. Those electrons are then accelerated by gate voltage across MCP. They hit the phosphor screen to release light (usually green light at 532nm). CCD coupled to this screen plane generates spatial resolved image. Time resolved measurement can be done by sending short gate voltage pulse to MCP, so only in certain time windows, the signal gets intensifier and through intensifier.

We use a Picostar HR-12 image intensifier from Lavision Gmbh. It uses Gen II single stage MCP. Photocathode is S25/18 mm. Spectral response of this photocathode is from 350-900nm. Photo gate can be from 300ps to 1ms. The gating Rep. Rate is up to 110MHz. Gating jitter is smaller than 20ps. Quantum efficiency is 10% at 800nm. Spatial resolution is 50-100µm. The detection is done with a 2048 x 512 nitrogen-cooled CCD. Here we use 20x magnification, so the spatial resolution in sample plane is 2-5 µm

Fig. 4.4a shows the experimental setup. We used a pulsed laser diode with center emission wavelength 635nm. The pulse duration was 10 µs, the edge sharpness <1 ns, and the repetition frequency 67KHz, i.e. 15 µs period (Fig. 4.5i). PL was collected by objective and spectral selection by an 800 ± 5 nm interference filter chosen to match the indirect exciton energy.

Fig. 4.5a-h shows images of emission of indirect exciton at different time delays. Image integration time is 200 ns. t = 0 corresponds to the end of the laser pulse. Let us start from the beginning, after laser turns on, external ring expands and saturates on the time scale of 1-3 µs, LBS rings appear after external ring pass by. After laser off, inner ring disappears in 50-100 ns, external ring shrinks on the time scale of 1 -
Figure 4.5: (a-h) Images of emission of indirect excitons at different time delays. Image integration time is 200 ns. \( t = 0 \) corresponds to the end of the laser pulse. (i) Scheme of laser excitation pulse and photo gates for the images in (a-h). Gate voltage \( V_g = 1.235 \text{V} \), laser excitation peak power \( P_{ex} = 1.82 \text{mW} \) for the data. \[83\]

3 \( \mu \text{s} \), while LBS rings start to expand and forms bigger ring. Eventually, all exciton signal disappears in around 3 \( \mu \text{s} \). All these process can be explained by the model of in-plane charge separation. When laser turns on, holes are generated, they transport outwards to create a hole-rich region and push the interface between electron rich region and hole rich region outwards, until they are balanced by electrons tunneling into quantum well by gate voltage. After laser turns off, the hole flow starts to drop, electron flow from outside external ring starts to push the interface inward, while electrons flow in LBS start to push interface outwards. That is why external ring shrinks while LBS ring expands.

The time scale of inner ring kinetics is quite different from that of external ring and LBS ring. This also can be explained by the model. Inner ring is due to transportation of excitons created in laser excitation spot. When laser turns off, inner ring will disappear in the time scale of exciton lifetime, which is around tens of ns. This time scale is in agreement with the experiment. While external ring is formed by exciton formation in the interface between electron rich region and hole rich region. As long as there are electron-hole interface, electron flow and hole flow, there will be external ring. The time scale is determined by how long both flow can
last.

To analyze those results, ring radius versus delay time is plotted in Fig. 4.6a,b, experimental results showed in points. The ring radius is measured by calculating the area inside external ring. In Fig. 4.6a, 4 data sets corresponds to 4 different laser powers, $P_{ex} = 0.45, 0.76, 1.04$ and $1.82 \text{ mW}$ at gate voltage $V_g = 1.235 \text{ V}$. From the plot, we can see, with increasing laser power, both the ring radius and decay time increase. This is because higher laser power creates more holes. In Fig. 4.6b, 2 data sets corresponds to different gate voltage, $V_g = 1.22$ and $1.245 \text{ V}$ at $P_{ex} = 0.76 \text{ mW}$. From this plot, we can see, with increasing gate voltage, both ring radius and decay time decrease. This is because higher gate voltage increases tunneling rate of electron. The electron flow increases. Now we are going to use the model to simulate those results.

### 4.4 Simulations

Here we use a simplified model:

\[
\begin{align*}
\frac{dn}{dt} &= D_n \nabla^2 n - wnp - \gamma(n - n_b), \\
\frac{dp}{dt} &= D_p \nabla^2 p - wnp + I_p \delta(r).
\end{align*}
\]  

(4.2)

We ignored the diffusion of excitons, only focused on transportation of electrons and holes. Now the model depends on diffusion constant of electron and hole $D_n$ $D_p$, the formation rate of excitons $w$, source terms including tunneling rate of electron $\gamma$, initial background electron density $n_b$ and laser excitation power $I_p$. We assume electron source is uniform everywhere in the sample, so $\gamma$ and $n_b$ are constants everywhere.

The physics values we want to fit are ring radius and decay time. Ring radius was measured at the time when laser is off, i.e. at delay time=0. The decay time is measured as the time it took the ring to shrink from maximum ring radius to half of
it. In Fig. 4.6d-o, we plot those two physics values’ dependence on each parameter in the model. We can see both ring radius and decay time are strongly dependent on sources (Fig. 4.6i-o). This result agrees with experiment, changing either laser power or gate voltage will change the ring radius strongly. Changing formation rate of exciton \( w \) gives little change in ring radius and decay time (Fig. 4.6h,i). Ring radius and decay time is mildly depend on diffusion constant of electrons (Fig. 4.6f,g). While ring radius is not sensitive to diffusion contant of holes (Fig. 4.6d), decay time is strongly dependent on it (Fig. 4.6e). This is because electron source is everywhere in the sample, while holes are only created in laser spot and have to transport from there. So we can first fix sources by fitting ring radius, then fitting decay time by \( D_p \).

In Fig. 4.6c, we present fitting results for \( P_{ex}=1.82\text{mW} \) data. The simulated results are presented by false color images, while the experimental data are present in points. We use the same source parameters in simulation and only change \( D_p \). By comparing the decay time, \( D_p=26\text{cm}^2/\text{s} \) is the best fit.

With \( D_p \) fixed, we fit all 4 set of data in Fig. 4.6a with different laser sources, and 2 set of data in Fig. 4.6b with different tunneling rates. Also because external ring is the balance of electron flow and hole flow, when we change both electron flow and hole flow by the same ratio, the ring radius and decay time should remain fix [31], this can be seen in Fig. 4.6p,q. Here we change both \( \gamma \) and \( I_p \) up to two times, ring radius and decay time are only slightly changed.

Now let us discuss kinetics of LBS ring. After Laser turns off, LBS expands and form ring. In Fig. 4.7c,d, we plot ring radius of LBS ring versus delay time. In Fig. 4.7c, three data sets correspond to three different LBS marked in Fig. 4.7(a,b) by the arrows at \( V_g=1.235\text{V} \) and \( P_{ex}=1.82\text{mW} \). Three LBS have different size as in Fig. 4.7(a). Because three LBS have roughly the same distance to laser spot, the hole density around them is the same. Different size corresponds to different electron flow in LBS. Bigger LBS has stronger electron flow. The LBS marked by green arrow is
the biggest, that means its electron flow is the strongest. This can be proved by the expansion process after laser turns off. Because with stronger electron flow, LBS ring expands faster. In Fig. 4.7c, LBS of green arrow which is the biggest expands the fastest, LBS with yellow arrow which is the smallest expands the slowest. This can be seen from different expansion speed of same LBS with different gate voltages. In Fig. 4.7d, two data sets correspond to the same LBS under two different gate voltage $V_g = 1.22$ and 1.245 V at $P_{ex} = 0.76$ mW. The LBS is marked in Fig. 4.7(a,b) by gray arrow. The laser power which corresponds hole flow is the same, different gate voltages correspond to different electron flow rate. Higher gate voltage generates stronger electron flow. The expansion speed is faster. We can use the similar model to simulate LBS ring.

\[
\begin{align*}
\frac{dn}{dt} &= D_n \nabla^2 n - wnp - \gamma(n - n_b), \\
\frac{dp}{dt} &= D_p \nabla^2 p - wnp.
\end{align*}
\] (4.3)

The initial density of hole is $p_b$. Because LBS has a higher current than other part of the sample, $n_b$ is not uniform in this model, inside LBS, $n_b = n_{b@LBS}$, in the other part of sample, $n_b = n_{b@other}$.

The model depends on $D_p$, $D_n$ and source terms. We try to fit the expansion process by this model. It is not quite sensitive to $D_p$, because initially holes are everywhere. The electron and hole source ratio change the expansion process when LBS ring is within 5$\mu$m away from LBS as in Fig. 4.7c. After that the expansion speed is mainly determined by $D_n$. That means how fast the electron can move out. So we can fix the source by initial expansion and fix $D_n$ by expansion after. In Fig. 4.7e, we show the fitting with different $D_n$ for data in Fig. 4.7d with $V_g = 1.22$ V at $P_{ex} = 0.76$ mW. $D_n=80cm^2/s$ is the best fit. Using those parameters we fit data in Fig. 4.7c,d. The tunneling rate we got from Fig. 4.7d is in agreement with the result from Fig. 4.6b.

This experiment is the first time-resolved and spatial-resolved measurement for
external ring and LBS ring. The results fit the model of in-plane charge separation. From the results we got diffusion constant of electrons and holes. This experiment shows another way to measure these two constants in this system.

From our results, $D_n$ is 3 times higher than $D_p$. This is partially because electron is two times lighter than hole in this quantum well structure. Also because electron and hole are not in the same quantum wells, different localization and screening condition will contribute to the difference in diffusion. In [21], a similar ring formation was observed in a single quantum well structure. The result was explained by the same model. But the time of ring dynamics in that system is in the order of ms, three orders of magnitude longer than in our system. This may relate to different diffusion constant due to localization and screening.
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Figure 4.6: External ring kinetics. (a) Measured kinetics of the external ring radius for different excitation powers $P_{ex} = 0.45, 0.76, 1.04$ and $1.82$ mW at gate voltage $V_g = 1.235$ V (points). The simulated kinetics for different $I_p = 17.5, 26.25, 32.5$ and $42.5$ at $\gamma = 4.2 \times 10^6$ s$^{-1}$ are presented by false color images. (b) Measured kinetics of the external ring radius for different $V_g = 1.22$ and $1.245$ V at $P_{ex} = 0.76$ mW (points). The simulated kinetics for different $\gamma = 2.85$ and $5.4 \times 10^6$ s$^{-1}$ at $I_p = 26.25$ are presented by false color images. $D_n = 80$ cm$^2$/s, $D_p = 26$ cm$^2$/s, $n_b = 1$, and $w = 4$ in the simulations in (a,b). (c) Comparison of simulated kinetics for different $D_p = 20, 26$ and $40$ cm$^2$/s with the rest of the parameters same as in (a). $D_p = 26$ cm$^2$/s results to a better fit of the experimental kinetics for $P_{ex} = 1.04$ mW in (a). Here we shift the simulation result so that delay time=0 corresponds to the time when ring radius is maximum. (d-q) The dependence in external ring model parameters for ring radius and decay time. The parameters are diffusion constants $D_p$ (d,e) and $D_n$ (f,g), formation rate of exciton $w$ (h,i), and sources including tunneling rate for electrons $\gamma$ (j,k), $n_b$ (l,m) and hole source $I_p$ (n,o). $\gamma$ and $I_p$ are changed by the same ratio in (p,q). (p) The dependence of laser excitation power and gate voltage when ring radius is kept the same. The rest of the parameters in (d-q) are the same in (c). [83]
Figure 4.7: LBS ring kinetics. (a,b) Images of emission of indirect excitons at time delays $t = 0.2$ and $1.5$ µs after the laser pulse end. (c) Measured kinetics of the LBS ring radius for three different LBS marked in (a,b) by the arrows at $V_g = 1.235$ V and $P_{ex} = 1.82$ mW (points). An LBS with a stronger emission (a) is characterized by a faster LBS ring expansion (c). The simulated kinetics for different $n_{b@LBS} = 4000, 7000$ and $8400$ at $p_b = 10$ and $n_{b@other} = 0.05$ are presented by false color images. (d) Measured kinetics of the LBS ring radius [for LBS marked by gray arrow in (a)] for different $V_g = 1.22$ and $1.245$ V at $P_{ex} = 0.76$ mW (points). The simulated kinetics for different $\gamma = 3$ and $4.95 \times 10^6$ s$^{-1}$ are presented by false color images. $n_{b@LBS} = 12600$ and $n_{b@other} = 0.05$ in simulations in (d). $D_n = 80$ cm$^2$/s, $D_p = 26$ cm$^2$/s, and $w = 64$ in the simulations in (c,d). (e) Comparison of simulated kinetics for different $D_n = 30, 80$ and $200$ cm$^2$/s with the rest of the parameters same as in (d). $D_n = 80$ cm$^2$/s results to a better fit of the experimental kinetics for $V_g = 1.22$ V in (d). The size of LBS is 0.26 µm in all simulations in (c-e).[83]
Chapter 5

Macroscopically ordered exciton state (MOES)

5.1 Introduction

Spontaneous macroscopic ordering is a general phenomenon in pattern formation. For instance, periodic 1D patterns are observed in a variety of both quantum and classical systems. The examples include the soliton trains in atom Bose-Einstein condensates (BEC) [74], Taylor vortices in liquids [77], Turing instabilities in reaction-diffusion systems [18] and bacteria colonies [78], and gravitational instabilities in cosmological systems [19]. All of these ordered states originate from an instability, which is generated by a positive feedback to density modulation. The mechanism of the positive feedback is specific for each system. A particular mechanism of the positive feedback, which is responsible for the soliton train formation [74] and gravitational instability [19], is an attractive interaction: In the experiments on atom BEC, the stripe of atomic BEC was homogeneous in the case of repulsive interaction and, conversely, was fragmented to the periodic soliton train in the case of attractive interaction due to the modulational instability [74]; Gravitational instability results
5.2 Interaction

In this section, we address an issue of interaction in MOES. If the interaction appears to be attractive then it could naturally lead to the density modulation in the exciton ring as attractive interaction leads to the density modulation in a variety of systems, which spread from cold atoms [74] to cosmological systems [19]. Several theoretical models, which are based on the assumption of attractive interaction, have been suggested to explain the MOES. According to these models, attractive interaction may originate from Van der Waals and exchange interactions between the indirect excitons [75, 76], from plasmon or phonon wind [51], or from the in-plane exciton dipole alignment [15].

However, the CQW geometry [17] is engineered so that the interaction between excitons is repulsive: Indirect excitons, formed from electrons and holes confined to different QWs, behave as dipoles oriented perpendicular to the quantum well plane.
(Fig. 1a) and an exciton or electron-hole density increase causes an enhancement of energy [87, 89, 55]. The repulsive character of interaction was evident in earlier experiments as a positive line shift with increasing density [10]. The objective of this study is to verify if the interaction remains repulsive at low temperatures in the regime of the MOES or changes sign and becomes attractive thus naturally leading to the density modulation, i.e. to the MOES formation.

The experimental results presented in this section show that the interaction is repulsive in the regime of MOES. Therefore, the interaction cannot be responsible for the MOES formation and, on the contrary, acts against the density modulation. This finding eliminates attractive interaction as a possible mechanism for the MOES formation.

The spatial $x - y$ photoluminescence (PL) pattern was measured by a liquid-nitrogen-cooled CCD camera after spectral selection by an $800 \pm 5$ nm interference filter chosen to match the indirect exciton energy. As a result, the low-energy bulk emission, higher-energy direct exciton emission, and scattered laser light were effectively removed and the indirect exciton PL emission intensity was directly visualized in $x - y$ spatial coordinates. The scheme of the experiment is shown in Fig. 5.2b. Fig. 5.2d shows the indirect exciton PL pattern at $T = 1.6$ K and excitation power $P_{ex} = 0.25$ mW. The laser excitation spot is in the center of the image. The external exciton ring, LBS, and MOES are clearly seen in the image.

In addition, we measured the exciton PL energy profiles along the ring using the experimental scheme shown in Fig. 5.2c: a segment of the ring was projected on the spectrometer slit and the image was dispersed by a spectrometer without spectral selection by an interference filter. The selected part of the external ring was parallel to the spectrometer entrance slit and the slit width (0.1mm) was small enough to get a high spectral resolution (0.1nm). The spatial resolution in the $x$-direction was 2µm. The measured images of the PL signal in the energy-coordinate plane are presented in Fig. 5.2e for different temperatures.
Fig. 5.2e shows the indirect exciton energy profile along the selected part of the ring. The black lines show variation of the average PL energy \( E_{PL}(x) = \frac{\int \int E(x,y,\lambda)I(x,y,\lambda)dyd\lambda}{\int \int I(x,y,\lambda)dyd\lambda} \) of the indirect excitons along the circumference of the ring. The indirect exciton PL intensity modulation increases drastically with reducing temperature, which indicates formation of the MOES. This is consistent with the earlier studies [13, 16]. The measurements presented in Fig. 5.2e show that the increase of PL intensity modulation with reducing temperature is accompanied by the increase of PL energy modulation.

The variations of the spectrally integrated PL intensity \( I_{PL}(x) = \int \int I(x,y,\lambda)dyd\lambda \) and average energy \( E_{PL}(x) \) of the indirect excitons along the circumference of the ring are shown in Fig. 5.3b. The PL energy varies in concert with the intensity along the circumference of the ring, with the largest energy found in the brightest regions. The corresponding spectra in a bead center and in a valley between two beads are shown on Fig. 5.3a. The indirect exciton PL intensity and energy are higher in the bead center. These experimental results show that the MOES is characterized by the repulsive interaction and is not driven by the attractive interaction.

We have also addressed an issue whether formation of MOES lowers the total energy of the exciton system in the ring. For this purpose, we measured the spatially average energy of indirect excitons in the external ring \( E_{avg} = \frac{\int \int \int E(x,y,\lambda)I(x,y,\lambda)dx dyd\lambda}{\int \int \int I(x,y,\lambda)dx dyd\lambda} \) as a function of temperature, see Fig. 5.4b. The contrast of the exciton density modulation along the ring with length L is presented by the height of the peak of its Fourier transform \( I(k) = \frac{1}{L} \int_0^L I(l)e^{-ikl}dl \) at \( k = \frac{2\pi}{\lambda_{MOES}} \), which corresponds to the modulation wavelength \( \lambda_{MOES} \). It is shown in Fig. 5.4a for comparison. Fig. 5.4b shows that the average energy of the indirect excitons in the ring depends non monotonically on temperature with a transition around \( T_{tr} \sim 4 \text{ K} \): with reducing temperature, the energy reduces until \( T_{tr} \) and increases below \( T_{tr} \). Note that the average indirect exciton PL energy exhibits a transition simultaneously with the MOES onset at ca. 4 K, compare Fig. 5.4a and Fig. 5.4b.
Fig. 5.4 indicates that MOES formation is accompanied by an increase of the total energy of excitons in the ring and, therefore, the density modulation is not caused by lowering the total energy of the system. This confirms that the MOES formation is not driven by the attraction interaction. Note that such a behavior is not unusual for pattern formations in quasi-equilibrium systems and, in particular, is consistent with a model [50] showing that a spatially modulated exciton state can result from a nonlinear density dependence of the exciton formation rate in the ring. Next section, we will briefly review that model.

5.3 Model based on stimulated scattering

This model proposed in [50] explained MOES as a result of Turing instability. Turing instability is due to balance between diffusion and reaction. Indirect exciton repels each other, try to diffuse outwards and keep the density even. On the contrary, reaction mechanism try to increase the exciton density in certain places while decrease the density elsewhere. MOES is a low temperature effect, the critical temperature is close to de Broglie temperature where exciton gas becomes quantum. So the model proposes the reaction mechanism is stimulated scattering due to quantum degeneracy.

This model starts from the transportation equations in last chapter:

\[
\begin{align*}
\partial_t n &= D_e \nabla^2 n - wnp + J_e, \\
\partial_t p &= D_h \nabla^2 p - wnp + J_h \\
\partial_t n_x &= D_x \nabla^2 n_x + wnp - \gamma_x n_x
\end{align*}
\] (5.1)

In quantum degeneracy region, formation rate of exciton \( w \) will be increased by factor \( f = 1 + N_E^{eq} \), where \( N_E^{eq} \) denotes the occupation of exciton states. In low temperature and thermal equilibrium, reverse process of dissociation can be ignored, because the binding energy 5meV is way higher than \( k_B T \). This \( f \) factor can be
expressed:

\[ f = e^u, \quad u \equiv \frac{nx}{n_0(T)}, \quad n_0(T) = \frac{2gm_xk_BT}{\pi\hbar^2} \]

It is shown that when \( u > u_c = (1 + r^{1/2})^2 \), instability arises in the system. The spatial modulation wavelength is \( \lambda_c \sim l^{1/2}l_x^{2/3} \). Here \( r = D_x(D_c^{-1} + D_h^{-1})\bar{n}_x/\bar{n}_e \), \( \bar{n}_x = J/\gamma_x \), \( \bar{n}_{e,h} = J/w(\bar{n}_x)^{1/2} \), \( J = J_e = J_h \). [50]

The simple physics picture of this instability is: a local fluctuation in the exciton density leads to an increase in the stimulated exciton formation rate. The associated depletion of the local carrier concentration causes neighboring carriers to transport towards the point of fluctuation presenting a mechanism of positive feedback.

5.4 Commensurability

Commensurability is a common phenomenon in waves. It happens when a wave is confined in a limited region or in a closed loop. When there is an integer number of wavelength between boundaries, the wave is stable, when there is non-integer number of wavelength between boundaries the wave is instable. Spatial ordering with commensurability is a phenomenon not only existed in quantum world. Harmonic modes in guitar’s strings or in the pipe of a flute are examples in classical world. A wave can form a standing wave by interference with itself, and this is one of the ideas which lead to the born of quantum mechanics.

Commensurability in low temperature usually relate to interesting physics, e.g. periodical modulation of electrons in transition metal-chalcogenides (charge density wave) leads to research on anisotropic fermi surface, vortex lattice in cold atom clouds relates to superfluidity [2].

MOES in external ring is a density wave. In this section, we will present the study on its fluctuation and commensurability.

The spatial \( x - y \) photoluminescence (PL) pattern was measured by a liquid-nitrogen-cooled CCD camera or video camera after spectral selection by an 800 ± 5
nm interference filter chosen to match the indirect exciton energy. As a result, the low-energy bulk emission, higher-energy direct exciton emission, and scattered laser light were effectively removed and the indirect exciton PL emission intensity was directly visualized in $x - y$ spatial coordinates.

The first question we study is if this density wave is spontaneous. Traps with certain period on the surface of the sample could result in a periodical density modulation. In order to verify this, we keep the density wave in the same place in the sample and try to see if we can change its wavelength. We can make this by tuning both the gate voltage and laser excitation power, because from previous chapter, we know changing both laser power and gate voltage in the same ratio will keep the ring in the same position. Exciton density along the ring will change. In Fig. 5.6a-b, we show PL images and profile along the ring with two sets of parameters, $V_g = 1.26V$, $W_{laser} = 1.12mW$ (Fig. 5.6a) and $V_g = 1.13V$, $W_{laser} = 0.028mW$ (Fig. 5.6b). With laser power different by 40 times, external ring is in the same sample position, while the wavelength of density wave is different by 3 times. In Fig. 5.6c, we plot the relation between wavelength of MOES and both gate voltage and excitation laser power. The wavelength changes with these parameters up to several times. So the density wave cannot form due to the local trappings in the sample. This can also be proved from Fig. 5.6d. There peak positions of the modulation are plotted versus peak numbers at both low and high exciton densities. They are in linear in both cases, that means the periodicity is not fixed by local potential wells in the sample. That means the phase of this macroscopic exciton density wave is spontaneous.

Fig. 5.7a shows a real space PL image of the sample. We can see external ring passes through several LBSs on the sample. LBS is electron source in the sample, so it attracts the hole flow around it. Around one LBS, there is always a electron-hole interface, thus an exciton ring. So those LBSs pin down the phase of density wave. With all physical parameters fixed, the density wave fluctuates in between those LBSs. The fluctuation frequency is in the scale of 10Hz. To study this fluctuation
we use a video camera to take real time movies with all physical parameters fixed. The frame rate is 30frames/s. Fig. 5.7b shows two images extracted from it. The images show the fluctuation in one part of the ring in Fig. 5.7a. Bead 2 shifts its position from one frame to the other. We track the fluctuation by measuring the fluctuation of intensity in two fixed position in the sample, one is in the density wave and the other is next to a LBS, both positions are marked by cross in the image. Fig. 5.7d shows PL intensity changing with time. The two positions have the similar PL average intensity but the fluctuation in the density wave is much stronger than that of the one next to a LBS. In Fig. 5.7c we show the normalized standard deviation of PL intensity in 900 frames for the whole area, yellow color indicates high deviation thus high fluctuation, and dark color indicates low deviation thus low fluctuation. From that, it is obvious, LBS is much more stable than density wave.

Another way to measure stability of density wave is by tracking the bead position versus time. In Fig. 5.7e, we measure the position of bead 1 and 2 marked in Fig. 5.7b in time. It shows the phase of the macroscopic exciton density wave (i.e. the MOES) is fixed at the LBS, while the density wave in between two LBS is fluctuating.

The amplitude of fluctuation in between LBS is not uniform. It is much stronger in the region where the density wave changes from one period to another. We define filling number $\nu = \frac{L}{\lambda}$ as a measure of periodicity, $L$ is the distance between two LBSs that are at both ends of density wave, $\lambda$ is the wavelength. $\nu$ is changed by changing exciton density while keeping the ring in the same position in the sample. We use gate voltage as a measure of the exciton density.

We select a region in Fig. 5.8a and observe the fluctuation when density wave filling number changes from $\nu = 8$ to $\nu = 6$. Fluctuation is measured by monitoring PL fluctuation in a fixed point in time (marked by the cross in Fig. 5.8a). Fig. 5.8b shows the fluctuation with $\nu = 8$, $\nu = 6$ and some value in between. Another way to measure fluctuation, we track the positions of beads in time, the results are shown in Fig. 5.8c. From both ways, we can see fluctuation is low when filling number
is integer ($\nu = 8, \nu = 6$), fluctuation is much stronger when filling number is not integer.

To get a quantitative analyze, we use second order correlation function of the density wave as a quantitative measure of stability of wave. We choose a segment of the ring between LBS A and LBS B, shown in (Fig. 5.9b). We measure the second order spatial correlation function $g^{(2)}(R) = \frac{\langle I(r)I(r+R) \rangle}{\langle I(r) \rangle^2}$ in the PL profile along the ring. The average is done for 27 seconds movie (30 frames per second). Fig. 5.9a shows two curves of $g^{(2)}(R)$ with different filling numbers, i.e. exciton densities. The period of modulation in $g^{(2)}(R)$ corresponds to the period of the exciton density wave. Because fluctuation of the phase reduce the modulation in $g^{(2)}(R)$, the amplitude of the modulation shows how stable the wave keeps. So we use the standard deviation of $g^{(2)}(R)$ as the qualitative measure of the stability of the exciton density wave. In Fig. 5.9c, we plot the standard deviation of $g^{(2)}(R)$ versus gate voltage, i.e. exciton density. It shows that the wave is stable when there is an integer number of beads in the ring segment in between the LBS(A and B), e.g. the $\nu = 5$ and $\nu = 6$ in the plot. And it is not stable when the filling number is non-integer. This shows commensurability in this exciton density wave.

From LBS A to LBS B, there are hundreds of thousands excitons. This exciton density wave is a collective state of many excitons. This commensurability may relate to quantum degeneracy.
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Figure 5.2: (a) Energy band diagram of the CQW structure; $e$ is electron, $h$ - hole. Scheme of the experimental setup for imaging PL signals in $x - y$ coordinates (b) and $E - x$ coordinates (c). (d) PL image of indirect excitons in $x - y$ coordinates at $T = 1.6$ K. The area of view is $365 \times 275 \mu m$. (e) Spectrally resolved PL image of indirect excitons in $E - x$ coordinates for the ring segment, which is marked by a rectangle in (d), at $T = 1.6, 2.2,$ and $4.2$ K. The length of view (vertical axis) is $50 \mu m$ for each image. The black lines show variation of the PL energy of the indirect excitons along the circumference of the ring. $V_g = 1.211$ V and $P_{ex} = 0.25$ mW for the data.[82]
Figure 5.3: (a) The indirect exciton PL spectrum in the bead center (bold blue line) and in between two beads (thin green line, dashed green line shows the same spectrum multiplied by a factor of 4 for comparison). (b) Variation of the PL energy and intensity of the indirect excitons along the circumference of the ring. $T = 1.6$ K, $V_g = 1.30$ V and $P_{ex} = 8.6$mW for the data. The indirect exciton energy increases with increasing density indicating repulsive interaction in the regime of MOES.[82]
Figure 5.4: (a) Exciton density Fourier transform peak height at the fragmentation period and (b) spatially averaged energy of indirect excitons in the ring vs. temperature. \( V_g = 1.15V \) and \( P_{ex} = 118\mu W \) for the data.[82]
Figure 5.5: Model of stimulated scattering (a) 3D image of real space PL, (b) results from simulation. [50]
Figure 5.6: (a),(b) left column: PL image of indirect exciton external ring in $x-y$ coordinates at $T = 1.6$ K. right column: PL profile along the ring. (a), the gate voltage is 1.26 V and excitation laser power 1.12 mW. (b) the gate voltage is 1.13 V and excitation laser power 0.028 mW. (c) the MOES wavelength vs. gate voltage and excitation laser power with fixed ring position. (d) the PL peak positions in (a) (red circle) and (b) (black dot). [84]
Figure 5.7: (a), (b) PL images of the indirect exciton pattern extracted from a real time movie. The position of the bead fluctuates with time. Two images in (b) are from the same position and same physical parameters but different time. (c) Standard deviation of indirect excitons PL intensity, yellow color indicates high fluctuation regions, and dark color indicates low fluctuation regions. (d) PL intensity vs. time in fixed points marked by a cross in the images. (e) bead position vs. time for localized bright spot (LBS) bead and MOES bead. All the data were taken with gate voltage $V_g = 1.217$ V, at $T = 1.6$ K. [84]
Figure 5.8: (a) PL image of indirect exciton ring with different filling numbers in selected region. Both filling numbers $\nu = L/\lambda$ are integers. $\nu = 8$ (left) and $\nu = 6$ (right). (b) PL intensity vs. time with integer filling numbers (left and right) and non-integer (middle) in fixed points marked by a cross in the images. (c) bead position vs. time in the same condition of (b). The gate voltage is 1.219 V for $\nu = 8$ (left), 1.233 V for $\nu$ is non-integer (middle) and 1.263 V for $\nu = 6$ (right). The temperature is $T = 1.6$ K. [84]
Figure 5.9: (a) The second order correlation function of exciton density wave $g^{(2)}(l) = \frac{\langle I(l)I(l') \rangle}{\langle I(l') \rangle^2}$ was calculated from the profile along the segment of the ring between LBS 1 and 2 (shown in (b)), then averaged for 800 frames in 27 second movie. The filling numbers are $\nu = 7$ (red) and $\nu$ is about 6.5 (black). (b) PL image of indirect excitons averaged for 800 frames for three filling numbers. (c) standard deviation of $\langle g^{(2)} \rangle$ as a function of gate voltage. All data were taken at $T = 1.6$ K. [84]
Chapter 6

Coherence

6.1 Introduction

Coherence of excitons in quantum wells attracts considerable interest. It has been intensively studied by four-wave-mixing [20], coherent control [57], and interferometric and speckle analysis of resonant Rayleigh scattering [7, 48, 30]. In all these experiments, exciton coherence was induced by a resonant laser excitation and was lost within a few ps after the excitation pulse due to exciton-exciton and exciton-phonon collisions and due to inhomogeneous broadening by disorder.

Another fundamentally interesting type of coherence is spontaneous coherence (not driven by the laser excitation). Studies of spontaneous coherence of excitons require implementation of cold exciton gases, see below. This can be achieved with indirect excitons in coupled quantum wells (CQW) [17]. Taking advantage of their long lifetime and high cooling rate, one can realize a gas of indirect excitons with temperature well below 1 K and density in excess of $10^{10}$ cm$^{-2}$ [17]. For comparison, the crossover from classical to quantum gas occurs at $T_{dB} = \frac{2\pi \hbar^2 n}{(mgk_B)}$ and $T_{dB} \approx 3$ K for the exciton density per spin state $n/g = 10^{10}$ cm$^{-2}$ (exciton mass $m = 0.22m_0$, and spin degeneracy $g = 4$ for the GaAs/AlGaAs QWs [17]). Note
that at this density $na_B^2 \sim 0.1$ and, therefore, excitons are interacting hydrogen-like Bose particles [43] ($a_B \approx 20$ nm is the exciton Bohr radius [23]).

Spontaneous coherence can be experimentally studied using nonresonant laser excitation so that coherence is not driven by the laser. However, nonresonant excitation may lead to strong heating of the excitons in the excitation spot [12]. Therefore, in this chapter we study coherence in the external exciton rings [13], which form far away from the excitation spot (Fig. 6.1c), at the border between the electron- and hole-rich regions [16, 66]. The external ring of indirect excitons in CQW is the region where the exciton gas is cold: The excitons in the ring are formed from well-thermalized carriers and their temperature essentially reaches that of the lattice. The cold exciton gas in the external ring can form a macroscopically ordered exciton state (MOES) — an array of beads with spatial order on a macroscopic length [13]. The MOES appears abruptly along the ring at $T$ below a few Kelvin.

### 6.2 Measurement

Our experimental setup (Fig. 6.1b) is a variant of Mach-Zehnder (MZ) interferometry with new ingredients. First, we added spatial resolution by collecting the light only from a selected area of size $D/M_1 = 2\text{–}10\,\mu\text{m}$ in the middle of a MOES bead (Fig. 6.1c). This was done by placing a pinhole of diameter $D = 10\text{–}50\,\mu\text{m}$ at the intermediate image plane of magnification $M_1 = 5$. Second, we added the frequency resolution by dispersing the output of the MZ interferometer with a grating spectrometer. (The image was further magnified by the factor $M_2 \approx 2$ after the pinhole.) The output of the spectrometer was imaged by a nitrogen cooled CCD (Fig. 6.1b). The MZ delay length $\delta l$ was controlled by a piezo-mechanical translation stage. The PL pattern of the indirect excitons (Fig. 6.1c) was also imaged with the pinhole removed and the image filtered at the indirect exciton energy (dashed path in Fig. 6.1b). The excitation was supplied by HeNe laser at 633 nm (the laser
Figure 6.1: (a) The CQW band diagram. (b) Scheme of MZ interferometer with spatial and spectral resolution. (c) The pattern of indirect exciton PL. The area of view is 280 × 250 µm. Spectra for the left (d), right (f), and both (e) arms of the MZ interferometer. The light was selected from the center of the arrow-marked MOES bead. The length of view (vertical axis) is 25 µm. Spectra for the left (d), right (f), and both (e) arms of the MZ interferometer. The light was selected from the center of the arrow-marked MOES bead. The length of view (vertical axis) is 25 µm. T = 1.6 K, V_g = 1.24 V, D = 25 µm, δl = 4.2 mm, and P_{ex} = 0.7 mW for all the data. [81]

excitation spot with FWHM 7 µm is in the center of the exciton ring, Fig. 6.1c). The excitation was 400 meV above the indirect exciton energy and well separated in space; therefore, no laser-driven coherence was possible in the experiment.

An example of the measured interference pattern is shown in Fig. 6.1e. The light was collected from the center of a bead shown in Fig. 1c by the arrow. (While all interference profiles in the paper refer to this spot, similar profiles were measured from other spots on the ring.) The modulation period δλ of the CCD signal I was deduced from the locations of the satellite peaks of Fourier transform of I,
Figure 6.2: (a) The Fourier transforms of the CCD signal for $D = 50 \mu m$ and $\delta l = 4.2$ mm. (b) Period of the interference fringes vs $\delta l$. Solid line: fit to $\delta \lambda = \lambda^2 / \delta l$. (c) Interference profiles for $D = 50 \mu m$ and $\delta l = 2.2, 4.5, \text{and} 10.2$ mm. (d) Measured and (e) calculated visibility of the interference fringes vs $\delta l$ for $D = 50$ (triangles, blue), 25 (circles, red), 10 $\mu m$ (squares, black), and $M_2 = 1.7$. Solid and dotted lines in (e) correspond to the Eqs. (6.18) and (6.19), respectively. $T = 1.6$ K, $V_g = 1.24$ V, $P_{ex} = 0.7$ mW for all the data. [81]

Fig. 6.2a. It was found to obey the expected dependence $\delta \lambda = \lambda^2 / \delta l$ (see Fig. 6.2b and below). To quantify the amplitude of the modulations we computed their visibility factor $V = (I_{max} - I_{min}) / (I_{max} + I_{min})$ using a method based on the Fourier analysis [Eq. (6.2)]. The visibility factor was examined for a set of $\delta l$ and $T$.

The main experimental result is presented in Fig. 6.3c: Visibility of the interference fringes sharply increases at temperatures below a few Kelvin. This contrasts with the $T$-independent $V$ of the direct exciton emission measured at the excitation spot center at $T = 2$–10 K.
Let us proceed to the data analysis. Recall that for a classical source with a Lorentzian emission lineshape, the first-order coherence function [Eq. (6.14)] at the coincident points is given by \( g(t, r = 0) = \exp(-t/\tau_c) \), where \( \tau_c \) is the inverse linewidth. By analogy, we assume the \( r \)-dependence in the form \( g(t, r) = g(t, 0) \exp(-r/\xi) \), where \( \xi \) is the coherence length. Our goal is to deduce \( \xi \) from the contrast of the periodic modulations in the CCD image, Fig. 1e. Consider the central row of that image. Let \( x \) be a coordinate along this row and let \( x_0 \) be the position of the diffraction maximum for the central frequency of the emission line \( \omega_0 = 2\pi c/\lambda_0 \). Due to small width of this line, it is permissible to work with small deviations \( \delta x = x - x_0 \), \( \delta \omega = \omega - \omega_0 \), and \( \delta \lambda = \lambda - \lambda_0 \). (Thus, the horizontal axes in Figs. 1d–f and 2c are labelled by the “wavelength” \( \lambda \) using the conversion formula \( \delta \lambda/\lambda_0 = \delta x/x_0 \).)

As mentioned above, the Fourier transform

\[
\tilde{I}(t) = \int dx \exp(-it\omega_0 x/x_0) I(x)
\]

is found to possess three peaks: the main one, at \( t = 0 \), and two satellites, Fig. 2a. We will show that these satellites occur at \( |t| = \tau = \delta l/c \). We will also explain the fact that the shapes of the three peaks in Fig. 2a are nearly identical. Because of the latter the amplitude of the oscillations in \( I(x) \) is fully characterized by the relative height of the main and the satellite peaks. Therefore, we define the visibility factor by

\[
V = 2|\tilde{I}(\tau)|/\tilde{I}(0).
\]

Next, we note that the central row of the CCD image in Fig. 1d–f is generated by the sources situated on the pinhole’s diameter. Thus, instead of two-dimensional vector \( r \), it suffices to use the linear coordinate \( y \) along the magnified image of such a diameter, of length \( D_s = M_2 D \), at the spectrometer input slit.

The intensity of the CCD image averaged over a large time \( T_{im} \) is a result of interaction of the original PL signal \( E(t, y) \) with two linear devices, the MZ inter-
ferometer and the spectrometer. It is convenient to do the calculation of their combined effect in the frequency domain. We define the Fourier amplitudes $\tilde{E}(\omega_j, y) = \langle E(t, y) \exp(i\omega_j t) \rangle$, for a set of frequencies $\omega_j = 2\pi j/T_{im}$. A straightforward derivation leads to

$$I(x) = \int_{-D_s/2}^{D_s/2} \int_{-D_s/2}^{D_s/2} dy_1 dy_2 \sum_{\omega_j} |1 + \exp(i\omega_\tau)|^2$$

$$\tilde{E}(\omega_j, y_1)\tilde{E}(-\omega_j, y_2)f_s(x, \omega_j, y_1)f_s(x, \omega_j, y_2),$$

where

$$f_s(x, \omega, y) = \frac{\sin(\pi Nz)}{\pi z}, \quad z = \frac{\delta \omega - By}{\omega_0} + \frac{\delta x}{x_0}$$

is the response function of the spectrometer, which is obtained from the standard formula for the diffraction grating of $N$ grooves by expansion in $\delta \omega$ and $\delta x$. Parameter $B$ is determined by the linear dispersion of the spectrometer $A = 1.55 \text{nm/mm}$, via the relation $B = 2\pi cA/\lambda_0^2$. After algebraic manipulations with Eqs. (6.14), (6.1), (6.3), and (6.4), we get the following expression for the case of practical interest, $|t| < 2\pi N/\omega_0$:

$$\tilde{I}(t) \propto \int dy \sin \left[ \frac{1}{2}(D_s - |y|)Bt \right] \sin \left[ \left( \frac{2\pi N}{\omega_0} - |t| \right) B \frac{y}{2} \right]$$

$$\times \left[ g(t, y) + \frac{1}{2}g(t - \tau, y) + \frac{1}{2}g(t + \tau, y) \right].$$

The three-peak structure of $\tilde{I}(t)$ described above stems from the three terms on the last line of Eq. (6.5). The width of each peak is exactly the coherence time $\tau_c$. The peaks are well separated at $\tau \gg \tau_c$ and their shape is nearly identical if $\tau_c$ is sufficiently small. The heights $\tilde{I}(0)$ and $\tilde{I}(\tau)$ of the peaks are determined by the first
and the second terms on the last line of Eq. (6.5), and so

\[
V = \frac{\theta(1 - \Delta) \int_0^1 z^{-1} \sin[F(1 - \Delta)z] \sin[F\Delta(1 - z)] \tilde{g}(z) dz}{F\Delta \int_0^1 z^{-1} \sin(Fz)(1 - z) \tilde{g}(z) dz},
\]

\[
F : \equiv \frac{\pi NAD_s}{\lambda_0}, \quad \tilde{g}(z) : \equiv g\left(0, \frac{zD}{M_1}\right), \quad \Delta : \equiv \frac{\delta l}{N\lambda_0}.
\]

(6.6)

To understand the implications of this formula consider first the case of an infinite diffraction grating, \(N \to \infty\). Here \(\Delta \to 0\), \(F \to \infty\) but the product \(F\Delta = \pi AD_s\delta l/\lambda_0^2\) remains finite. For the visibility we get

\[
V = \frac{|\sin(F\Delta)|}{F\Delta},
\]

(6.7)

so that function \(V(\delta l)\) has a periodic sequence of nodes at \(\delta l = n\lambda_0^2/(AD_s)\), where \(n = 1, 2, \ldots\), and does not depend on \(\xi\). Equation (6.7) is reminiscent of the Fraunhofer formula for diffraction through a slit of width \(D_s\).

In reality \(N\) is large but finite. In this case the dependence on \(\xi\) does show up. Thus, for \(M\xi \ll \lambda_0/AN\), where \(M = M_1M_2\), Eq. (6.18) reduces to

\[
V = \frac{1 - \Delta}{f\Delta} |\sin(f\Delta)|, \quad f = \frac{\pi NA}{\lambda_0}(M_2D - M\xi).
\]

(6.8)

To understand the origin of Eqs. (6.7) and (6.19) consider the signal at the center of the CCD image, at point \(x_0\). It is created by interference between all pairs of elementary input sources whose coordinates \(y_1 = y + \delta y\) and \(y_2 = y - \delta y\) differ by no more than \(\min\{M\xi, \lambda_0/AN\}\). What contributes to the image is the Fourier harmonic of such sources shifted by \(\delta \omega = By\) with respect to the central frequency \(\omega_0\), cf. Eq. (6.4). The spread of \(y\) across the pinhole results into the spread of \(|\delta \omega| \lesssim B(D_s - \delta y)\). If \(M\xi \ll \lambda_0/AN\), then \(D_s - \delta y = M_2D - M\xi\) plays the role of the effective pinhole diameter in this measurement. The resultant formula for visibility, Eq. (6.19), is therefore similar to the Fraunhofer formula for diffraction through a slit of this effective width.
We compared experimental $V(\delta l)$ with the above theory treating $\xi$ and $M_2$ as adjustable parameters. Instead of using the approximate Eq. (6.19), we evaluated Eq. (6.18) numerically. In agreement with Eq. (6.19) $V$ was found to be most sensitive to $\xi$ for $\Delta$ not too close to either zero or unity. It also happened that $\xi$ was of the same order of magnitude as $\lambda_0/ANM$, and so the conditions for its estimation were nearly optimal.

As seen in Fig. 6.2d,e, there is a good agreement between the theory and the experiment. The measured $V(T)$, Fig. 3c, and the calculated $V(\xi)$, Fig. 6.3d, allow us to obtain the coherence length $\xi(T)$. Fig. 6.3e shows that the coherence length increases sharply at $T$ below a few Kelvin. Intriguingly, the increase of $\xi$ is in concert with the MOES formation.

Naively, the interference pattern of an extended source of length $\xi$ washes out when $\xi \delta k \sim \pi$, where $\delta k$ is a spread of the momentum distribution. For $\xi \sim 3 \mu$m (Fig. 3e), this gives $\delta k \sim 10^4$ cm$^{-1}$, which is much smaller than the spread of the exciton momentum distribution in a classical exciton gas $\delta k_{cd} \sim \hbar^{-1}\sqrt{2mk_BT} \approx 3 \times 10^5$ cm$^{-1}$ at $T = 2$ K. In turn, this corresponds to a spread of the exciton energy distribution $\hbar^2\delta k^2/2m \sim 1$ µeV, which is much smaller than that for a classical exciton gas $\delta E_{cd} \sim k_BT \approx 200$ µeV at $T = 2$ K. It may also be interesting to estimate the exciton phase-breaking time $\tau_\phi = \xi^2/D_x$, where $D_x \sim 10$ cm$^2$/s [38] is the exciton diffusion coefficient. Using again $\xi = 3 \mu$m, we get $\tau_\phi$ of a few ns. In comparison, the inverse linewidth $\tau_c \approx 1$ ps.

Let us now discuss physical mechanisms that may limit $\xi$ and $\tau_\phi$. Since $\tau_{\text{rec}} \sim 40$ ns $\gg \tau_\phi$, the effect of exciton recombination on the phase-breaking time is negligible. Next, the excitons are highly mobile, as evidenced by their large diffusion length, ca. 30µm [50]; therefore, $\xi$ is not limited by disorder localization. The coherence length may also be limited by inelastic collisions of excitons with phonons and with each other. For the high exciton densities $n \sim 10^{10}$ cm$^{-2}$ in our experiments, the dominant ones are the latter [36]. Note also that spontaneous coherence
we report arises in a cold thermalized exciton gas (the lifetime $\tau_{\text{rec}}$ of the indirect excitons is much longer than their thermalization time to $T = 2 \text{ K}, \sim 1 \text{ ns} [12]$), and is therefore different from the laser-like coherence in nonequilibrium systems due to a macroscopic coherent optical field [52].

Theoretical calculation of $\xi$ due to exciton interactions is yet unavailable. It is expected however that inelastic processes should vanish at $T = 0$. Our findings call for developing a quantitative theory of phase-breaking processes in nonclassical exciton gases at low temperatures when the thermal de Broglie wavelength is comparable to the interparticle separation. In view of the exciting phenomena uncovered in both fermionic [4] and bosonic [5, 9, 22] systems at low temperatures, one can expect that rich physics may follow.

### 6.3 Spatial resolution effect

In this section we refine the model in previous section, and include the spatial resolution effect due to the limitation of collection optics in experiment.

Spatial coherence of a bosonic system is encoded in its one-body density matrix

$$\rho(r) = \langle \Psi^\dagger(r')\Psi(r' + r) \rangle,$$

(6.9)

where $\Psi^\dagger$ ($\Psi$) is the particle creation (annihilation) operator and the averaging is over both the quantum state and the position $r'$. In an isotropic system $\rho(r)$ depends on the absolute distance $r = |r|$ only. The density matrix decreases with $r$ as a result of scrambling the phases of the particles’ wavefunctions by scattering and thermal fluctuations. When this decrease is faster than $1/r^2$, we can define a characteristic decay length of $\rho(r)$ — the coherence length — by the relation

$$\xi_x = \left( \frac{\int_0^\infty \rho(r)rdr}{\int_0^\infty \rho(r)dr} \right) \left/ \left( \int_0^\infty \rho(r)dr \right) \right..$$

(6.10)
Coherence length $\xi_x$ provides a quantitative information about fundamental properties of the system of interest. For example, a rapid growth of $\xi_x$ is anticipated as the bosons are cooled down below the temperature of their quantum degeneracy. [64, 40] In addition, $\xi_x$ sheds light on interactions and disorder in the system.

Traditionally, real-space measurements of the optical coherence are done by two-slit (or two-point) interferometry. However, this method becomes inaccurate when $\xi_x$ is smaller than the spatial width of the regions from which the light is collected. This is the case in our experiment where $\xi_x$ does not exceed a few microns. However, our technique circumvents this limitation by using a single pinhole. It works well in the regime $\xi_x < D/M_1$, where $D$ is the pinhole diameter and $M_1$ is the image magnification factor. In other words, the smallest measurable $\xi_x$ is determined not by $D/M_1$ but by the finite spatial resolution of the optical system. In this part we show how this resolution can be taken into account.

In previous section we used an approximation of geometrical optics for describing the light collection in the apparatus. This is justified in the most interesting regime of low $T$ where $\xi_x$ is large. On the other hand, at the upper end of the temperature range shown in Fig. 6.3 the estimated coherence length $\xi_x$ was comparable to the diffraction-limited resolution of the optical system, e.g., the Abbe limit [1, 44]

$$\text{Ab} = \frac{\lambda_0}{2 \text{NA}}.$$  \hspace{1cm} (6.11)

Here $\text{NA} = \sin \alpha$ is the numerical aperture and $\lambda_0$ is the wavelength. In our experiment, $\text{NA} = \sin 16^\circ \approx 0.3$ and $\lambda_0 \approx 800 \text{ nm}$.

In this section we take diffraction into account and obtain refined estimates of $\xi_x$, which are shown in Fig. 6.4 by the triangles. The difference between previous and current estimates is insignificant for all but a few data points at the boundary of the experimental resolution. Therefore, the case for a rapid and strong onset of the spontaneous coherence of the exciton gas below the temperature of a few degrees K remains intact.
6.3.1 Relation between exciton and optical coherence lengths

It is well understood that the Abbe limit is not a “hard” limit but simply a characteristic measure of the optical resolution. In fact, another commonly used formulas due to Rayleigh [67, 8] differ from Eq. (6.11) by numerical factors. Roughly speaking, our theoretical model enables us to determine which numerical factor is appropriate for our method of measuring $\xi_x$. More precisely, our main result is as follows. Under certain assumptions, $\xi_x$ is related to the optical coherence length $\xi$ by

$$\xi = \sqrt{\xi^2 + \frac{1}{Q^2}}, \quad \frac{1}{Q} = \frac{\lambda_0}{2\pi NA}.$$  \hspace{1cm} (6.12)

Here, in analogy to Eq. (6.10), $\xi$ is defined by

$$\xi = \frac{1}{M} \left( \int_0^\infty g(0, R) RdR \right) / \left( \int_0^\infty g(0, R) dR \right),$$  \hspace{1cm} (6.13)

where

$$g(t, R) = \langle E(t' + t, R' + R) E(t', R') \rangle / \langle E^2(t', R') \rangle$$  \hspace{1cm} (6.14)

is the coherence function [8] of the PL signal $E(t, R)$ emitted by excitons and collected by the described system. In writing this formula we assumed, for convenience, that the second magnification ($M_2$) of the image occurs before the MZ interferometer, in which case $R$ and $R = |R|$ are, respectively, the two-dimensional and the radial coordinates in the plane of the fully magnified image.

Equation (6.12) is natural because an experimental measurement of any length is affected by the spatial resolution limit. However, Eq. (6.12) specifically indicates that for $\xi_x$ measured using the setup depicted in Fig. 6.4a, the Abbe limit must be divided by $\pi$. This makes its effect quantitatively smaller than one would naively think.

In addition to the limitation from below, $\xi_x \gtrsim 1/Q$, the accuracy of the present method is restricted from above. When the coherence length exceeds the size of the
studied region of the sample $D/M_1$, the dependence of $V$ on $\xi_x$ should saturate, see the inset of Fig. 6.5. This may become important at low enough temperatures. The two limitations are indicated by the dashed lines in Fig. 6.4.

### 6.3.2 Geometrical optics approach

In order to construct the model of the described above measurement scheme, we need to know the functional form of $\rho(r)$. Unfortunately, at present there is no comprehensive theoretical framework that provides that. This is because $\rho(r)$ is affected by many factors, including thermal broadening and a variety of scattering mechanisms. On the other hand, the present state of experiment [81] does not allow us to extract reliably anything more than a characteristic decay length of function $\rho(r)$. Therefore, we take a phenomenological approach and consider two simple approximations for $\rho(r)$. The first one, used in Ref. [81], is an exponential

$$\rho(r) = \rho(0) \exp\left(-\frac{r}{\xi_x}\right). \tag{6.15}$$

This ansatz should be reasonable over at least some range of $r$ determined by the interplay of the disorder-limited mean-free path ($\sim 1 \mu m$ in high-mobility GaAs structures), thermal wavelength $\lambda_{\text{dB}} \sim 0.1 \mu m$, and possibly, some others. Most importantly, Eq. (6.15) provides a convenient starting point because it contains a single characteristic length $\xi_x$. Later in Sec. 6.3.3 we will also consider a Gaussian form,

$$\rho(r) = \rho(0) \exp\left(-\frac{r^2}{\pi \xi_x^2}\right), \tag{6.16}$$

for comparison.

The crucial point is the relation between $\rho(r)$ and $g(R)$. (Here and below we drop $t$ in the argument of $g$ because the time-dependence is not relevant for the calculation.) If the experimental apparatus can be described by geometrical optics, then the only difference between the two functions is the linear magnification $M$ and
rescaling by a constant factor. In this case, Eq. (6.15) entails

\[ g(R) = g(0) \exp \left( -\frac{R}{M \xi} \right). \] (6.17)

In turn, Eq. (6.13) gives \( \xi = \xi_x \), as expected. Until the very end of this section we will use these two lengths interchangeably.

We have shown previously [81] that the interference visibility contrast \( V \) is related to \( g \) as follows:

\[ V = \theta(1 - \Delta)V_0, \]

\[
V_0 = \frac{1}{F \Delta} \int_0^1 \frac{dz}{z} \sin[F(1 - \Delta)z] \sin[F(1 - z)]g(zD_s) \sin(Fz)(1 - z)g(zD_s) ,
\]

\[ F = \pi \frac{AND_s}{\lambda_0}, \quad D_s = M_2 D, \quad \Delta = \frac{\delta l}{N\lambda_0}, \] (6.18)

where \( \theta(z) \) is the step-function, \( A \) is the linear dispersion of the spectrometer, and \( N \) is the number of grooves in the diffraction grating. (\( A = 1.55 \text{ nm/mm} \) and \( N = 1.5 \times 10^4 \) in Ref. [81].)

For \( g(r) \) given by Eq. (6.17) it is straightforward to compute the integrals in Eq. (6.18); however, in general it has to be done numerically. For short coherence lengths, \( \xi \ll \lambda_0/ANM, D_s/M \), one can also derive the analytical formula [81]

\[ V \simeq \left( 1 - \frac{\delta l}{N\lambda_0} \right) \left| \frac{\sin \pi X}{\pi X} \right| , \] (6.19)

where

\[ X = \frac{\delta l}{\delta l_0} \left( 1 - \frac{M}{D_s} \xi \right), \quad \delta l_0 = \frac{\lambda_0^2}{AD_s}. \] (6.20)

This equation can be obtained by expanding the sin-factors in the integrals to the order \( \mathcal{O}(z) \) and extending their integration limits to infinity.
At $\delta l = \delta l_0$ and for small enough $\xi$, Eq. (6.19) yields

$$V(\delta l_0, \xi) \simeq \left(1 - \frac{\lambda_0}{AND_s}\right) \frac{M}{D_s} \xi.$$  (6.21)

Thus, as such $\delta l$ the visibility contrast $V$ vanishes unless $\xi$ is nonzero. Working with $\delta l \approx \delta l_0$ ensures the highest sensitivity to $\xi$. In our experiment, [81] we extracted $\xi$ at $\delta l = 4.2$ mm, which is close but not exactly equal to $\delta l_0 = 5.2$ mm. Therefore, we computed $V$ using the full formula (6.18). The results are shown by the dashed line in Fig. 6.5. We fitted this theoretical curve $V(\xi)$ to the experimentally measured $V(T)$ (Fig. 6.3c) using $\xi = \xi(T)$ as an adjustable parameter. In this manner we obtain the graph shown by the squares in the main panel of Fig. 6.4. We see that the exciton coherence length exhibits a dramatic enhancement at $T < 4$ K. On the other hand, at $T \sim 4$ K this approach gives $\xi_x = \xi \sim \lambda_0$. One can anticipate that the geometrical optics becomes inaccurate at such small $\xi$, so that $\xi$ and $\xi_x$ are in fact different. This question is studied in the next section.

### 6.3.3 Diffraction effects

The conventional theory [8] of the image formation in optical instruments laid down by Abbe [1] in 1873 predicts that a point source imaged by a lens with a magnification $M$ creates the diffraction spot

$$E(R) \propto \int_{k<Q} \frac{d^2k}{(2\pi)^2} e^{ikR/M} = \frac{2MQ}{R} J_1 \left(\frac{QR}{M}\right),$$  (6.22)

in the image plane. Here $R$ is the radial distance, $Q$ is given by Eq. (6.12), and $J_1(z)$ is the Bessel function. The field distribution (6.22) is known as the Airy diffraction pattern. [3] The physical meaning of $Q$ is the largest tangential wavenumber admitted by the lens. Accordingly, the diffraction can be alternatively viewed as a low-pass filtering of the incoming light by the lens. [44]
The Airy pattern plays the role of the response function of the lens. Its finite spread in \( R \) imposes the limit on the achievable optical resolution \( \sim Q^{-1} \) and is the source of the difference between the optical and the actual exciton coherence lengths, see Eq. (6.12). Indeed, because of the diffraction, the coherence function \( g(R) \) is not just a rescaled copy of \( \rho(R/M) \) but its convolution with the Airy pattern. Using tilde to denote the 2D Fourier transform, we can express this fact as follows:

\[
\tilde{g}(k) \propto \theta(Q - Mk)\tilde{\rho}(Mk).
\]  

(6.23)

Note that \( \tilde{\rho}(k) \) has the physical meaning of the momentum distribution function for excitons. Computing \( \tilde{\rho}(k) \) from Eq. (6.15), we get

\[
\tilde{g}(k) = \text{const} \times \frac{\theta(Q - Mk)}{(1 + M^2\xi_x^2k^2)^{3/2}}.
\]  

(6.24)

The constant prefactor in this formula has no effect on \( V \). It is convenient to choose it to be \( 2\pi M^2\xi_x^2 \), so that

\[
g(R) = M^2\xi_x^2 \int_0^{Q/M} J_0(kR)kdk \frac{1}{(1 + M^2\xi_x^2k^2)^{3/2}}.
\]  

(6.25)

In this case in the limit \( Q \rightarrow \infty \), we recover Eq. (6.17) with \( g(0) = 1 \). On the other hand, for finite \( Q \), we have

\[
g(0) = 1 - \frac{1}{\sqrt{1 + Q^2\xi_x^2}}.
\]  

(6.26)

Additionally, at large \( R \), function \( g(R) \) acquires the behavior characteristic of the Airy pattern (6.22): quasiperiodic oscillations with the envelope decaying as \( R^{-3/2} \), see Fig. 6.6. Finally, computing the optical coherence length \( \xi \) according to Eq. (6.13) we get Eq. (6.12).

The refined theoretical dependence of \( V \) on \( \xi_x \) can now be obtained by substituting Eq. (6.25) into Eq. (6.18). As before, for small \( \xi_x \) analytical formulas (6.19)–(6.21)
suffice, with $\xi$ defined by Eq. (6.12). When this $\xi$ becomes comparable to $D_s/M$, numerical evaluation of Eqs. (6.18) and (6.25) is necessary. The representative results are shown by the solid line in Fig. 6.5. For comparison, two other curves are included. The dashed line is the geometrical optics approximation, $\xi = \xi_x$ of Subsec. 6.3.2. The dotted line is the result of correcting the latter according to Eq. (6.12) and using $Q$ appropriate for our experiment. As one can see, at small $\xi_x$, the effect of the diffraction-limited resolution of the optical system is indeed accounted for by Eq. (6.12). At large $\xi_x$, the correction becomes small and all the curves are very close to each other.

It is instructive to examine how our conclusions so far depend on the model assumption (6.15) about function $\rho(r)$. To this end we consider next the Gaussian ansatz (6.16), which is similar to Maxwell-Boltzmann distribution except the coefficient in the exponential factor is adjusted to satisfy Eq. (6.10). Let us compute the corresponding $\xi$. Using Eq. (6.23), we can rewrite Eq. (6.13) as

$$\xi = \tilde{\rho}(0) / \left( \int_0^Q dk \tilde{\rho}(k) \right).$$

Substituting here

$$\tilde{\rho}(k) = \tilde{\rho}(0) \exp \left( -\frac{\pi}{4} k^2 \xi_x^2 \right),$$

which follows from Eq. (6.16), we get

$$\xi = \frac{\xi_x}{\text{erf} \left( \frac{\sqrt{\pi}/2}{Q\xi_x} \right)},$$

where erf ($z$) is the error function. This formula replaces Eq. (6.12). Interestingly, it implies that for the same $\xi_x$ and $Q$, the effect of the finite resolution in the case of a Gaussian decay is always smaller than for the exponential one. The direct numerical evaluation of Eq. (6.18) with the Gaussian profile (6.16) confirms this expectation, see Fig. 6.7. Thus, we again conclude that the diffraction correction is important for $\xi \lesssim \lambda_0$, but it is very small in the most interesting region $\xi > \lambda_0$. 
Notice that function $V(\xi_x)$ increases somewhat faster with $\xi_x$ for the Gaussian case compared to the exponential one, cf. Figs. 6.5 vs. 6.7. Therefore, had we adopted the Gaussian ansatz (6.16), the deduced values of $\xi_x(T)$ would have been somewhat smaller than those plotted in Fig. 6.4. This is to be expected: if the exact functional form of $\rho(r)$ is unknown, its characteristic decay length can be determined only up to a numerical coefficient of the order of unity.

6.3.4 Discussion

The main purpose of the present work is refinement of the optical method for determining the exciton coherence length $\xi_x$. Unlike previously proposed schemes, [41, 90] which involve angle-resolved photoluminescence, our technique is based on real-space interferometry.

We showed that in order to obtain an accurate estimate of $\xi_x$, the optical coherence length $\xi$ of the exciton emission should be corrected because of the diffraction-limited spatial resolution of the experimental apparatus. However the correction is insignificant as long as $\xi_x$ is larger than about one wavelength and the numerical aperture NA of the experimental setup is not too small. The correction does grow as NA decreases, and so reduced NA should be avoided.

It is well known [1, 44, 8] that limitation of the spatial resolution due to diffraction is equivalent to that due to restriction on tangential wavenumbers $k$ admitted by the lens collecting the signal. This $k$-filtering effect has been considered in Ref. [59] in application to the measurements of the exciton coherence length. For the collection angle $\alpha = 16^\circ$ in our experiments, [81] the results presented in Fig. 3c of Ref. [59] give the correlation length due to the $k$-filtering effect $\xi_\gamma \approx 1 \mu m$. (This length plays the role similar to that of $Q^{-1} = 0.42 \mu m$ in our formalism.) For the considered $\rho(r)$ this correction enters either through the quadratic sum, Eq. (6.12), or the error function, Eq. (6.29). As a result, the estimation of the $k$-filtering effect per Ref. [59]
gives only a small (∼10%) correction, e.g., $\xi - \sqrt{\xi^2 - \xi^2_\gamma}$ to the optical coherence length $\xi$ measured in Ref. [81] at low $T$. Therefore, it cannot explain the observed large enhancement of the coherence length at $T < 4$ K. Our calculations indicate that the correction is even smaller.

The discussion of physics that is responsible for the observed rapid change in $\xi$ at low temperatures is however beyond the scope of this thesis. As a final word, we would like to offer only the following minimal remarks on this matter.

The density matrix $\rho(r)$, from which $\xi$ is defined through Eq. (6.10), is influenced by a number of factors, including Bose statistics, interactions, and scattering. The effect of the first two has been studied extensively, albeit for simplified models of interaction. According to present understanding, [64, 40] the long-distance behavior of function $\rho(r)$ is qualitatively different above and below the Berezinskii-Kosterlitz-Thouless (BKT) transition temperature $T_{\text{BKT}}$. At $T \gg T_{\text{BKT}}$, where $\tilde{\rho}(k)$ obeys the classical Boltzmann statistics, $\rho(r)$ decays as a Gaussian, Eq. (6.16), with the coherence length

$$\xi_x = \frac{\lambda_{\text{dB}}}{\pi}.$$  \hspace{1cm} (6.30)

[Our estimates of $\xi_x$ at $T < 4$ K exceed $\lambda_{\text{dB}}/\pi$ by an order of magnitude, suggesting that Eq. (6.30) does not apply at such temperatures.] At $T < T_{\text{BKT}}$, the eventual asymptotic decay of the density matrix becomes algebraic, $\rho(r) \propto r^{-\nu}$ with a temperature-dependent exponent $\nu(T)$. The behavior of $\rho(r)$ at intermediate temperatures and/or distances is more complicated. In general, it can be computed only numerically, e.g., by quantum Monte-Carlo method. [40]

Some of the other mechanisms of limiting the coherence length $\xi_x$, such as exciton recombination and exciton-phonon scattering are too weak to significantly affect the large magnitude of observed $\xi_x$ at low temperatures. [81] However, scattering by impurities and defects should be seriously considered. It can substantially modify the functional form of $\rho(r)$ compared to the disorder-free case. Indeed, weak disorder typically leads to an exponential decay of the correlation functions on the scale of
the mean-free path, which in fact inspired our ansatz (6.15). As temperature goes
down, the strength of the disorder decreases because excitons can screen it more
efficiently. [11, 60, 37] This should increase both the mean-free path and the exciton
coherence length.

The comprehensive theoretical calculation of the exciton coherence length that
would take into account all relevant thermal, interaction, and disorder screening
effects is yet unavailable.

6.4 Another way to measure spatial coherence

Another way of measuring spatial coherence is to use two pinholes instead of one.
Fig. 6.8a shows the experimental setup. In each arm of the MZ interferometer, there
is a pinhole \( D = 10\mu m \) to select PL from one spot of the sample. The two spots
separate by distance \( \delta x \) on the sample. The magnification factor from sample to
pinhole is \( M_1 = 5 \). So the size of pinhole on the sample is \( D/M_1 = 2\mu m \) (Fig. 6.8c).

We use the same sample and the same He-Ne laser in this experiment. The laser
were patterned into a laser excitation ring with a diameter of 30 \( \mu m \) and a ring
thickness following a Gaussian profile of FWHM = 10 \( \mu m \) using a shadow mask.
This ring shape excitation creates an optical trap for exciton [32]. The pinholes
selected PL from exciton cloud in the center of this optical trap . We still use the
same spectrometer with the same grating and CCD to collect signal. We observed
the similar interference fringe as in single pinhole experiment. Fig. 6.8b shows the
interference contrast versus \( \delta x \) for different temperatures, \( T = 1.6K \) (black) and
\( T = 8K \) (red).

Let us proceed to data processing. The photon can be written as \( E(r, t) \). After
MZ interferometer, the photon from both arms will be \( E(r1, t1) + E(r2, t2) \), here path
length difference between the two arms in MZ interferometer is the same as previous
experiment \( \delta l = 4.2mm \), so \( t1 - t2 = 14ps \), and \( r1 - r2 = \delta x \). The interference
contrast will be just \( < E(r + \delta x, t + 14ps)E(r, t) > / < E^2(r, t) >= g(14ps, \delta x) \).

From the ansatz \( g(t, r) = g(t, 0) \exp(-r/\xi) \), the contrast is just \( g(14ps, 0) \exp(-r/\xi) \).

Thus contrast of the interference fringe is spatial coherence function. From Fig. 6.8b, we can directly get exciton spatial coherence length \( \xi \).

From data in 8K, we get \( \xi = 1.5\mu m \). This is indeed just out spatial resolution.

The objective we used has a N.A. = 0.28. The PL wavelength is around 800nm, so \( R = 0.61 \times \lambda/N.A. = 1.75\mu m \). This is also proved our system is well aligned. Because if pinholes are not in the same image plane as the sample, the coherence length we measured \( \xi \) will be longer.

In low temperature, \( T = 1.6K \), we can see the coherence length increased, \( \xi = 3\mu m \), same as one-pinhole measurement. The exciton density in the center of optical trap is around \( 10^{10}cm^{-2} \), similar as the density of exciton in center of MOES. So the results from two different ways of measurement agree with each other.

But two-pinhole way is greatly limited by the spatial resolution of objective, so it is not accurate for small \( \xi \), while the maximum spatial coherence measured in one-pinhole experiment is limited by the size of pinhole. So one-pinhole measurement is good when coherence length is small, while two-pinhole measurement is good when coherence length is large.

Also, we can confirm the one pinhole results from fig. 6.8b. When \( \delta x = 0 \), the setup becomes one-pinhole experiment. There is a small drop off in interference contrast from low temperature to high temperature. This is in agreement with results in Fig. 6.2d.
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Figure 6.3: (a) Variations of the indirect exciton PL intensity along the external ring at $T = 2.2, 3.8,$ and $9.1$ K. (b) Interference profiles at $T = 2.2, 3.8,$ and $9.1$ K for $D = 50 \mu m$ and $\delta l = 4.2$ mm. (c) Visibility of the interference fringes vs $T$. (d) Calculated visibility as a function of the coherence length for $M_2 = 1.7$. (e) The exciton coherence length (squares) and contrast of the spatial intensity modulation along the ring (circles) vs $T$. The shaded area is beyond experimental accuracy. $V_g = 1.24 V$, $P_{ex} = 0.7$ mW for all the data; $D = 50 \mu m$, and $\delta l = 4.2$ mm for the data in (b)-(e). [81]
Figure 6.4: Main panel: $\xi_x$ deduced from the fits of $V(T)$ to the theoretical curves in Fig. 6.5. The triangles (squares) are the estimates with (without) taking into account the spatial resolution of the experimental setup. The dashed lines indicate boundaries of experimental accuracy. Inset: previous estimates of the coherence length. [26]
Figure 6.5: Visibility of the interference fringes vs. $\xi_x$ for parameters $\delta l = 4.2$ mm, $D = 50$ $\mu$m, $M_1 = 5$, $M_2 = 1.6$, $Q^{-1} = 0.42$ $\mu$m. The solid line is the current theory; the dashed line is from Ref. [81]; the dotted line is obtained from the dashed one by the replacement $\xi_x \to \sqrt{\xi_x^2 + Q^{-2}}$. The inset shows function $V(\xi_x)$ over a larger range of $\xi_x$, with the dashed line indicating the asymptotic value $V(\xi_x = \infty)$. [26]
Figure 6.6: Optical coherence function $g = g(R)$. The solid line is computed for the following set of parameters: $\xi_x = 1.5 \mu m$, $M = 8$, $Q^{-1} = 0.42 \mu m$, and $D_s = 80 \mu m$. The dashed line is for geometrical optics, $Q^{-1} = 0$. [26]
Figure 6.7: Visibility of the interference fringes $vs. \xi_x$ for the Gaussian coherence function (6.16) and the parameters of Fig. 6.5. The thick solid line includes the diffraction correction; the dashed line is for the geometrical optics; the dotted line is obtained from the dashed one by the replacement of $\xi_x$ by $\xi$ according to Eq. (6.29). The thin solid line is $V(\xi_x)$ for the exponential ansatz, replotted from Fig. 6.5 to facilitate the comparison. [26]
Figure 6.8: (a) scheme of MZ interferometer with a pinhole in each arm and with spatial and spectral resolution. (b) Visibility of the interference fringes vs $\delta x$ for two temperatures: 1.6K (black) and 8K (red). (c) scheme of the relative pinhole position.
Chapter 7

Summary and Future Work

7.1 Summary

In this thesis, we presented the optical studies of indirect exciton in coupled quantum wells. Several features of PL patterns have been studied, including inner exciton rings, the external exciton rings, the localized bright spots (LBS). We performed the first time-resolved and spatial resolved kinetics measurements for the pattern formation. Simulation based on in-plane charge separation model gave good agreement with experiment. Diffusion constant of electrons and holes are obtained from the simulation fit.

Indirect exciton has long lifetime, fast cooling speed, so it can be cooled to low temperature. The exciton temperature we realized in experiment is below de Broglie temperature when exciton gas becomes quantum. At this temperature, we observed the macroscopically ordered exciton state (MOES) in external ring. This MOES state is a low temperature state, the transition temperature is near de Broglie temperature. By measuring the energy and density profile along the external ring, we determined interaction between excitons in this system is repulsion, so attraction cannot be the origin of this state. Commensurability was observed in this density wave. When
there is integer number of wavelength between two LBS, the density wave is stable. The model based on stimulated scattering agrees with experimental results.

Spatial coherence was measured by two different ways in this cold exciton gas. A strong enhancement of the exciton coherence length was observed at temperatures below a few Kelvin. The increase of the coherence length is correlated with the macroscopic spatial ordering of excitons. The coherence length at the lowest temperature corresponds to a very narrow spread of the exciton momentum distribution, much smaller than that for a classical exciton gas.

7.2 Future work

There are several interesting questions need to be answered in those fields.

For pattern formation: one question is what the pattern will look like in magnetic field. Magnetic field will have several influence in pattern formation. When magnetic field is applied in z direction, exciton effective mass increases. A simple picture to look at this: exciton moves in B field, electron and hole are moving in cyclotron motion in opposite direction, so extra energy is used to pull electron and hole apart, so the mass increase. Therefore exciton tends to be localized in B field. External ring is made by transportation of both electrons and holes. In B field, both electron and hole will do cyclotron motion and localized. So the density of excitons in external ring will reduce.\[17\] All those effects should influence the formation of external ring and MOES state.

Another interesting program will be: pattern formation in a 1D trap. External ring is like a 1D tube, when excitons are in a 1D trap, pattern may form in exciton gas.

Further study in coherence:

In dilution fridge, the lattice temperature can go below 90mK, for exciton lifetime around 100ns, exciton cloud can be cooled down to 100mK, this is much lower than
critical temperature of BEC, majority of excitons should condense into the lowest state. So the time coherence and spatial coherence could be high. Also it will be interesting to study the change of linewidth at that condition.

Other ways of measuring coherence can be used. For example, we can image at the Fourier plane of objective. In this plane, spatial position corresponds to angular momentum, thus in-plane momentum of excitons. Speckles are expected in strong coherence case [48]. A theory [86] predicts spin-dependent circulation in trapped exciton gas and instability in an exciton condensate in favor of vortex formation. If vortex exists in the system, it may be observed in this momentum plane [45]. Also, transition from superfluidity to localized state can be observed in this plane. Finding Fourier plane is not hard in experiment. Because the back plane of the objective is just its Fourier plane.

There are others ways to probe spatial coherence. A modified Michelson interferometer was used in [39]. In one part of interferometer, a set of mirrors flips the image. After signals from both path overlap, interference fringes will show up if the spatial coherence is long enough.

In [24], two slits tilted an angle with each other are used as variable distance double pinholes. Interference fringes will be observed in far field if there is spatial coherence.

Magnetic field also changes condensation and coherence. There are several effects. The magnetic field increases the in-plane exciton mass $M_X$ and, therefore, reduces the quantum degeneracy of the 2D exciton gas and $T_c$ which are both $\propto 1/M_X$. On the other hand, magnetic field lifts off the spin degeneracy, $g$, resulting in an increase of the quantum degeneracy and of the exciton condensation critical temperature $T_c$ which are both $\propto 1/g$. Another factor is: magnetic field makes a coupling between the exciton center of mass motion and internal structure. The electron hole attraction will force exciton stay in low momentum state, which is a benefit to generate condensation. The increasing of binding energy and reduction of radius will also
help condensation [17]. In AlAs/GaAs CQWs with d=3.5 nm, change of mass is not significant due to small separation d, the life of spin degeneracy plays the most important role, so with magnetic field, the quantum degeneracy improved [10, 11]. In GaAs/AlGaAs sample with d= 11.5 nm, change of mass is significant due to large separation d, magnetic field reduces the quantum degeneracy [12]. Coherence measurement has not been done in those conditions yet. Experiments of coherence should give us some insights.
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