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Paleointensity From Subaerial Basaltic Glasses From the Second Hawaii Scientific Drilling Project (HSDP2) Core and Implications for Possible Bias in Data From Lava Flow Interiors

S. Cai1,2, L. Tauxe1, and G. Cromwell1
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Abstract In this study, we collected samples from subaerial basaltic glassy margins from the second Hawaii Scientific Drilling Project (HSDP2) core. We employed the rigorous "IZZI" method during the paleointensity experiment combined with the stringent "CCRIT" criteria for data selection to obtain 21 robust paleointensity estimates recorded by glassy margins from 20 lava flows. We compared our new results to published paleointensities from the interiors of the lava flows from HSDP2 and found that our data are systematically lower than those from the interiors of the same lava flows. The reasons for the discrepancy in intensity are still unclear, but one possibility that could not be absolutely excluded is the effect of cooling rate on the more slowly cooled lava flow interiors. Although our new data from the glassy margins are lower than those from the lava flow interiors, they are still overall higher than the expected field of the study site calculated from a geocentric axial dipole model with an average ancient field of 42 ZAm², either because of a long-term local anomaly of the field in Hawaii or an insufficient age distribution of our new data (e.g., missing the time period with low field intensities).

1. Introduction

The geomagnetic field is thought to span at least ~3.5 Ga (Biggin et al., 2011; Tarduno et al., 2007; Usui et al., 2009) and varies on time scales from tens to millions of years. In order to understand the evolution of the (absolute) intensity of the field during the geological time before the Holocene, the paleomagnetic community relies primarily on experimental results from volcanic materials. Many published paleointensity data are stored in the online MagIC database (http://earthref.org/MagIC) and can be used to decipher the history of the geomagnetic field. However, these published data are very complicated with uneven and hard to assess accuracy because of the plethora of experimental techniques and data selection criteria used.

An example of the consequences of the difficulty to filter accurate from inaccurate data is the issue of the geocentric axial dipole (GAD) model of the field. If the time-averaged geomagnetic field is well approximated by a GAD model (as strongly suggested by directional data, for example, Opdyke & Henry, 1969), then the paleointensity of the field should follow the relation of \((1 + 3 \cos^2 \theta_m)^{1/2}\) (where \(\theta_m\) is colatitude), which is twice as strong at the poles than at the equator. However, the time-averaged field calculated from published paleointensity data from either the past 0.78 Ma (Figure 1) or 5 Ma (Cromwell, Tauxe, & Halldórsson, 2015; Lawrence et al., 2009) is poorly fit by a GAD model, with the paleointensities at midlatitudes similar to those at the poles.

The cause of the discrepancy between the observations of field intensities and the theoretical predictions made from a GAD model remains unclear. Several possibilities are as follows: (1) the average dipole moment fluctuates through time with several authors suggesting that the more recent average moment was higher than the preceding times (e.g., Selkin & Tauxe, 2000; Ziegler et al., 2011) and mixing data from different field states would result in apparent non-GAD behavior; (2) the high latitude results could be suppressed by the so-called tangent cylinder related to the Earth's inner core (as discussed in Lawrence et al., 2009); or (3) one or more data sets could suffer from a potential bias in field strength estimates derived from nonideal behavior (e.g., Wang, Kent, & Rochette, 2015). Support for the latter hypothesis can be found in, for example, Cromwell et al. (2013), who found that intensities derived from nonlinear Arai plots, which show the
2. Sample Collection

The second Hawaii Scientific Drilling Project drilled a sequence of lava flows near Hilo on the Island of Hawaii (19°42′46″N, 155°3′15″W). More than 3,098 m of core were recovered, the upper 1,090 m of which is composed of subaerially erupted lavas; lava flows deeper than 1,090 m below land surface (bfs) were erupted in a submarine environment (Garcia et al., 2007) whose paleointensity was previously studied by Tauxe and Love (2003). The subaerial section is further subdivided between lava flows originating from Mauna Kea volcano (~255 to 1,090 m bfs) and Mauna Loa volcano (10 to ~255 m bfs). Cores from HSDP2 are stored at the American Natural History Museum storage facility in New York City, New York, USA. Following the successful approach of Cromwell et al. (2015), we sampled rapidly cooled flow tops from each subaerial lava flow, preferentially selecting glassy volcanic material whenever possible. We also sampled lava flow bottoms where glassy material was present, or where the underlying flow had a baked contact (indicating that the underlying flow underwent substantial reheating and remagnetization). All (unoriented) subsamples were carefully removed with a hammer and chisel. Samples collected from flow tops are indicated with an “a” identifier, and samples from flow bottoms are marked with “b”. Each flow margin is treated as a “site” using the definition that sites are collections of samples for which the parameter of interest is expected to be the same.

3. Paleointensity Methods

A total of 78 glassy margins from 73 lava flows were processed for the paleointensity experiment. Basaltic glassy samples were crushed into small fragments, and the cleanest, most glassy pieces were selected. Each piece was prepared as a specimen by fixing it in a glass vial (12 mm in diameter) with glass microfiber filters and potassium silicate glue. Three to 18 specimens were prepared from each margin, and 546 specimens were measured in total. We adopted the “IZZI” protocol (Tauxe & Staudegil, 2004; Yu, Tauxe, & Genevey, 2004) for the paleointensity experiment. This experimental protocol is as follows: specimens are heated to a certain temperature and cooled down to room temperature in zero laboratory field (zero-field step), and then reheated to the same temperature but cooled down in an applied laboratory field (in-field step). We switch the sequence of zero-field and in-field steps every temperature step until specimens are totally demagnetized. Partial thermal remanent magnetization (pTRM) checks for alteration were inserted every other temperature step (Coe, Grommé, & Mankinen, 1978). Specimens were heated in the laboratory-built paleointensity oven in the magnetically shielded room at the paleomagnetism laboratory of the Scripps Institution of Oceanography (SIO), University of California, San Diego, USA. The ovens are fixed with a fan for rapid cooling; the cooling time in the ovens from ~600°C to room temperature is about 30 min. The residual field of the oven was monitored before zero-field steps, which was always less than 10 nT. The temperature intervals during the paleointensity experiment vary from 100°C to 10°C until specimens were totally demagnetized. A laboratory field of either 20 μT or 50 μT was applied along –Z axis of the
specimens with a precision of 0.1 μT for the in-field step and was monitored continuously during the experiment. Specimens were measured on a 2G cryogenic magnetometer after each heating step. The rigorous techniques employed in this study assist in excluding potential biases during the paleointensity experiments and promote acquisition of high-quality results. Cromwell et al. (2015) used this protocol to reproduce the historical field values from Hawaii with high precision and accuracy.

4. Results

We used the “Thellier Auto Interpreter” function, which is included in the Thellier GUI software (Shaar & Tauxe, 2013) as part of the PmagPy software package (Tauxe et al., 2016), to analyze our data. We employed the stringent selection criteria put forward by Cromwell et al. (2015) and named “CCRIT” by Tauxe et al. (2016), for the purpose of achieving robust paleointensities. The selection criteria are listed in Table 1. Detailed descriptions of these criteria can be found in Shaar and Tauxe (2013) and Paterson et al. (2014, and references therein), but we briefly define them here. $\beta$ is the standard deviation of the slope of selected data points normalized by the absolute value of the slope. DANG is the deviation angle between the best fit line and the line determined by the center of mass of the data points and the origin. MAD is the maximum angular deviation representing the scatter of selected natural remanent magnetization (NRM) about the (unanchored) best fit line. FRAC is the fraction of remanence calculated by the ratio of the vector difference sum (VDS) of the selected NRM segment to the VDS of the entire NRM. SCAT is a Boolean dependent on $\beta$ and defines the allowed degree of scatter of the selected data points (including pTRM checks). $|k|$ is the absolute value of curvature of the data points used for determining the best fit line. Larger $|k|$ values usually indicate that the specimen is more prone to be affected by multidomain (MD) particles, thermal alteration, or multiple components. Gap Max is the maximum length of the vector differences between adjacent chosen temperature steps normalized by the VDS of the chosen NRM segment. $N_{\min}$ is the minimum number of accepted specimens to calculate the site-mean intensity. $\sigma$ is the one-sigma standard deviation of site-mean intensity. $N_{\min}$ and $\sigma$ are statistics for site means, while the others are all for specimens.

In total, 100 out of 546 specimens from 21 glassy margins (sites) of 20 lava flows passed the “CCRIT” selection criteria. At most one glassy margin passed the selection criteria, except for lava flow 2, where both top (h2a) and bottom (h2b) glassy margins passed our criteria.

Representative Arai plots of specimens passing and failing the selection criteria are shown in Figure 2. Successful specimens generally show common characteristics, with straight lines on the Arai plots and a single directional component going to the origin on Zijderveld orthogonal projections (Zijderveld, 1967) (Figures 2a and 2b). However, specimens that fail the criteria have various behaviors, such as multiple components (Figures 2c and 2f), or curved and/or zigzagged Arai plots (Figures 2d and 2e). The orthogonal projection plots of Figures 2c and 2f both show multiple components; the Arai plot of the former is nearly linear, indicating the two components recorded similar paleointensity values, while the Arai plot of the latter shows disparate slopes, with multiple possible intensity interpretations. Figures 2d and 2e both show “zigzag” behavior in the Arai plots, which is usually explained as the influence of pTRM tails (Yu et al., 2004), often ascribed to more complexly magnetized remanent states such as vortex state (VS) or multidomain (MD) magnetic grain sizes. But Figure 2e is more curved than Figure 2d, which is probably because the specimen in Figure 2e has a larger content of larger particles. All four rejected specimens mentioned above failed at least one of the statistics in “CCRIT” criteria. All the accepted sample (site) results are listed in Table 2, while those on specimen level are listed in Table S1 in the supporting information.

| Table 1 Statistical Threshold Values of CCRIT |
|----------|------|------|------|------|------|------|------|
| $\beta$  | DANG | MAD  | FRAC | SCAT | $|k|$ | Gap Max | $N_{\min}$ | $\sigma/% or \sigma$ |
| ≤0.1     | ≤10° | ≤5°  | ≥0.78| Pass | ≤0.164| ≤0.6     | 3           | ≤10% or 4 μT |

Note. Please find the description of each parameter in the text.
Figure 2. Arai plots of representative (a and b) accepted and (c–f) rejected specimens. The inserts are the associated orthogonal projections. The numbers on the Arai plots are temperature steps in centigrade (°C). The plots were made with the Thellier GUI (Shaar & Tauxe, 2013). For detailed description of these plots, please see the reference.
Table 2

<table>
<thead>
<tr>
<th>Sites</th>
<th>Age/ka</th>
<th>Nₐ</th>
<th>(B/\mu T)</th>
<th>(\sigma_B/\mu T)</th>
<th>(\sigma_B/%)</th>
<th>VADM/ZAm²</th>
<th>(\sigma_{\text{VADM}}/ZAm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>h2a</td>
<td>8.5</td>
<td>4</td>
<td>59.10</td>
<td>2.13</td>
<td>3.61</td>
<td>131.86</td>
<td>4.75</td>
</tr>
<tr>
<td>h2b</td>
<td>8.5</td>
<td>3</td>
<td>34.32</td>
<td>2.02</td>
<td>5.87</td>
<td>76.57</td>
<td>4.51</td>
</tr>
<tr>
<td>h6a</td>
<td>30</td>
<td>6</td>
<td>30.48</td>
<td>1.30</td>
<td>4.27</td>
<td>68.01</td>
<td>2.90</td>
</tr>
<tr>
<td>h7a</td>
<td>35.4</td>
<td>4</td>
<td>38.32</td>
<td>2.76</td>
<td>7.20</td>
<td>85.50</td>
<td>6.16</td>
</tr>
<tr>
<td>h8a</td>
<td>39.4</td>
<td>7</td>
<td>31.01</td>
<td>0.05</td>
<td>0.15</td>
<td>69.19</td>
<td>0.11</td>
</tr>
<tr>
<td>h157b</td>
<td>399.65</td>
<td>6</td>
<td>34.73</td>
<td>3.89</td>
<td>11.2</td>
<td>77.49</td>
<td>8.68</td>
</tr>
<tr>
<td>h158a</td>
<td>400.26</td>
<td>4</td>
<td>30.65</td>
<td>5.05</td>
<td>14.82</td>
<td>47.72</td>
<td>7.07</td>
</tr>
<tr>
<td>h16a</td>
<td>77.4</td>
<td>9</td>
<td>26.08</td>
<td>1.30</td>
<td>4.98</td>
<td>58.30</td>
<td>2.90</td>
</tr>
<tr>
<td>h164a</td>
<td>403.1</td>
<td>4</td>
<td>27.22</td>
<td>1.65</td>
<td>6.65</td>
<td>67.68</td>
<td>4.66</td>
</tr>
</tbody>
</table>

Note. Nₐ: number of accepted specimens; \(B\): paleointensity; \(\sigma_B\): one-sigma standard deviation of \(B\); \(\sigma_{\text{VADM}}\): one-sigma standard deviation of VADM.

5. Discussion

In this section, we will compare our new paleointensity results from basaltic glassy margins with those from the lava flow interiors published by Laj et al. (2011). We will also briefly discuss the implications of our new data in relation to the poor performance of the GAD model for paleointensity of the geomagnetic field. For the purposes of discussion, we refer to our new results as “SIO_CCRIT” and those reported by Laj et al. (2011) as “Laj11” hereafter.

We plot paleointensities of SIO_CCRIT and Laj11 versus flow numbers in the HSDP2 drill core (Figure 3) and note that most of our new intensities appear lower than those from Laj et al. (2011) from the same flows. To investigate this further, we compare the results of SIO_CCRIT to those of Laj11 lava flow by lava flow in Figure 4a. Again, it appears that the intensities of SIO_CCRIT are overall lower than those of Laj11. These same data are plotted as cumulative distribution functions (CDFs) in Figure 4b, and the SIO data (red) appear to be consistently lower than the Laj11 data (black), a contention supported by a Kolmogorov-Smirnov (K-S) test whose \(D\) statistic of 0.563 is well above the 95% level of confidence critical value of 0.481.

In addition to the K-S test, we conducted a Welch’s t test (Welch, 1947) on the site means of the two data sets to provide statistical evidence that our new data set is different from that of Laj11. The Welch’s t test statistics (t-statistic and \(p\)-value) are listed on Figure 4b. In this test, if the \(p\)-value is less than 5%, we can reject the null hypothesis that the two data sets have identical average values at the 95% confidence level. The \(p\)-value of the two data sets is ~4%, strongly suggesting that the two tested groups do not share the same mean.

In order to include the flow level uncertainty in the intensity data, we employ a Monte Carlo method to explore the range of likely values for paleointensity data from each site. We first assume that the specimen intensities at the flow level are normally distributed (which is likely to be true), and then randomly select the same number of intensities from a normal distribution with the flow mean intensity and standard deviation. We then calculate a new pair of means for each flow and the \(p\)-value for each simulated pair of data sets. This procedure is repeated 10,000 times to estimate the 95% confidence bounds (shown as dashed lines in Figure 4b). The histogram of these \(p\)-values is inserted in Figure 4b and shows that ~93% of the \(p\)-values are less than 10%. This supports the suggestion that our new data are likely distinguishable from Laj11 even including the paleointensity uncertainties (at the 93% level of certainty).

It is necessary to mention that there is a possibility that those samples collected from the top glassy margins of lava flows (marked as “a”) were baked and reheated by subsequent overlying lava flows. Although only samples from two lava flows show evidence of reheating from the overlying flows, the absence of a baked contact cannot guarantee that no reheating event has occurred. In such a case, there might be a difference when comparing results from the margins and interiors of the same lava flow, where the sample from the glassy margin may actually record the paleointensity value of the overlying flow.

A rather clear example of reheating is from Flow 2, where the sample from the top of the flow (h2a) recorded a higher intensity (59.1 \(\mu T\)) than the sample from the bottom of the flow (h2b, 34.3 \(\mu T\)). A likely explanation is that h2a was reheated by the overlying Flow 1. Unfortunately, we cannot confirm this hypothesis by comparing intensities recorded by h2a and Flow 1 because we did not find...
sufficiently glassy material from Flow 1. Laj et al. (2011) also failed to acquire reliable results from samples collected in the interior of Flow 1. However, the age of Flow 1 reported in Laj et al. (2011) is ~1.3 ka, while that of Flow 2 is ~8 ka. The field intensity between 1.0 and 1.5 ka at the location of HSDP2 predicted by the CALS10k.2 (Constable, Korte, & Panovska, 2016) is ~40 to ~47 μT, while the field intensity estimated at the age of Flow 2 is ~37 μT. This indicates that the field intensity recorded by Flow 1 is probably much higher than that of Flow 2, which supports our speculation that h2a was reheated by the overlying Flow 1. Therefore, we used h2b instead of h2a in Figures 4a and 4b.

In order to check whether the reheating issue affects our other results, we separated our data into two groups: data from the bottom glassy margins and those from the tops. We compared the bottom group to the same lava flows in Laj11 and the top group to the overlying lava flow results from Laj11 where possible (Figure 4c). We also plot the CDF and related 95% confidence boundaries of the two data sets in Figure 4d. The open dots in Figures 4a and 4c represent data without uncertainty estimates in Laj11. The dashed lines in Figures 4a and 4c are paleointensity isolines. The Welch’s t test statistics of the site mean data sets are listed in plots Figures 4b and 4d. The inserts in Figures 4b and 4d are the p-value histograms of the new data sets generated with Monte Carlo method, while the red vertical lines therein represent the 10% value.

Figure 4. (a) Comparison of paleointensities from SIO_CCRIT to those from the same lava flows in Laj11. (b) Cumulative distribution function (solid lines) and the related 95% confidence boundary (dashed lines) of the two data sets in Figure 4a. (c) The same plot as Figure 4a, but with data from bottom of lava flow in SIO_CCRIT compared to the same lava flows in Laj11 (blue dots) while data from top of lava flows in SIO_CCRIT compared to the overlying lava flows in Laj11 (magenta dots). (d) Cumulative distribution function (solid lines) and the related 95% confidence boundary (dashed lines) of the two data sets in Figure 4d. The open dots in Figures 4a and 4c represent data without uncertainty estimates in Laj11. The dashed lines in Figures 4a and 4c are paleointensity isolines. The Welch’s t test statistics of the site mean data sets are listed in plots Figures 4b and 4d. The inserts in Figures 4b and 4d are the p-value histograms of the new data sets generated with Monte Carlo method, while the red vertical lines therein represent the 10% value.
Figure 4d), about 87% of the p-values are less than 10%, where the majority supports the conclusion that the two data sets are distinct. From this analysis, it is clear that all but a few of the results of the SIO_CCRIT data set, regardless of whether sampled from the top or bottom of the lava flow, are lower than those of Laj11. Therefore, any undetected sample reheatings will not affect the overall interpretation that SIO_CCRIT intensity values are generally lower than the Laj11 data. All the above analyses allow us to conclude that our new results of SIO_CCRIT are distinguishable from and systematically lower than those of Laj11.

One difference between our data and Laj11 is the specimen level selection criteria used in the analysis. The paleointensity data published by Laj et al. (2011) were selected using the “PICRIT_03” criteria of Kissel and Laj (2004) (listed in Table 3). The low values (≥0.35) for f (the fraction of the remanent component used in the intensity calculation) from the PICRIT_03 criteria may allow an overestimation of intensity when Arai plots show curved or two slope behavior as the authors may choose the slope of the lowest temperature components (to avoid alteration effects) as the lower blocking temperature slope is steeper for concave down Arai plots. The steeper the component in the Arai plot is, the greater the resulting intensity estimate is. This effect could plausibly explain the overall higher estimates of intensities in the Laj11 data set if a substantial number of specimens from that study have concave up Arai plots (as might be expected from samples collected from the coarse grained material from lava flow interiors; Dunlop & Özdemir, 2001).

We do not have access to the original measurement data of the Laj11 study, so the effect cannot be directly investigated. However, we can test the hypothesis that selection criteria lead to different conclusions with higher on average interpretations using our own data. To do this, we reanalyzed our own measurement data using the PICRIT_03 criteria and compared the results with those of Laj11. If the overestimate of Laj11 is caused by selection criteria, then our data, analyzed with the same criteria, should be consistent with those from Laj11 considering that they are from the same set of lava flows.

Our results based on the PICRIT_03 criteria (SIO_PICRIT03) are shown with cyan dots in Figure 3. Because PICRIT_03 is less strict, more specimens were accepted using it and the data are much more scattered than the results using CCRIT, with the means of two sites (h3a and h144a) exceeding 100 μT (noted by cyan arrows in Figure 3). We plot the SIO_PICRIT03 data against those from Laj11 from the same lava flows in Figure 5a and the CDFs of the two data sets in Figure 5b. It is clear that even using the same selection criteria, the Laj11 data set is still generally higher than the SIO_PICRIT_03 data set, which indicates that the selection criteria may not explain the discrepancy between the two data sets.

This conclusion is similar to that of Cromwell et al. (2017), who examined the published paleointensity data in Hawaii during the Holocene and found a similar phenomenon to this paper in that data from basaltic fine grained flow tops analyzed with the “IZZI” method and selected using CCRIT are systematically lower than data from interior lava flows with “Thellier-type” method, most of which were done in the identical fashion as the Laj11, including in the same laboratory. Cromwell et al. (2017) discussed the affect of data selection criteria as one possible explanation for the discrepancy. They reanalyzed their specimens that failed the CCRIT criteria but did not alter during the paleointensity experiment with the PICRIT_03 criteria and selected the steepest slope that passed the criteria. They then compared the results with specimens from the same sample but passing the CCRIT criteria and did not see a systematic bias to higher intensities of results from PICRIT_03 criteria.

| Table 3 |
| Statistical Threshold Values of “PICRIT_03” |
| $\beta \leq 0.1$, where $\beta$ is the same as in CCRIT. |
| $f \geq 0.35$, where $f$ is the fraction of selected NRM. |
| $\text{MAD}_{\text{anc}} \leq 7.0^\circ$, where $\text{MAD}_{\text{anc}}$ is the anchored maximum angular deviation. |
| $\text{DRAT} \leq 7.0$, where $\text{DRAT}$ is the maximum difference between pTRM and the pTRM check at a given temperature step normalized by the length of the best fit line. |
| $\text{CDRAT} \leq 10$, where $\text{CDRAT}$ is the cumulative $\text{DRAT}s$. |
| $\text{int}_n \geq 4$, where $\text{int}_n$ is the number of temperature points used for calculating intensity. |
| $\text{int}_{\text{ptrm}}_n \geq 3$, where $\text{int}_{\text{ptrm}}_n$ is the number of pTRM checks in the selected segment. |
| $q \geq 2$, where $q$ is the quality factor determined by $fg/\beta$, $g$ is the gap factor. |
| $\sigma \leq 25\%$, where $\sigma$ is the same as in CCRIT. |

Note: The detailed description can be found in Kissel and Laj (2004) and references therein.
Another possibility causing the bias could be the cooling rate effect (e.g., Halgedahl, Day, & Fuller, 1980). Many recent studies focused on the relationship between thermal remanent magnetization (TRM) and cooling rate of materials with various domain states (e.g., Biggin et al., 2013; Ferk et al., 2014; Yu, 2011). A general conclusion from all these studies is that particles of noninteracting single domain (SD) and fine nonuniform remanent states show a stronger cooling rate effect than coarser grained, vortex state (VS) and multidomain (MD) grains. It is believed that most of the igneous rocks used for paleointensity studies are composed of VS and MD particles, and thus, the cooling rate effect on these samples is quite limited and can be neglected (Biggin et al., 2013; Ferk et al., 2014).

In this study, we find that our results from glassy basaltic margins are systematically lower than data of Laj et al. (2011) from lava flow interiors. The median values of SIO_CCRIT and Laj11 in Figure 4a are 31.23 μT and 38.25 μT, respectively, which means that the median value of our data is ~18% lower than that of Laj11. Rapidly cooled glassy basaltic margins like those used in this study usually consist of mixtures of superparamagnetic and/or SD particles (see hysteresis loops and first-order reversal curves in Figure S1 in the supporting information; Harrison & Feinberg, 2008) and are likely to have a cooling rate dependence. However, basaltic glasses have a natural cooling rate similar to the experimental cooling rate used in the SIO laboratory (Bowles et al., 2005) and thus should not require a cooling rate correction. On the other hand, samples in Laj et al. (2011) are from lava flow interiors and must have cooled more slowly than the glassy margins; these results could be overestimated if the sample’s magnetizations are dominated by SD or fine VS.

Laj et al. (2011) mentioned that their samples were treated in two kinds of furnaces: one that allows samples to cool naturally overnight while the other is fixed with a fan and can cool the samples in 1 to 2 h. They stated that samples from the same lava flow, but treated in the two different furnaces, yielded consistent results, which indicates that these samples have no significant cooling rate effect on the magnetizations. However, it is worth mentioning that the cooling rate of lava flows could be much more complicated than we know as it relies on the details of the compositions of the materials, and their positions inside the lava flows (i.e., the interior part cools slower than the exterior). Even sister specimens could respond dissimilarly to the cooling rate because of the inhomogeneity of lava flows. We cannot absolutely exclude the possibility of a cooling rate effect causing the bias between our new results and those of Laj et al. (2011); this issue could be resolved through a systematic interlaboratory comparison of results with carefully controlled cooling rates and other laboratory conditions. Such an experiment is beyond the scope of this paper.

The time-averaged field calculated from the published paleointensity data does not follow the expected variation trend from a GAD model during either the past 5 Ma (Cromwell et al., 2015, Lawrence et al., 2009) or the past 0.78 Ma (shown in Figure 1). Either the paleointensities from low latitudes are “too high”
or those at the poles are “too low”. Wang et al. (2015) reported paleointensities from equatorial Galapagos lava flows spanning the past 5 Ma (exact ages unknown) and concluded that their mean paleointensity (21.6 ± 11.0 μT) is approximately half of that from Antarctica (33.4 ± 13.9 μT) in Lawrence et al. (2009) within uncertainties, supporting the existence of a GAD-like field over the last 5 Ma. It should be mentioned that the mean intensity of 33.4 ± 13.9 μT from Antarctica was recalculated by Wang et al. (2015) from 38 sites, while the original mean intensity reported by Lawrence et al. (2009) is 31.5 ± 2.4 μT calculated from 41 sites, where 2.4 μT is the standard error of the mean paleointensity and the standard deviation should be 15.04 μT. We note that the results of Wang et al. (2015) attempted to correct for the bias introduced by MD grains in their samples. If the results of Wang et al. (2015) are correct, then the mean paleointensities from Hawaii (33.3 ± 13.9 μT, calculated from paleointensity data downloaded from the MagIC database, selected with σ < 6 μT or σ < 15% and age between 0.01 and 5 Ma) are too high for a GAD model.

As demonstrated by this study, paleointensities derived from the lava flow interiors (as in Laj et al., 2011), which constitute the majority of the published data set from Hawaii, show a generally high bias compared to data from basaltic glasses, but the reason for the bias remains unclear. The average/median value of our new data, excluding those from the Holocene, is 33.22 ± 6.86 μT/31.45 μT, about 7%/13% lower than that of Laj et al. (2011) (35.75 ± 10.22 μT/36.15 μT). If only considering lava flows that were deemed “successful” in both studies, the average/median value of our new data (32.91 ± 6.98 μT/31.23 μT) is ~14%/18% lower than that of Laj et al. (2011) (38.29 ± 7.19 μT/38.25 μT). Interestingly, assuming an ancient average dipole moment of 42 ZAm² for the past 160 Ma calculated by Juárez et al. (1998) and for 0–140 Ma recalculated by Tauxe et al. (2013) would predict an average field of 18.81 μT at the location in Hawaii, and our data are still overall higher than that. This is perhaps expected as many studies have suggested that the average field during the last 300 kyr or so was higher than fields in the more distant past (Selkin & Tauxe, 2000; Ziegler et al., 2011). In Figure 6 we compare the HSDP2 data sets (converted to virtual axial dipole moments (VADMs)) with the paleomagnetic axial dipole moment predictions from the PADM2M model of Ziegler et al. (2011). The Laj11 data set is substantially higher than the predicted values, while our new data are overall lower than Laj11 but still higher than the predicted values from Ziegler et al. (2011). We should bear in mind that the PADM2M model derives from sediments and therefore was calibrated by absolute data. Taking the calibration at face value, one possible explanation for the discrepancy between our data and the PADM2M trend is that there is a long-term local anomaly of the field in the vicinity of Hawaii. Alternatively, either the calibration of the PADM2M record requires revision, or it is possible that our new data do not span a sufficient length of time with the fact that none of our collected samples from 100 to 350 ka, a time period when the field intensity may have been lower (Figure 3), passed our strict selection criteria. Given the difficulty in accurate dating of the HSDP2 sequence, it is also possible that our data fail to recover lower and possibly excursional intensities. Unfortunately, the issue cannot be addressed until more paleointensity data with high quality and reliable dating are available in the future.

Figure 6. Variations of virtual axial dipole moments (VADMs) from this study (red dots) and Laj11 (black open/solid dots) versus age. We use the same age model as reported by Laj et al. (2011). The black open dots represent data without paleointensity uncertainty estimates in Laj11. The blue line is the PADM2M model of Ziegler et al. (2011). The orange and magenta dashed lines are the present average field of 80 ZAm² and an ancient average field of 42 ZAm².
6. Conclusions

In this study, we collected samples of subaerial glassy basalts from the margins of lava flows from the HSDP2 drill core. After a rigorous paleointensity experiment (IZZI method) and stringent data selection (CCRT criteria), we obtained robust paleointensities for 21 glassy margins from 20 lava flows. We compared our new data with those from the interiors of many of the same lava flows published by Laj et al. (2011). We found that the average/median value of our new data is some ~14%/18% lower than that of Laj et al. (2011) if only considering lava flows that were deemed “successful” in both studies. The origin of the discrepancy is still unclear, but the possibility of cooling rate effect on slow-cooling lava flows cannot be absolutely excluded. When comparing our new data with the expected field of the HSDP2 location in Hawaii calculated from a GAD model assuming an average field of 42 ZAm^2, or the somewhat higher Brunhes estimate of dipole moment from the PADM2M model of Ziegler et al. (2011), our data are still overall higher than the expected field, either because there is a long-term local anomaly of the field in Hawaii, because of inaccurate field calibration of PADM2M, or the possibility that our new results do not cover the time period with low field intensities. More reliable data are required in the future to address this question.
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