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Abstract

Hydrogenated amorphous silicon (a-Si:H) has potential advantages in making radiation detectors for many applications because of its deposition capability on a large-area substrate and its high radiation resistance. Position-sensitive radiation detectors can be made out of a 1-d strip or a 2-d pixel array of a-Si:H pin diodes. In addition, signal processing electronics can be made by thin-film transistors (amorphous silicon or polysilicon TFTs) on the same substrate.

The calculated radiation signal, based on a simple charge collection model agreed well with results from various wave-length light sources and 1 MeV beta particles on sample diodes. The total noise of the detection system was analyzed into (a) shot noise and (b) 1/f noise from a detector diode, and (c) thermal noise and (d) 1/f noise from the front-end TFT of a charge-sensitive preamplifier. The effective noise charge calculated by convoluting these noise power spectra with the transfer function of a CR-RC shaping amplifier showed a good agreement with the direct measurements of noise charge. The derived equations of signal and noise charge can be used to design an a-Si:H pixel detector-amplifier system optimally.

Signals from a pixel can be readout using switching TFTs, or diodes. Prototype tests of a double-diode readout scheme showed that the storage time and the readout time are limited by the resistances of the reverse-biased pixel diode and the forward-biased switching diodes respectively. A prototype charge-sensitive amplifier was made using
poly-Si TFTs to test the feasibility of making pixel-level amplifiers which would be required in small-signal detection. The measured overall gain-bandwidth product was ~400 MHz and the noise charge was ~1000 electrons at a 1 μsec shaping time. When the amplifier is connected to a pixel detector of capacitance 0.2 pF, it would give a charge-to-voltage gain of ~0.02 mV/electron with a pulse rise time less than 100 nsec and a dynamic range of 48 dB.
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### Chapter 3

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning or definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_c$</td>
<td>Closed-loop gain of charge sensitive amplifier</td>
<td></td>
</tr>
<tr>
<td>$A_o$</td>
<td>Open-loop gain of charge sensitive amplifier</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>Absorption coefficient of the incident radiation or light</td>
<td>[1/cm]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Dispersion Coefficient</td>
<td></td>
</tr>
<tr>
<td>$\alpha_e$</td>
<td>Parameter defined as $(\tau_n + \tau_e)/(\tau_n \tau_e)$</td>
<td>[1/sec]</td>
</tr>
<tr>
<td>$\alpha_h$</td>
<td>Parameter defined as $(\tau_p + \tau_h)/(\tau_p \tau_h)$</td>
<td>[1/sec]</td>
</tr>
<tr>
<td>$\beta_e$</td>
<td>Parameter defined as $(\tau_n - \tau_e)/(\tau_n \tau_e)$</td>
<td>[1/sec]</td>
</tr>
<tr>
<td>$\beta_h$</td>
<td>Parameter defined as $(\tau_p - \tau_h)/(\tau_p \tau_h)$</td>
<td>[1/sec]</td>
</tr>
<tr>
<td>$C$</td>
<td>Capacitance of CR-RC shaping amplifier</td>
<td>[Farad]</td>
</tr>
<tr>
<td>$C_d$</td>
<td>Detector capacitance</td>
<td>[Farad]</td>
</tr>
<tr>
<td>$C_f$</td>
<td>Feedback capacitance of charge sensitive preamplifier</td>
<td>[Farad]</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Input capacitance of charge sensitive preamplifier</td>
<td>[Farad]</td>
</tr>
<tr>
<td>$C_{tot}$</td>
<td>Sum of detector capacitance and input capacitance of preamplifier</td>
<td>[Farad]</td>
</tr>
<tr>
<td>$d$</td>
<td>Thickness of the i-layer in pin detectors</td>
<td>[\mu m]</td>
</tr>
<tr>
<td>$\delta(x)$</td>
<td>Delta function</td>
<td></td>
</tr>
<tr>
<td>$E_g$</td>
<td>Bandgap energy of semiconductor</td>
<td>[eV]</td>
</tr>
<tr>
<td>$\Delta E(x)$</td>
<td>Energy deposited at position $x$ by an incident radiation $= dE/dx$</td>
<td>[eV/cm]</td>
</tr>
<tr>
<td>$\varepsilon_{asi}$</td>
<td>Relative dielectric constant of amorphous silicon $= 11.8$</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_o$</td>
<td>Dielectric constant of vacuum $= 8.854 \times 10^{-14}$</td>
<td>[F/cm]</td>
</tr>
<tr>
<td>$F(x)$</td>
<td>Electric field strength at position $x$ in i layer of pin diode</td>
<td>[V/cm]</td>
</tr>
<tr>
<td>$F$</td>
<td>Uniform electric field in the time-of-flight measurement</td>
<td>[V/cm]</td>
</tr>
<tr>
<td>$\Phi(x)$</td>
<td>Electric field distribution in the i-layer</td>
<td>[V]</td>
</tr>
<tr>
<td>$\Phi_c$</td>
<td>Critical potential where the deep depletion ends in the i-layer</td>
<td>[V]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Total collection efficiency</td>
<td></td>
</tr>
<tr>
<td>$\eta_e$</td>
<td>Electron collection efficiency</td>
<td></td>
</tr>
<tr>
<td>$\eta_h$</td>
<td>Hole collection efficiency</td>
<td></td>
</tr>
<tr>
<td>$I_e$</td>
<td>Induced photocurrent due to electron drift motion</td>
<td>[Amp]</td>
</tr>
<tr>
<td>$I_{ind}$</td>
<td>Induced current from a-Si:H pin detector</td>
<td>[Amp]</td>
</tr>
<tr>
<td>$i$</td>
<td>Induced current due to motion of a single charge</td>
<td>[Amp]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>ΔIₑ</td>
<td>Induced current due to the drift of electrons in the i-layer</td>
<td>[Amp/cm]</td>
</tr>
<tr>
<td>ΔIₕ</td>
<td>Induced current due to the drift of signal holes in the i-layer</td>
<td>[Amp/cm]</td>
</tr>
<tr>
<td>µₑ</td>
<td>Mobility of electrons in i layer of a-Si:H</td>
<td>[cm²/Vsec]</td>
</tr>
<tr>
<td>µₕ</td>
<td>Mobility of holes in i layer of a-Si:H</td>
<td>[cm²/Vsec]</td>
</tr>
<tr>
<td>N</td>
<td>Number of moving charge</td>
<td>[#]</td>
</tr>
<tr>
<td>N₀</td>
<td>Total number of generated electron-hole pairs</td>
<td>[#]</td>
</tr>
<tr>
<td>Nₑ*</td>
<td>Ionized dangling bond density of the i-layer</td>
<td>[cm⁻³]</td>
</tr>
<tr>
<td>n</td>
<td>Number of differential stage in CR-(RC)ⁿ shaping amplifier</td>
<td></td>
</tr>
<tr>
<td>n₀</td>
<td>Density of uniformly generated electron-hole pairs</td>
<td>[cm⁻¹]</td>
</tr>
<tr>
<td>n₀(𝑥)</td>
<td>Density of generated electron-hole pairs per unit thickness at 𝑥</td>
<td>[cm⁻¹]</td>
</tr>
<tr>
<td>Qₖₒ</td>
<td>Total collected charge</td>
<td>[Coul]</td>
</tr>
<tr>
<td>Qₖₖ</td>
<td>Total generated charge by an incident radiation</td>
<td>[Coul]</td>
</tr>
<tr>
<td>Qₑ</td>
<td>Induced charge due to the collection of signal electrons</td>
<td>[Coul]</td>
</tr>
<tr>
<td>Qₕ</td>
<td>Induced charge due to the collection of signal holes</td>
<td>[Coul]</td>
</tr>
<tr>
<td>Q₀</td>
<td>Total generated charges = q N₀</td>
<td>[Coul]</td>
</tr>
<tr>
<td>ΔQₑ(𝑥₀)</td>
<td>Induced charge due to the collection of electrons generated at 𝑥₀</td>
<td>[Coul]</td>
</tr>
<tr>
<td>ΔQₕ(𝑥₀)</td>
<td>Induced charge due to the collection of holes generated at 𝑥₀</td>
<td>[Coul]</td>
</tr>
<tr>
<td>q</td>
<td>Electronic charge = 1.602 × 10⁻¹⁹</td>
<td>[Coul]</td>
</tr>
<tr>
<td>R</td>
<td>Resistance of CR-RC shaping amplifier</td>
<td>[Ohm]</td>
</tr>
<tr>
<td>R₀</td>
<td>Feedback resistance of charge sensitive preamplifier</td>
<td>[Ohm]</td>
</tr>
<tr>
<td>ρ</td>
<td>Slope the electric field in the deep depletion region of the i-layer</td>
<td>[V/cm²]</td>
</tr>
<tr>
<td>T</td>
<td>Temperature in Kelvin</td>
<td>[*K]</td>
</tr>
<tr>
<td>Tᵢ</td>
<td>Integration time of the induced current = the lesser between 𝜏 and 𝑡ᵢ</td>
<td>[sec]</td>
</tr>
<tr>
<td>T₀</td>
<td>Width of valence band tail states</td>
<td>[*K]</td>
</tr>
<tr>
<td>𝜏</td>
<td>Time variable</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ₑ</td>
<td>Electron transit time from 𝑥 = 0 to 𝑥 = d</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ₕ</td>
<td>Hole transit time from 𝑥 = 𝑥₀ to 𝑥 = 0</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ᵣ</td>
<td>Transit time of charge carriers under the uniform field</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏</td>
<td>Shaping time of CR-RC pulse shaping amplifier</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ᵢ</td>
<td>Pulse decay time of charge sensitive preamplifier = Rᵢ x Cᵢ</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ₑ</td>
<td>Electron Lifetime in the i-layer of a-Si:H</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ₑ</td>
<td>Electron characteristic time = 1/ρµₑ</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ₕ</td>
<td>Hole Lifetime in the i-layer of a-Si:H</td>
<td>[sec]</td>
</tr>
<tr>
<td>𝜏ₕ</td>
<td>Hole characteristic time = 1/ρµₕ</td>
<td>[sec]</td>
</tr>
<tr>
<td>Vᵣ</td>
<td>Reverse bias of pin diode</td>
<td>[Volt]</td>
</tr>
<tr>
<td>Vᵢ</td>
<td>Full depletion bias of the i-layer = ρd²/2</td>
<td>[Volt]</td>
</tr>
</tbody>
</table>
$V_i$ : Input signal of the preamplifier without a feedback loop [Volt]

$V_{csa}$ : Output signal of charge sensitive preamplifier [Volt]

$V_{sha}$ : Output pulse of shaping amplifier [Volt]

$v(x)$ : Drift velocity of charge carriers at position $x$ [cm/sec]

$v_e$ : Drift velocity of electron in the i-layer [cm/sec]

$v_h$ : Drift velocity of hole in the i-layer [cm/sec]

$W$ : Average ionization energy to produce an electron-hole pair [eV]

$w$ : Depletion thickness of the i-layer in pin diode $= (2V_a/p)^{1/2}$ [μm]

$x$ : Spatial variable of the i-layer measured from the p-i contact [μm]

$x_o$ : Position of charge generation in the i-layer from the p-i contact [μm]

$Y$ : Depletion parameter $= w/d = (V_a/V_p)^{1/2}$

Chapter 4

Symbol : Meaning or definition Unit

A : Cross-sectional area of the pin detector diode [cm$^2$]

$A_s$ : Normalization constant of conversion process from NPS to ENC

$A_{sys}$ : Charge-to-voltage conversion gain of the measurement system [V$^2$/Coul$^2$]

$A_{wb}$ : Gain of wide-band amplifier used in the measurement

$A_\alpha$ : Normalization constant of 1/f$^\alpha$ noise

a : Inverse of RC constant of CR-(RC)$^n$ shaping amplifier [sec$^{-1}$]

$\alpha$ : Frequency dependency factor of flicker noise of a-Si:H pin diode

$\alpha_H$ : Hooge's parameter

$\beta$ : Current dependency factor of flicker noise

$\beta_d$ : Current dependency factor of flicker noise of a-Si:H pin diodes [eV/F$^{0.5}$]

$\beta_t$ : Current dependency factor of flicker noise of TFTs [eV/F$^{0.5}$]

$\beta_{PF}$ : Poole-Frenkel emission coefficient [eV/F$^{0.5}$]

$C_c$ : Coupling capacitance between a preamp and sample-&-hold circuit [Farad]

$C_d$ : Equivalent capacitance of a-Si:H detector [Farad]

$C_i$ : Input capacitance of the front-end TFT in a preamplifier [Farad]

$C_{in}$ : Dynamic input capacitance of the charge sensitive amplifier [Farad]

$C_h$ : Capacitance signal storing capacitor in sample-&-hold circuit [Farad]

$C_o$ : Capacitance of unit area of the gate insulator [F/cm$^2$]

$C_{tot}$ : Total input capacitance of a detector and amplifier combination [Farad]

$d$ : Thickness of the i-layer in pin detectors [μm]

e : Base of natural logarithms $= 2.73$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_0$</td>
<td>Thermal emission rate of electrons from deep states [sec$^{-1}$]</td>
</tr>
<tr>
<td>$e_{PF}$</td>
<td>Poole-Frenkel emission rate of electrons from deep states [sec$^{-1}$]</td>
</tr>
<tr>
<td>$e_{TH}$</td>
<td>Thermal emission rate of electrons for a barrier height $E_t$ [sec$^{-1}$]</td>
</tr>
<tr>
<td>$(ENC)_j$</td>
<td>Equivalent noise charge due to noise component $j$ [electrons]</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Activation energy of reverse current of a-Si:H pin diodes [eV]</td>
</tr>
<tr>
<td>$E_c$</td>
<td>Conduction band mobility edge [eV]</td>
</tr>
<tr>
<td>$E_f$</td>
<td>Fermi energy level of electrons, traps or recombination centers [eV]</td>
</tr>
<tr>
<td>$E_i$</td>
<td>Thermal emission barrier = $E_c - E_t$ [eV]</td>
</tr>
<tr>
<td>$E_t$</td>
<td>Energy level of deep traps or recombination centers [eV]</td>
</tr>
<tr>
<td>$E_v$</td>
<td>Valence band mobility edge [eV]</td>
</tr>
<tr>
<td>$\Delta E$</td>
<td>Coulomb Barrier lowering due to the external field [eV]</td>
</tr>
<tr>
<td>$\varepsilon_i$</td>
<td>Relative dielectric constant of the gate insulator of TFTs</td>
</tr>
<tr>
<td>$\varepsilon_o$</td>
<td>Dielectric constant of vacuum = $8.854 \times 10^{-14}$ [F/cm]</td>
</tr>
<tr>
<td>$F$</td>
<td>Fano factor = 0.1 for Si and = 0.06 for Ge</td>
</tr>
<tr>
<td>$F(x)$</td>
<td>Electric field at position $x$ [V/cm]</td>
</tr>
<tr>
<td>$F_m$</td>
<td>Minimum electric field in a pin detector diode [V/cm]</td>
</tr>
<tr>
<td>$F_o$</td>
<td>Peak electric field at the p-i junction in a pin detector diode [V/cm]</td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency [Hz]</td>
</tr>
<tr>
<td>$f(E)$</td>
<td>Fermi distribution function of a trap at energy $E$</td>
</tr>
<tr>
<td>$f_{min}$</td>
<td>Minimum frequency of 1/f noise region [Hz]</td>
</tr>
<tr>
<td>$f_{max}$</td>
<td>Maximum frequency of 1/f noise region [Hz]</td>
</tr>
<tr>
<td>$f_o$</td>
<td>Characteristic frequency of generation-recombination noise [Hz]</td>
</tr>
<tr>
<td>$f_t$</td>
<td>Fermi distribution function of traps or recombination centers</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>Frequency band [Hz]</td>
</tr>
<tr>
<td>$G(f)$</td>
<td>Transfer function of shaping amplifier</td>
</tr>
<tr>
<td>$G_n(f)$</td>
<td>Transfer function of CR-$(RC)^n$ shaping amplifier</td>
</tr>
<tr>
<td>$g_m$</td>
<td>Transconductance of TFTs [Amp]</td>
</tr>
<tr>
<td>$\overline{h}$</td>
<td>Reduced Planck constant = $h/2\pi = 1.05459 \times 10^{-27}$ [erg/sec]</td>
</tr>
<tr>
<td>$I$</td>
<td>Current in an ohmic device [Amp]</td>
</tr>
<tr>
<td>$I(V)$</td>
<td>Current of diode at bias $V$ [Amp]</td>
</tr>
<tr>
<td>$I_o$</td>
<td>Reverse saturation current of diodes [Amp]</td>
</tr>
<tr>
<td>$I_R$</td>
<td>Reverse current of pin diode [Amp]</td>
</tr>
<tr>
<td>$I_{BG}$</td>
<td>Bulk generated current [Amp]</td>
</tr>
<tr>
<td>$I_{TH}$</td>
<td>Thermal generation current in the bulk i-layer [Amp]</td>
</tr>
<tr>
<td>$I_e(x)$</td>
<td>Electron current component at position $x$ [Amp]</td>
</tr>
<tr>
<td>$I_h(x)$</td>
<td>Hole current component at position $x$ [Amp]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$I_{ds}$</td>
<td>Drain-to-source current of TFTs</td>
</tr>
<tr>
<td>$&lt;i^2&gt;$</td>
<td>Parallel current noise source of detector system</td>
</tr>
<tr>
<td>$&lt;i^2_{in}&gt;$</td>
<td>Input noise current power spectrum of a detector</td>
</tr>
<tr>
<td>$&lt;i^2_{shot}&gt;$</td>
<td>Shot noise component of detector</td>
</tr>
<tr>
<td>$&lt;i^2_{1/f}&gt;$</td>
<td>Flicker noise component of detector</td>
</tr>
<tr>
<td>$\Delta I$</td>
<td>Fluctuation in the current</td>
</tr>
<tr>
<td>$K_{cv}$</td>
<td>Charge-to-voltage conversion gain of the measurement</td>
</tr>
<tr>
<td>$K_f$</td>
<td>Coefficient of 1/f noise of a-Si:H pin diodes</td>
</tr>
<tr>
<td>$K_o$</td>
<td>Coefficient of 1/f noise of a-Si:H pin diodes including current term</td>
</tr>
<tr>
<td>$K_s$</td>
<td>Measured coefficient of shot noise of a-Si:H pin diodes</td>
</tr>
<tr>
<td>$K_t$</td>
<td>Coefficient of 1/f noise of a-Si:H TFTs</td>
</tr>
<tr>
<td>$k$</td>
<td>Boltzmann constant = 0.8617 x 10$^{-4}$</td>
</tr>
<tr>
<td>$L$</td>
<td>Channel length of TFTs</td>
</tr>
<tr>
<td>$m^*$</td>
<td>Effective mass of electrons at a trap</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Mobility of charge carriers</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>Electron extended mobility</td>
</tr>
<tr>
<td>$\mu_e$</td>
<td>Electron drift mobility</td>
</tr>
<tr>
<td>$\mu_{fe}$</td>
<td>Field effect mobility of TFTs</td>
</tr>
<tr>
<td>$\mu_h$</td>
<td>Hole drift mobility</td>
</tr>
<tr>
<td>$\mu_v$</td>
<td>Hole extended mobility</td>
</tr>
<tr>
<td>$\Delta \mu$</td>
<td>Fluctuation in the mobility of charge carriers</td>
</tr>
<tr>
<td>$N$</td>
<td>Total number of charge carriers in an ohmic device</td>
</tr>
<tr>
<td>$N_r$</td>
<td>Number of electrons at recombination centers</td>
</tr>
<tr>
<td>$N_c$</td>
<td>Density of states in the conduction band</td>
</tr>
<tr>
<td>$N_o$</td>
<td>Density of shallow trap states at energy $E_0$ below $E_c$</td>
</tr>
<tr>
<td>$N_t$</td>
<td>Density of trap states near Fermi energy level</td>
</tr>
<tr>
<td>$N_1(E)$</td>
<td>Density of shallow trap states $E_0 &lt; E &lt; E_c$</td>
</tr>
<tr>
<td>$N_2(E)$</td>
<td>Density of shallow trap states $E &lt; E_0$</td>
</tr>
<tr>
<td>$N(E)$</td>
<td>Distribution function of recombination centers in the i-layer</td>
</tr>
<tr>
<td>$N_j$</td>
<td>Equivalent noise charge of component j</td>
</tr>
<tr>
<td>$N_{1/f}$</td>
<td>Equivalent noise charge of 1/f noise component of detector</td>
</tr>
<tr>
<td>$N_{a_{mp}}$</td>
<td>Electronic noise of the amplifier and pulse processing system</td>
</tr>
<tr>
<td>$N_{det}$</td>
<td>Electronic noise of a detector</td>
</tr>
<tr>
<td>$N_{shot}$</td>
<td>Equivalent noise charge of shot noise component of a detector</td>
</tr>
<tr>
<td>$N_{sr}$</td>
<td>Equivalent noise charge due to series resistance of a detector</td>
</tr>
<tr>
<td>$N_{sta}$</td>
<td>Statistical fluctuation of radiation signal</td>
</tr>
</tbody>
</table>
\( N_{sys} \): Detector-Amplifier system noise [electrons]

\( N_{tot} \): Total noise of a detection system [electrons]

\( (NPS)_j \): Noise power spectrum of noise component j [Volt^2]

\( n(E) \): Density of trapped electrons at energy \( E \) [cm^3]

\( n_1 \): Density of shallow trapped electrons \( E_0 < E < E_c \) [cm^3]

\( n_2 \): Density of shallow trapped electrons \( E < E_0 \) [cm^3]

\( n_f \): Density of free electrons in the i-layer of pin diode [cm^3]

\( n_t \): Density of shallow trapped electrons in the i-layer of pin diode [cm^3]

\( n_{tot} \): Density of total electrons in the conduction band of the i-layer [cm^3]

\( \Delta N \): Fluctuation in the number of charge carriers [#]

\( \Delta N_r \): Fluctuation in the number of electrons in recombination centers [#]

\( \Delta n(E)^2 \): Variation of \( n(E) \) [cm^3]

\( q \): Electronic charge = 1.602 \times 10^{-19} [Coul]

\( Q_{col} \): Total collected charge [Coul]

\( \theta \): Coefficient of thermal noise of TFTs

\( \theta_1 \): Parameter defined as \( \theta_1 = T_1/(T_1 - T) \)

\( \theta_2 \): Parameter defined as \( \theta_2 = T_2/(T - T_2) \)

\( R_e \): Ratio of shallow trapped electron density to free electron density = \( n_t/n_f \)

\( R_h \): Ratio of shallow trapped hole density to free hole density = \( p_t/p_f \)

\( R_s \): Series contact resistance of a-Si:H pin diode [Ohm]

\( \rho \): Slope the electric field in the deep depletion region of the i-layer [V/cm^2]

\( S_{1/f}(f) \): 1/f noise spectral power of a-Si:H pin diode = \( \langle i^2_{1/f}\rangle/\Delta f \) [Amp^2/Hz]

\( S_{det}(f) \): Detector noise current spectral power [Amp^2/Hz]

\( S_{Gr}(f) \): Generation-recombination noise spectral power [Amp^2/Hz]

\( S_{I}(f) \): Spectral power of the noise current [Amp^2/Hz]

\( S_{I-e}(f) \): Spectral power of the noise current due to electron fluctuation [Amp^2/Hz]

\( S_{I-h}(f) \): Spectral power of the noise current due to hole fluctuation [Amp^2/Hz]

\( S_{\mu}(f) \): Spectral power of the fluctuation in the mobility [cm^4/V^2 sec^2 Hz]

\( S_N(f) \): Spectral power of the fluctuation in the number of charge carriers [#/Hz]

\( S_n(f) \): Spectral power of the fluctuation in \( n_f \) [#/Hz]

\( S_{n_t}(f) \): Spectral power of the fluctuation in \( n_t \) [#/Hz]

\( S_{sig} \): Detector signal charge or collected charge [electrons]

\( S_{shot}(f) \): Shot noise spectral power = \( \langle i^2_{shot}\rangle/\Delta f \) [Amp^2/Hz]

\( S_{SR}(f) \): Thermal noise spectral power of series resistance [Volt^2/Hz]

\( S_{sys}(f) \): Detector-amplifier system noise spectral power [Volt^2/Hz]
\( x \) : Spatial variable of the i-layer measured from the p-i contact \( [\mu m] \)

\( Z_e \) : Ratio of shallow trapped electron density \( n_2 \) to free electron density \( = n_2/n_f \)

\( Z_h \) : Ratio of shallow trapped holes density \( p_2 \) to free hole density \( = p_2/p_f \)

\( z \) : Parameter defined as \( z = \omega \tau \)

\( z_c \) : \( = \omega \tau_c \)

\( z_f \) : \( = \omega \tau_f \)

\( z_o \) : \( = \omega \tau_0 \)

**Chapter 5**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning or definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_0 )</td>
<td>Open-loop voltage gain of TFT amplifier</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Frequency dependence factor of flicker noise of TFTs</td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>Current dependence factor of flicker noise of TFTs</td>
<td></td>
</tr>
<tr>
<td>( C_d )</td>
<td>Equivalent capacitance of pixel detector</td>
<td>[Farad]</td>
</tr>
<tr>
<td>( C_{N3} )</td>
<td>Load capacitance of the TFT N3</td>
<td>[Farad]</td>
</tr>
<tr>
<td>( C_{ov} )</td>
<td>Gate-to-drain or source overlapping capacitance per unit width</td>
<td>[F/cm]</td>
</tr>
<tr>
<td>( C_{probe} )</td>
<td>Capacitance of the test probe</td>
<td>[Farad]</td>
</tr>
<tr>
<td>( \varepsilon_i )</td>
<td>Relative dielectric constant of insulator (7 for Si(_3)N(_4), 4 for SiO(_2))</td>
<td></td>
</tr>
<tr>
<td>( \varepsilon_o )</td>
<td>Dielectric constant of vacuum = 8.854 \times 10^{-14}</td>
<td>[F/cm]</td>
</tr>
<tr>
<td>( f_{3dB} )</td>
<td>Cut-off frequency of amplifiers</td>
<td>[Hz]</td>
</tr>
<tr>
<td>( f_{m3dB} )</td>
<td>Measured cut-off frequency of amplifiers</td>
<td>[Hz]</td>
</tr>
<tr>
<td>( g_m )</td>
<td>Transconductance of TFTs</td>
<td>[\mu A/V]</td>
</tr>
<tr>
<td>( I_{ds} )</td>
<td>Drain-to-source current of TFTs</td>
<td>[Amp]</td>
</tr>
<tr>
<td>( K_p )</td>
<td>( = \mu_{fe} \varepsilon_o \varepsilon_i / \tau_i )</td>
<td>[\mu A/V(^2)]</td>
</tr>
<tr>
<td>( L )</td>
<td>Channel length of TFTs</td>
<td>[\mu m]</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Channel length modulation coefficient of TFTs</td>
<td>[Volt(^{-1})]</td>
</tr>
<tr>
<td>( \mu_{fe} )</td>
<td>Field effect electron mobility of TFTs</td>
<td>[cm(^2)/Vsec]</td>
</tr>
<tr>
<td>( R_L )</td>
<td>Load resistance of measurement system for diode readout</td>
<td>[Ohm]</td>
</tr>
<tr>
<td>( T_i )</td>
<td>Integration time of radiation signal at a pixel</td>
<td>[sec]</td>
</tr>
<tr>
<td>( T_d )</td>
<td>Delay time between the incidence of a radiation and readout</td>
<td>[sec]</td>
</tr>
<tr>
<td>( T_r )</td>
<td>Readout time of signal from a pixel</td>
<td>[sec]</td>
</tr>
<tr>
<td>( T_{rise} )</td>
<td>Rise time of a TFT amplifier</td>
<td>[sec]</td>
</tr>
<tr>
<td>( t_i )</td>
<td>Thickness of gate insulator of TFTs</td>
<td>[cm]</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Shaping time of a pulse shaping amplifier</td>
<td>[sec]</td>
</tr>
<tr>
<td>( V_c )</td>
<td>Bias of the cascode TFT in the prototype poly-Si amplifier</td>
<td>[Volt]</td>
</tr>
</tbody>
</table>
\begin{tabular}{ll}
  \textbf{Symbol} & \textbf{Description} \\
  \textit{V}_{ds} & Drain-to-source bias of TFTs \ [\text{Volt}] \\
  \textit{V}_{dl} & Main bias of the prototype poly-Si amplifier \ [\text{Volt}] \\
  \textit{V}_{gs} & Gate-to-source bias of TFTs \ [\text{Volt}] \\
  \textit{V}_{n} & Bias of n-ch current source in the prototype poly-Si amplifier \ [\text{Volt}] \\
  \textit{V}_{p} & Bias of p-ch current source in the prototype poly-Si amplifier \ [\text{Volt}] \\
  \textit{V}_{r} & Reference bias of two gate pulses in two diode readout method \ [\text{Volt}] \\
  \textit{V}_{s} & Onset voltage of short channel effect in TFTs \ [\text{Volt}] \\
  \textit{V}_{swing} & Input voltage swing of the prototype poly-Si amplifier \ [\text{Volt}] \\
  \textit{V}_{T} & Threshold voltage of TFTs \ [\text{Volt}] \\
  \textit{W} & Channel width of TFTs \ [\mu \text{m}] \\
\end{tabular}
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Chapter 1 Introduction

Amorphous silicon film made by plasma enhanced chemical vapor deposition (PECVD) is a good candidate material for making large area radiation detectors in various imaging applications such as digital X-ray radiography or high energy particle tracking which require good energy resolution and, or good position resolution respectively.

Over the last few years, there have been efforts to use hydrogenated amorphous silicon (a-Si:H) as a detector for ionizing radiation because of its potential for inexpensive and easy fabrication into large area devices, inherent radiation hardness, together with a detection characteristics similar to crystalline silicon.

The most suitable scheme for making position-sensitive radiation detectors out of a-Si:H seems to be a pixel detector configuration, which consists of a 2-dimensional array of small pin diodes, because its small detector capacitance reduces system noise. Such an array can be fabricated using the a-Si:H large area deposition and integration process. Also the currently available amorphous or poly-silicon thin-film-transistor (TFT) deposition technique can be used to make pixel readout electronics as well as pixel level front-end amplifiers which can be integrated together with pixel detector array on the same substrate.

In designing such an integrated detection system, analysis of the signal-to-noise ratio is essential for the optimization of detection efficiency, resolution, and timing. Simple modelling to estimate radiation signal and electronic noise of amorphous silicon detectors is required to save time and effort when designing pixel detector systems for various imaging applications.

This thesis describes basic studies on the signal charge collection in a-Si:H detectors and the noise contribution of detectors and front-end TFT amplifiers to the overall system noise. In addition, a-Si:H and poly-Si thin-film-transistors are assessed in a prototype study of readout electronics and pixel level amplifiers.
Chapter 2 gives a brief but general review of position sensitive radiation detectors and their readout methods. Some necessary background information on hydrogenated amorphous silicon for making radiation detectors is also described.

In Chapter 3, a simple analytical model is derived to estimate the charge collection efficiency in a reverse biased pin diode for various radiation signal and material parameters. Then simulations with the model of charge collection and signal formation from various radiation sources are discussed.

In Chapter 4, in order to estimate the noise contribution from a-Si:H detectors and TFT amplifiers, noise power spectra in the frequency domain are measured and analyzed into various components. Basic properties of a-Si:H and poly-silicon thin-film-transistors such as structure, I-V characteristics and noise components are discussed. The equivalent noise charge expressions of these noise components are obtained from their spectral densities using transfer functions for a simple CR-(RC)^n shaping filter. The noise charge of a-Si:H pin detectors measured in a conventional radiation detection system is compared with the sum of calculated noise from the derived expression for various shaping time and biases.

In Chapter 5, after a brief introduction of general 1-dimensional and 2-dimensional detector readout schemes, thin-film-transistor-switch and diode-switch readout schemes for a-Si:H pixel detectors are discussed. Prototype design and fabrication of pixel-level front-end amplifiers using high temperature poly-Si TFTs are described as well.

Conclusions and final comments are given in Chapter 6.
Chapter 2 Background

2.1 Position-Sensitive Radiation Detectors

Position-sensitive radiation detectors have become an essential tool in many fields of scientific research and medical imaging. Some examples are: (a) position monitoring and energy spectroscopy of charged particle beams in high energy accelerators, (b) X-ray flux imaging for digital radiography, and auto-radiography to study DNA crystalline structure of bio-specimen, (c) positron emission tomography and single photon imaging in nuclear medicine to obtain the distribution of radio-isotopes in a body, (d) X-ray diffraction study and X-ray or synchrotron radiation microscopy, (e) astronomical telescope to measure the intensity and distribution of cosmic radiations, and (f) neutron radiography for non-destructive industrial applications, and so on.

Depending on the specific radiation types and the required detection condition or restrictions such as detector size, fast timing and real time imaging capability, good spatial or spectral resolution, and radiation hardness, many different types of radiation detectors have been used; X-ray films, multiwire gas detectors, drift chambers, scintillators with photomultiplier tubes, and various semiconductor detectors. Some examples are given below.

(1) X-ray films: They are the most common 2-d imaging devices but limited in application because of narrow range of sensitivity to radiations and more importantly lack of real-time imaging capability.

(2) Gas detectors: For the position detection of charged particles, gas chambers with multiwire anode and cathode strips on a pad are used. Two recent examples include a position monitoring system for an anti-proton beam developed at CERN [1] and tracking detectors for many charged particles with multiplicity produced from a heavy ion collision experiment built at BNL.[2]
(3) **Scintillators** : Thin plates of various scintillators, organic or inorganic, converts the energetic particles or X-rays into visible light and then an array of photomultiplier tubes or semiconducting photodiodes detects the photons. Over the last decade, a major improvement in spatial resolution in X-ray imaging was achieved by scintillating optical fiber techniques [3] and micro-channel plate technique [4] by narrowing the angle of light emission. X-ray image intensifiers with TV cameras are often used in X-ray digital imaging.[5]

(4) **Semiconductor detectors** : Rapidly advancing technology of semiconductor microelectronics and the availability of high purity semiconductor wafers are enabling the construction of precision position sensitive radiation detectors. Basically all the semiconductor detectors adapt the same principle that the generated charges are drifted toward the electrodes under the applied electric field in a depleted region and induce an external current pulse.

Three of the most interesting position sensitive silicon detectors are (a) microstrip detectors [6] with charge collection on individual strip electrodes, which are at present the highest spatial resolution detectors and are commercially available, (b) semiconductor drift chambers [7] which employ a principle similar to that of gas drift chambers, and (c) charge coupled devices (CCD) which transfer collected charges from cell to cell by peristaltic potential variation. They have been employed successfully in recent physics experiments with spatial resolution as high as 5 μm in one-dimension.[8] Since silicon has a low interaction rate with soft X-rays, its coupling with scintillators enhances the efficiency of medical X-ray imaging system. Other semiconductors like Ge, HgI₂, CdTe are also often used to detect X-rays directly.
2.1.1 Two-Dimensional Silicon Pixel Detectors

Fig. 2.1 shows a schematic top-view of a 1-dimensional linear array and of a 2-dimensional pixel array of radiation detectors. Sometimes 1-dimensional (linear or strip) arrays of detectors are sufficient but 2-dimensional detectors will be necessary to reduce the image scanning time in most radiological applications and to avoid ambiguities arising from multiple coincident events in particle physics experiments. Though 2-dimensional imaging can be accomplished using double-sided Si strip detectors with crossed or inclined strips, or segmented Si drift chambers,[9] they would not be as efficient as a genuine 2-dimensional array, which we call a pixel detector. The term 'pixel' is an abbreviation of the word 'picture element,' referring to the smallest discernible element in image processing devices such as a CCD camera or a color television set.

Recently new architectural designs of pixel detectors have been strongly encouraged and enabled by improvements in silicon VLSI manufacturing technology. There are two types of pixel detectors, monolithic and hybrid type devices, depending on whether detectors and electronics are integrated in a single chip or made in two separated chips and bonded together later.

![Diagram](image)

**Fig. 2.1** Top views of a linear and a pixel array of a-Si:H radiation detectors.
(1) **Monolithic detectors**:

CCDs are a good example of monolithic pixel devices which have been originally developed for optical imaging in television video cameras and were first used as a radiation detector by Damerell et al.[8] However CCDs have drawbacks, such as a small signal because of the thin sensitive layer thickness (typically 5 ~ 10 μm) and an inherent slow readout speed. Holland et al.[10] have recently suggested and developed monolithic silicon detectors by making a thick pin diode on one side and transistor electronics on the other side of a high-resistivity silicon wafer.

(2) **Hybrid detectors**:

Hybrid type pixel detectors have been initially employed to image infrared radiation for astronomy using 'flip-chip' technology, which means that the detector chip and electronics chip are fabricated separately and bonded, pixel-to-pixel, together using indium bump bonding [11] or gold ball-conductive epoxy bonding [12] as shown in Fig. 2.2. The hybrid types of detectors have a strong advantage in that detectors and electronics can be separately optimized using appropriate material and processing technology. Therefore they can have nearly 100% coverage of the sensitive area by detectors and fast readout speeds. However the high fabrication cost and uncertainty of yield in large area devices are major problems.

![Fig. 2.2 A schematic diagram of indium bump technique.](image-url)
2.2 Readout Electronics

The signal processing system applied to a single radiation detector usually consists of a preamplifier, a shaping amplifier and a single-channel analyzer (SCA) for counting or multichannel analyzer (MCA) for energy spectroscopy as shown in Fig. 2.3.

The preamplifier amplifies the detector signal, which is usually very small, for further processing. Usually in a semiconductor detector, a charge-sensitive preamplifier is used to yield an output voltage pulse which is not only directly proportional to the signal charge but also insensitive to the total input capacitances from the detector and amplifier input node, including any stray capacitance.[13] The preamplifier should also have a low output impedance to drive subsequent electronic components, and it should be located as close as possible to the detector to minimize noise-producing stray capacitance.

The pulse-shaping amplifier often amplifies the output pulse of a charge-sensitive preamplifier further, but its main function is to shape the output pulse of the preamplifier, which is generally designed as a current integrator producing a step pulse or a long-tailed pulse due to slow decay of the charge in the feedback capacitor through a high resistance (∼100 MΩ) in parallel with the capacitor. The shaping amplifier produces a short pulse, avoiding pulse pile-up of a subsequent signal on the tail, especially in the case of high

![Fig. 2.3 A schematic diagram of signal pulse processing electronics for single detectors.](image-url)
detection rates. Shaping also functions to achieve the best signal-to-noise ratio by eliminating electronic noise of low and high frequencies compared to the characteristic frequency of the signal pulse. In its simplest form, it consists of a high pass and low pass filter network such as CR-RC. But there can be many types of pulse shaping depending on the specific requirement. [14]

A single-channel analyzer is composed of a pulse discriminator and a counter. It counts the number of signal pulses which have higher amplitude than a certain discriminating level. A multichannel analyzer is basically a combination of an analog-to-digital (ADC) converter and an addressable memory and it displays the distribution of pulse counts in a digitized scale of the pulse height, called channels.

Besides the typical pulse processing electronics mentioned, another important requirement in 1-dimensional and 2-dimensional position sensitive detectors, is the signal readout electronics because there is an array of many detectors. The signal readout is a method for sending detector signals to the pulse processing electronics located externally. It plays an important role in determining the time and position of the radiation pulse.

2.2.1 Readout Schemes for 1-D Detector Array

Prior to developments in integrated circuit technology, 1-dimensional detectors such as a multiwire proportional counter or silicon strip detectors used a pair of distributed amplifiers to determine position by several interpolating readout methods.[15] Two typical examples are:

(a) The delay line method: where the cathode wires or strips are connected at uniform spacing to a helical coil of delay line, and the position is determined by the difference of signal arrival times at two amplifiers.
(b) The resistive electrode method: where the wires or strips are connected to a resistive electrode and the position is determined either by the ratio of charge division or by the difference of pulse rise time measured by two amplifiers.

A schematic of these methods is shown in Fig. 2.4(a).

Another 1-d readout scheme is to use separate amplifiers connected to every strip as seen in Fig. 2.4(b). While requiring many amplifiers, this scheme is much better for readout speed and signal multiplicity because every detector signal can be processed at the same time and independently. Recent developments in silicon analog integrated circuit technology and fabrication process such as wire bonding, enable the making of compact, reliable, low cost, and easily usable readout chips containing many amplifiers. For example a silicon vertex detector (SVX) chip developed at Lawrence Berkeley Laboratory, has low noise signal processing electronics for 128 input channels. It was developed for the hadron collider detector at Fermi Laboratory (CDF) and has been successfully tested in the stationary target experiments.

Fig. 2.4 Schematics of readout schemes from 1-dimensional detector array (a) delay line or resistive line readout scheme using two amplifiers (b) readout of signals from every detector strip or wire using the same number of amplifiers.
2.2.2 Readout Schemes for 2-D Detector Array

2-dimensional detectors, by nature, require more elaborate readout schemes. Depending on various factors such as detector types (CCD, pixel detector, etc.), position sensing or image sensing, and photo-like or movie-like detection, different schemes should be employed. However, decision of a readout scheme is a process of compromise between readout speed and the complexity of the electronics, such as the number of interconnections and the number of signal processing amplifiers. For very large area detectors with a number of pixels \( > 10^6 \), the whole detector system can be assembled by putting many sets of individual 2-d detectors side by side. In this case, each set may be processed in parallel in time.

In this section, the discussion is limited only to 2-d pixel detectors because of interest in its application to hydrogenated amorphous silicon.

(1) Every Pixel Readout Method:

It would be ideal if every pixel were connected to its own pulse processing electronics through its own data routing line and all the 2-d data were read at once.

A detector employing hexagonally-shaped pixels [19] has used this method. Every pixel sends signals through its own data line to a linear array of amplifier chips located either at the top or bottom edge of the detector array. This method gives very fast readout speed but it requires a large number of pulse processing components. Also, since the data lines are numerous and become so closely spaced as the pixel size becomes smaller, it rapidly reaches a practical size limit. Hence, a more realistic and smart readout scheme is necessary.
2) **X-Y Readout Method**:

This method involves reading the signal from common x- and y-data lines at the same time as shown in Fig. 2.5(a). Therefore it can give a very high readout speed, but produces an ambiguity in the case of multiple hits during one resolution time.

A detector called the XYW detector, has been designed for a 2-d pixel array by Diericky [20] to give a very high readout speed. Each pixel consists of a pixel diode, a gated charge-sensitive amplifier, and a two-transistor output stages. The output of the charge sensitive amplifier is connected to a common gate of the two transistors and modulates the drain-to-source current simultaneously. While the drain electrodes of the transistors are connected to a common bias, the source electrodes are connected to a common row (x) and column (y) data lines, respectively. Two external signal processing circuits, one for an x data set and one for a y data set, compare inputs (sums of signals from pixels in each row and column respectively) with a given threshold level and produce a digital address of the row and column connected to any pixel producing a radiation signal.

3) **Line-Scanning Method**:

This method involves scanning the data of pixel diodes line by line in sequence so the x coordinate is determined by the time of the gate pulse and the y coordinate is given by a column index, as shown in Fig. 2.5(b). Therefore its readout speed is limited by the number of rows. This system often requires temporary data storage at the pixel level due to the relatively long readout time compared to the other methods, above. However, it has no ambiguity in the position of radiation which is important in particle physics applications, and it also produces a real-time imaging which is often required in medical applications.

A line-scanning readout, the Eyeball-array,[21] has been developed at Xerox PARC for an a-Si:H photodiode array. Each pixel consists of a photodiode and a readout transistor made of a-Si:H. Details of its description will be given in the next section. A similar line scanning readout method using two transistors has been suggested by Parker [22] for a proposed silicon pixel detector array.
Fig. 2.5 Schematic diagrams of readout methods for a 2-dimensional pixel detector array (a) x-y readout method (b) line scanning method.

2.3 Hydrogenated Amorphous Silicon (a-Si:H)

Hydrogenated amorphous silicon has a relatively long application history as a solar cell and a photo-sensor for optical imaging such as electron-photography (Xerography) [23] and a facsimile head.[24] Schottky and pin diodes made of this material had been first suggested for use as ionizing radiation detectors by Kaplan et al.[25] Some other groups have tested this material as X-ray sensors with a phosphor such as CdWO₄.[26] They have emphasized that this material can be deposited onto large surfaces and produce a relatively high signal from interactions with ionizing radiation. Another potential benefit is its inherent high radiation resistance because of its noncrystalline structure.[27]
2.3.1 Production Methods

Hydrogenated amorphous silicon (a-Si:H) is an alloy of silicon and hydrogen which is deposited on a substrate (glass, quartz, plastic or metal) in a thin film from the gaseous state. Amorphous silicon has been known for a long time but it has only attracted attention as an electronic material since doping to produce p-type and n-type elements was first demonstrated by Spear and LeComber in 1975,[28] who showed that by adding dopant gases such as diborane (B$_2$H$_6$) or phospine (PH$_3$) to silane gas (SiH$_4$), p- and n-type semiconductor material would be produced.

Out of the various methods of production from the precursor-gas state: sputtering, chemical vapor deposition (CVD), PECVD, photo-CVD, and so on, The PECVD, often called rf-glow discharge, is known to produce best quality semiconductor material with lowest defect density.

In the PECVD method, silane gas, sometimes diluted with hydrogen, is fed into a vacuum chamber through a control valve and decomposed in a glow discharge by capacitively or inductively coupled rf power into SiH$_n^-$ (n = 1–3) and H$^+$ and forms a weakly ionized plasma. SiH$_n^-$ ions, precursors, diffuse onto a substrate and form a Si-Si network by chemical reactions assisted by the heat. Heat is transferred from the filament underneath the substrate by controlling its temperature. During the deposition process hydrogen gas is evolved from the surface and is removed by the vacuum pump together with the excess gas. Fig. 2.6 shows a schematic diagram of LBL PECVD system.

Deposition conditions such as gas flow rate, gas pressure, rf power density and substrate temperature, play a critical role in determining the quality of films and growth rate. Optimization of the deposition condition requires long period of trials and errors. A typical deposition condition for LBL PECVD system at 85 MHz of rf glow discharge frequency is summarized in Table 2.1 where sccm stands for standard cubic cm.
Fig. 2.6 A schematic diagram of LBL PECVD system
Table 2.1 Deposition parameters of LBL PECVD system

<table>
<thead>
<tr>
<th>Layer type</th>
<th>n-layer</th>
<th>i-layer</th>
<th>p-layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gases &amp; flow rate</td>
<td>SiH$_4$ : 40 sccm</td>
<td>SiH$_4$ : 40 sccm</td>
<td>SiH$_4$ : 40 sccm</td>
</tr>
<tr>
<td></td>
<td>PH$_3$ : 6 sccm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heater temperature</td>
<td>320 °C</td>
<td>320 °C</td>
<td>250 °C</td>
</tr>
<tr>
<td>RF power</td>
<td>5 Watt/cm$^2$</td>
<td>7 Watt/cm$^2$</td>
<td>5 Watt/cm$^2$</td>
</tr>
<tr>
<td>Growth rate</td>
<td>27 nm/min</td>
<td>38 nm/min</td>
<td>27 nm/min</td>
</tr>
</tbody>
</table>

2.3.2 Basic Properties

Atomic silicon has four valence electrons and its most stable form is a crystalline diamond structure. Amorphous silicon is a random network of silicon atoms, a schematic of which is shown in Fig. 2.7. The optimum coordination number to get the minimum free-energy of the ideal random network system has been theoretically calculated to be $\leq 2.4$.\[29\] Because of this there are inherent structural defects such as dangling bonds and voids which act as trapping and recombination centers for electrons and holes.

Hydrogenation makes a better material than pure amorphous silicon in terms of the mechanical and electronic properties because the hydrogen atoms tend to terminate dangling bonds and therefore reduce the defect states from $\sim 10^{17}$ to $\sim 10^{15}$ cm$^{-3}$ in the gap between the conduction and valence bands. Atomic hydrogen concentrations of $\sim 10$ % of the amorphous silicon density is known to make a device quality material.\[30\] Extra hydrogen atoms left after compensation of dangling bonds, remain in atomic or gas molecular form in the silicon matrix and voids. They make bubbles or diffuse out of the material depending on the temperature and hydrogen partial pressure of the bulk material and of the environment. When the atomic concentration of hydrogen is less than 5 % micro-crystalline
structures develop.[31] Table 2.2 is a comparison of fundamental material properties of crystalline silicon and hydrogenated amorphous silicon.

![Diagram of a-Si:H showing dangling bonds and a void.](image)

**Fig. 2.7** A schematic structure of a-Si:H showing dangling bonds and a void.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Crystalline Si</th>
<th>a-Si:H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Diamond</td>
<td>random network</td>
</tr>
<tr>
<td>Interatomic distance (Å)</td>
<td>2.35</td>
<td>2.35 ± 0.07</td>
</tr>
<tr>
<td>First bond angle (°)</td>
<td>109.47</td>
<td>109 ± 10</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>2.3</td>
<td>~ 2.25</td>
</tr>
<tr>
<td>Dielectric constant</td>
<td>12.0</td>
<td>~ 11.8</td>
</tr>
<tr>
<td>Resistivity (Ω·cm)</td>
<td>&lt; 10⁵</td>
<td>&gt; 10⁹</td>
</tr>
<tr>
<td>Electron mobility (cm²/V·sec)</td>
<td>1350</td>
<td>1 ~ 2</td>
</tr>
<tr>
<td>Hole mobility (cm²/V·sec)</td>
<td>480</td>
<td>0.004 ~ 0.007</td>
</tr>
<tr>
<td>Band gap energy (eV)</td>
<td>1.12 (indirect)</td>
<td>1.7 ~ 1.9 (direct)</td>
</tr>
</tbody>
</table>
Fig. 2.8  Schematic band structures of (a) crystalline and (b) amorphous silicon.

Schematics of band structures of crystalline silicon and amorphous silicon are shown in Fig. 2.8. Conduction and valence bands are not well defined in amorphous silicon. Each has a deeply penetrating band tail, called the Urbach edge, [32] into the forbidden gap due to lack of long range order in the random network, and there is a high density of gap states, mostly originated from dangling bonds.

In the band tail states, the density of state becomes low so that the electron wave function does not overlap between the states. Hence electrons or holes which are mostly located in the tail states can not move as freely as in the conduction or valence band and the transport of electrons or holes is characterized by ranges in values of mobilities depending on the energy state. In contrast to crystalline silicon, the observed average mobility, often called the drift mobility of amorphous silicon around room temperature, increases as the temperature is raised because of excitation of trapped electrons in the tails states to higher conduction states. The observed mobilities are typically $\sim 1 \text{ cm}^2/\text{Vsec}$ and $\sim 0.004 \text{ cm}^2/\text{Vsec}$ for electrons and holes respectively at room temperature. Because of the
asymmetrical density of states with more states in the lower half of the gap, the average drift mobility of holes is much lower than that of electrons. Also the hole transport is dispersive and is governed by a hopping mechanism even at room temperature. At very low temperatures, transport of both carriers is dominated by a hopping mechanism rather than drift. Hopping is a conduction mechanism in which carriers jump from a localized tail state to a neighboring tail state under the influence of the electric field. The transition temperature between drift and hopping mechanisms for electrons and holes are typically ~ 150 *K and ~ 360 *K respectively.[33,34]

The mobility edge in non-crystalline solids suggested by Mott [35] is a conveniently defined concept to represent that all the electrons having their kinetic energy above the conduction band mobility edge, called free electrons, are assumed to have a constant mobility often called an extended drift mobility, and all the electrons with energy below the mobility edge, called trapped electrons, have zero mobility, and similarly for the holes. Then there is an equilibrium of trapping and detrapping process of free carriers and trapped carriers at any temperature.

The average energy state of dangling bonds is located in the middle of the forbidden gap between the conduction and valence bands and the density of states has a broad peak which is often simulated as a gaussian shape with a width of a few tenth of eV. If a dangling bond captures an electron, the energy states of these two electrons deviates by 0.2 ~ 0.3 eV. This is the repulsion between two electrons with opposite spins and is called 'the correlation energy'.[36] Electronically a dangling bond can have three states; (a) singly occupied (D⁰), (b) doubly occupied(D⁻) and (c) empty (D⁺). When the dangling bond is occupied by a single electron, it is neutral. Fig. 2.4 (b) shows D⁰ and D⁻ states. We can consider D⁰ states to be filled and D⁻ states empty. Therefore the Fermi energy level is located in the middle of these two peak. The density of dangling bonds is normally measured by an electron spin resonance technique.[37]
The Staebler-Wronski effect,[38] the generation of metastable defect states from light soaking, electric stress, and aging breaking weak silicon bonds into dangling bonds is still the main way in which the device quality is degraded with time.

2.4 a-Si:H Pixel Detector Structures

A-Si:H radiation detector structure is a reverse biased pin diode which is similar to that of solar cells. A detector consists of a metallic layer and a thin heavily doped p layer (~30 nm), followed by an intrinsic layer which forms the bulk of the diode, then a thin heavily doped n layer (~30 nm) and finally a thin metallic layer. Chromium or palladium are the usual metals that are used for the electrical contact. The p and n layers are blocking layers to minimize the reverse current. The bulk i layer acts as the main region where the incident radiation interacts and produces the secondary electron-hole pairs. The i-layer must be thick enough to produce enough electron-hole pairs to give a detectable signal.

For use as a radiation detector two possible schemes may be implemented:

(a) Indirect detection: A thin (1 ~ 5 \text{ \mu m}) pin diode is coupled to a thick (0.3 ~ 1 \text{ \mu m}) CsI(Tl) scintillator for x-ray or single particle detection.

(b) Direct detection: A thick (50 ~ 70 \text{ \mu m}) pin diode is used for direct detection of single particles especially minimum ionizing particles.

Fig. 2.9 (a) and (b) show cross sectional conceptual views of pixel elements which integrate pixel amplifier and readout electronics on a glass or quartz substrate with deposited a-Si:H layers.
Fig. 2.9 Cross-sectional view of a single pixel; (a) indirect detection scheme using a scintillating layer coupled to a thin a-Si:H photodiode and (b) direct detection scheme using a thick a-Si:H diode.

2.4.1 Thin Detector Coupled to Scintillating CsI(Tl) Layer

In this configuration, the scintillating layer converts the energy deposited by x-rays or single particles into visible light; the thin a-Si:H pin diode absorbs the scintillation light and generates electron-hole pairs. For the effective transmission of the scintillation light, a thin metal layer (< 100 nm of Cr) or a transparent conducting layer such as indium-tin-oxide (ITO) may be used for the top contact of the diode in Fig. 2.9 (a).

Among various scintillating materials, CsI(Tl) appears the most promising for the following reasons:

(a) Large-area deposition: It is readily deposited by vacuum evaporation at low deposition substrate temperature [39] in the range of 50 ~ 250 °C. This allows for the possibility of direct evaporation on to an a-Si:H photo diode layer without degrading the a-Si:H which start to degrade at 250 °C. The CsI adheres well to roughened glass or roughened Al. However in order to deposit it with good bonding on ITO coated a-Si:H it was found necessary to deposit an intermediate layer of ~ 1μm thick polyimide which is transparent to...
the scintillation light. [40] The polyimide is formed by spin coating and is baked at 200 °C. The details of the evaporation conditions for the CsI have been reported. [41]

(b) Good spatial resolution: Depending on the deposition conditions, it forms columnar structures [42] which limit the light diffusion sideways and allows high spatial resolution. 100 µm of spatial resolution has been demonstrated from 1 mm thick CsI(Tl) by 17 keV X-ray which was a factor of 2 higher than that of the same thickness Gd₂O₂S, a commonly used scintillator. [41]

(c) Light properties: After interacting with the incident radiation, CsI(Tl) emits a spectrum of light with decay times of 1100 and 600 nsec. The emitted light is in the visible and matches well with the absorption response of a-Si:H as shown in Fig. 2.10 which compare the light spectrum with other CsI materials. [43] The light yield is 50,000 visible photons per 1 MeV energy deposit, which is among the highest light output of any known scintillator. [44] CsI(Tl) layer 300 ~ 1000 µm thick will produce 12,000 ~ 40,000 e-h pairs in a thin a-Si:H diode for minimum ionizing particles after correcting for light scattering and transmission losses. [41]

The main disadvantage of CsI(Tl) scintillators is that their resistance to radiation damage by energetic particles (fast neutrons or high energy protons) and by gamma rays is not as high as that of a-Si:H. Perez-Mendez et al. [45] have shown that a-Si:H is extremely radiation resistant and is not damaged by fast neutron fluxes > 10^{14} n/cm^2. However, because the CsI(Tl) is deposited in thin layers, the degradation due to radiation which is largely due to attenuation of the light transmission is less than that of thick crystals. For example, for a ~ 100 µm thick deposition the signal from gamma rays emitted by Co^{60} dropped by half after an irradiation dose of 10^6 rad of the same gamma rays. [41] By comparison with a 1 mm crystalline CsI(Tl) detector, the signal dropped to half at 10^4 rad. [46]

CsI(Na) is more radiation resistant than CsI(Tl) [47] and it has a short lived ~ 20 nsec component but it is hygroscopic and emits less light (38,000 photon/MeV). [39] Other
scintillators, such as cadmium tungstate, gadolinium oxysulfide, gadolinium silicate etc., which can be deposited in large areas may also prove applicable to the indirect detection method.

![Scintillation light spectra of pure CsI, CsI(Na) and CsI(Tl) and detection efficiency of a-Si:H photodiodes.](image)

**Fig. 2.10** Scintillation light spectra of pure CsI, CsI(Na) and CsI(Tl) and detection efficiency of a-Si:H photodiodes.

### 2.4.2 Thick Detector for Direct Detection of Ionizing Radiations

In high energy physics experiments in electron-positron collider or proton-antiproton collider accelerator, detection of minimum ionizing particles is the major concern. Those particles such as fast electrons or other elementary particles produce a uniform distribution of electron-hole pairs as they pass through the silicon.

In order to detect minimum ionizing particles directly with a-Si:H diodes, the i region containing the electric field must be thick enough to produce an adequate signal above noise. The radiation signal is basically proportional to the energy absorbed in the
bulk of detector where the electric field is not zero. And the generated charges will drift and be collected. There are some material problems in making thick radiation detectors using the conventional PECVD. As the a-Si:H film becomes thicker, compressive stress develops and either cracks are generated in the a-Si:H layer or the substrate bends.

In order for the electric field to penetrate into the i region, it must be fully depleted. A very large bias is required for this due to the large density of space charges which are mostly from the ionized dangling bonds.

However recently there has been improvements in the deposition technique. For instance, production of 50 ~ 100 μm pin diodes with dangling bond density ≤ 2 x 10^{15} /cm^3 deposited in a 110 MHz PECVD machine at a deposition rate of 2 ~ 3 μm/hour has been reported.[48]
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Chapter 3 Charge Collection and Signal Formation

3.1 Introduction

When ionizing radiations, such as X-rays, gamma-rays, or charged particles, are incident on an amorphous silicon pin diode they produce electron-hole pairs along their paths. These electrons and holes drift toward the n- and p-contact layers under the strong electric field built by the reverse bias. The drift motion of electrons and holes induces a current pulse at the external circuit of the detector with a shape determined by the electric properties and the geometric configuration of the detector. The main interaction and drift occurs in thick i-layer of the diode. The thin (40 ~ 100 nm) p- and n-layers serve as blocking contacts to minimize the unwanted injection of electrons and holes from metal contacts when the high reverse bias is applied. The signal current pulse is integrated by a charge sensitive preamplifier and is shaped by a following shaping amplifier to produce a voltage pulse whose magnitude is proportional to the signal charge.

Normalization of the output signal charge to the total generated charge is called the collection efficiency. This is an important quantity for optimal design of the detector, for example, to determine of the size and thickness of pixel detectors, the operation bias, the shaping time, etc.

In this chapter simple analytical equations of the charge collection efficiency will be derived and measurements of the required device parameters and simulation of the model in several cases will be discussed.
3.2 Charge Collection Efficiency

The charge collection efficiency, $\eta$, is defined as

$$\eta = \frac{\text{collected charge}}{\text{total generated charge}} = \frac{Q_{\text{col}}}{Q_{\text{gen}}}$$

The total generated charge, $Q_{\text{gen}}$, is

$$Q_{\text{gen}} = \int_0^d q \frac{\Delta E(x)}{W} \, dx = q \int_0^d n_0(x) \, dx = q N_0$$

where $q$ is an electronic charge and $N$ is the total number of generated electron-hole pairs. $d$ is the thickness of the i-layer of a-Si:H pin diodes. $\Delta E(x)$ is the energy deposited in the detector by the radiation at a distance $x$ measured from p-i junction. $W$ is the average ionization energy needed to produce an electron-hole pair by the radiation and its value varies slightly depending on the radiation type and its kinetic energy. $n_0(x)$ is the initial distribution of generated charges and $N_0$ is the total number of electron-hole pairs produced.

The collected signal charge can be obtained by integration of the induced current caused by the motion of signal charges in the detecting material.

$$Q_{\text{col}} = \int_0^{T_i} I_{\text{ind}}(t) \, dt = q N_{\text{col}}$$

where $T_i$ is the integration time which is the less between the transit time of charges in the detector and the shaping time of the pulse shaping amplifier. In gas-type radiation detectors, such as ionization chambers, the induced signal current is normally calculated by the energy balance, but in solid state detectors, such as p-n diodes or Schottky diodes, it should be calculated according to principles developed in the study of induced currents in vacuum tubes. [1] Tove et al [2] have showed that a moving point charge $q$ between two parallel electrode with separation $d$, induces a current, $i$ which is

$$i = \left(\frac{q}{d}\right) \times \frac{dx}{dt}$$
Several assumptions are made in order to calculate the signal charge collection in a highly reverse biased a-Si:H pin detector;

(1) **Charge generation**: Two cases of distribution of generated charge density are considered as shown in Fig. 3.1; (a) Uniform generation : \( n_0(x) = \text{constant} = n_0 \). Radiations, such as minimum ionizing particles which have a much longer range than the typical thickness of the i-layer (5 ~ 50 \( \mu \text{m} \)), produce a uniform distribution of charge density. In partial depletion cases, the charges produced in the depletion region contribute to the total signal size. (b) Surface generation : Radiation such as ultra violet light has a large absorption coefficient so effectively all the interaction occurs at the surface region of the detector. Generally the density distribution is expressed as an exponential function,

\[
n_0(x) = n_o e^{-ax}
\]

where \( a \) is the linear absorption coefficient and it is the reciprocal of the mean free path of the radiation in the a-Si:H.

In the case of the strong absorption where the mean free path is very short compared to the diode thickness (\( ad >> 1 \)), the density distribution can be modelled simply as a delta function, \( n_0(x) = N_0 \delta(x) \), and only one type of charge contributes to the signal.

![Diagram of a-Si:H pin detector and charge density distribution](image)

**Fig. 3.1** A schematic geometry of an a-Si:H pin detector and the density distribution of generated charges; (a) Surface generation at p-side and n-side, (b) Uniform generation.
(2) Diffusion and drift: The diffusion of charge carriers during the transit time is neglected because the diffusion length is much shorter than the sample thickness. Therefore the drift is the only driving force of the motion of electrons and holes considered in the calculation. Also the mobilities of electrons and holes are assumed to be constant and independent of the electric field strength. These assumptions are not good especially in the case of hole transport because of their low mobility and hopping characteristics. However, the simulation seems to give good fits to the measurements. For simplicity of the calculation we neglect the dispersive nature of holes.

(3) Recombination and trapping: The main recombination process is Shockly-Read-Hall recombination through the donor-like states located in the middle of the gap which is mainly the D^0 states of the silicon dangling bonds.[3] In good quality amorphous silicon, other gap states, for example impurities like P, B, O, C, and N etc. or hydrogen-complex induced trap centers, are also important recombination and deep trapping centers causing the signal loss during the transit time.[4] The direct recombination (Auger recombination) of generated electrons and holes is neglected because of the small cross section. The overall charged carrier loss process is modelled as a simple exponential function during the transit time using the concept of an average lifetime, \( \tau_i \), where the subscript \( i \) refers to electrons \( (\tau_e) \) or holes \( (\tau_h) \). The density of charge carriers at a time \( t \) measured from the generation time is

\[
n(t) = n(o) e^{-t/\tau_i}
\]

This assumption is generally valid in the case of medical x-ray imaging and detection of minimum ionizing particles, because the density of generated signal charge is so small compared to the large density of recombination centers that charge loss is independent of position. In the case of highly charged heavy particle detection such as alpha particles, protons and fission fragments, this assumption is poor and a plasma effect, leading to slow pulse rise time due to plasma formation [5] and a pulse height defect due to high rate of the direct recombination [6] of electrons and holes, must be considered.
(4) **Electric field configuration**: The abrupt depletion model is used to calculate the electric field in the pin diode. The electric field in the p- and n-layer are neglected. In the i-layer the dangling bonds which do not have hydrogen atoms attached are readily ionized under the action of a reverse bias across the diode, and will leave a density of positive space charge which is $30 \sim 35\%$ of the density of the total dangling bonds as measured by electron spin resonance.[7] Therefore the i-layer behaves as a slightly n-type layer and the depletion of the i-layer starts from the p-i junction and extends towards the i-n junction as the reverse bias increases. For maximum signal charge collection, the diodes must be fully depleted.

When the applied bias is high enough to deplete all the i-layer the electric field is simply linear, however when the bias is not high enough to deplete all the i-layer, the electric field in the i-layer of reverse biased a-Si:H pin diode is normally calculated by a two region approximation based on the electron quasi Fermi energy level. Recently Kleider et al.[8] have developed a model to calculate the electric field in amorphous silicon Schottky diodes which is based on both electron and hole quasi Fermi energy levels and results in a three-region approximation. However for the calculation of the charge collection in reverse biased thick pin diodes the two-region approximation seems to be satisfactory, because the other region width is normally less than 1 μm.

In region I, where the electric potential is higher than a critical voltage $\Phi_c (-1V)$, the space charge density is constant and equal $qN_d^*$ where $N_d^*$ is the maximum ionizable dangling bond density. The Poisson equation has the form

$$\frac{d^2\Phi(x)}{dx^2} = -\frac{d}{\varepsilon_0 \varepsilon_{asi}}$$

(3.1)

where $\varepsilon_0$ is the dielectric constant of vacuum and $\varepsilon_{asi}$ is the relative dielectric constant of hydrogenated amorphous silicon.

In region II where the potential $\Phi(x)$ drops below $\Phi_c$, we assume the space charge is proportional to the potential $\Phi(x)$, therefore the Poisson equation is

$$\frac{d^2\Phi(x)}{dx^2} = -\frac{\rho \times \Phi(x)}{\Phi_c}$$
The equations are then solved with the i-layer boundary condition of \( \Phi(0) = V_a = \) the applied reverse bias, and \( \Phi(d) = 0 \) and the continuity condition of potential and field at the boundary between two regions.

However the transport of charge in region II does not contribute to the signal charge collection because the field is so low that deep trapping and recombination are dominant in this region. Therefore we will neglect region II and only consider region I. See Fig. 3.2 for comparison of electric fields and space charge density distribution in the case of a two-region approximation and a one-region approximation.

The thickness of region I, which is called the depletion thickness, \( w \), is

\[
w = \sqrt{\frac{2V_a}{\rho}}
\]

In order to deplete all of the i-layer, the applied reverse bias, \( V_a \), must exceed the full depletion bias, \( V_f \), which is obtained from the above equation by substituting \( w \) by \( d \).

\[
V_f = \frac{\rho d^2}{2}
\]  \hspace{1cm} (3.2)

---

Fig. 3.2 A schematic diagram of space charge and electric field distribution in a partially depleted a-Si:H pin diode depicted by (a) two-region model and (b) one-region model.
Now let's define a dimensionless variable, the depletion parameter, $Y$.

$$Y = \frac{w}{d} = \left(\frac{V_a}{V_l}\right)^{1/2}$$

Then the electric field $F(x)$ in the partial depletion case is

$$F(x) = \rho \left( x - w \right) \quad 0 \leq x \leq w \quad (Y \leq 1 \; ; \; \text{partial depletion}) \quad (3.3)$$

$$F(x) = 0 \quad w \leq x \leq d$$

In the full depletion case,

$$F(x) = \rho \left( x - \frac{d}{2} - \frac{w^2}{2d} \right) \quad 0 \leq x \leq d \quad (Y \geq 1 \; ; \; \text{full depletion}) \quad (3.4)$$

where $w$ does not have a physical meaning of the depletion thickness because it is larger than the i-layer thickness $d$ from its definition.

(5) **Ballistic Deficit**: The output pulse height of the shaping amplifier does not reflect the actual charge collection efficiency when the pulse shaping time, $\tau$, is shorter than the transit time, $t_t$, of the charge carriers in the detector. The output signal is only proportional to the charges collected during a time interval equal to the shaping time, i.e. $t_t$ must be replaced by $\tau$ in the integration to calculate $Q_{col}$. This type of signal loss is called the ballistic deficit.[9]

In principle the ballistic deficit is not a charge loss process in the detector, but it affects the output signal size as do other charge loss mechanisms. For thick a-Si:H pin detectors (> 10 $\mu$m), the ballistic deficit is a major signal loss in the hole collection because of its low drift mobility and long transit time especially when a fast pulse shaping ($\tau < 1$ $\mu$sec) is used. In the electron collection, Ballistic deficit is negligible unless the sample diode is very thick (> 100 $\mu$m) and the operation bias is low.

Using those assumptions, the charge collection efficiency is obtained in simple analytical forms for three cases; uniform generation and the two surface generation cases in a simple pin detector and also analyzed was uniform generation case in a multi buried layer detector.
3.2.1 Case 1: Uniform Generation in PIN Detector

The charge collection efficiency is calculated in the case of uniform distribution of charge density, \( n_0(x) = n_0 \), for two bias conditions; partial depletion and full depletion bias.

(1) Partial depletion bias (\( Y < 1 \)):

(a) Electron collection efficiency

In a partial depletion case, the generated electrons drift from the p contact toward the depletion boundary, \( w \). The drift velocity of the charge carrier in the semiconductor is proportional to the electric field, to a first order approximation, so the velocity of an electron at position \( x \) will be given by the following equation, using the electric field distribution for the partial depletion case.

\[
V_e(x) = -\mu_e F(x) = \frac{w-x}{\tau_n}
\]

where \( \tau_n \) is the electron characteristic time defined by

\[
\tau_n = \frac{1}{p \mu_e}
\]

where \( p \) is defined in the previous section.

By the definition of velocity,

\[
v(x) = \frac{dx}{dt}
\]

the electron drift velocity can be represented as a function of time, \( t \), and the initial position, \( x_0 \), instead of the present position, \( x \).

\[
v_e(x_0, t) = \frac{(w-x_0)}{\tau_n} e^{-\frac{1}{\tau_n}}
\]

The transit time of the electron from \( x_0 \) to \( w \) is infinite. Theoretically the electron never reaches the position \( w \). This applies to any electron between \( x_0 = 0 \) and \( x_0 = w \). In the case of uniform generation of charge carriers, the induced current, \( \Delta I_e \) due to \( n_0 \) electrons generated at \( x = x_0 \) is given by Ramo's theorem.

\[
\Delta I_e(x_0, t) = q n_0 e^{-\frac{1}{\tau_e}} \frac{v_e(x_0, t)}{d}
\]
where $\tau_e$ is the electron lifetime and the exponential term is a correction factor due to the loss of electrons by trapping which is mostly a deep trapping by dangling bonds. Now, consider the charge collection using an ideal charge sensitive preamplifier which is simply a current integrator having a collection or integration time $\tau$. The induced charge at the electrode due to the $n$ electrons generated at $x_0$, is

$$\Delta Q_e(x_0) = \int_0^\tau \Delta I_e(x_0, t) \, dt$$

The total induced charge due to electrons generated in the depletion region ($0 \leq x_0 \leq w$) is

$$Q_e = \int_0^w \Delta Q_e(x_0) \, dx_0 = \int_0^w dx_0 \int_0^\tau \Delta I_e(x_0, t) \, dt$$

Since there is no field in the undepleted region, there is no contribution to the signal from carriers in this region. The maximum induced charge at the electrode by collecting all the electrons and holes in the detector is

$$Q_{gen} = q \, n_o \, d$$

So the electron collection efficiency, the relative signal size contributed by the electrons is

$$\eta_e \equiv \frac{Q_e}{Q_{gen}} = \frac{Y^2}{2} \times \frac{1 - e^{-\alpha_e \tau}}{\alpha_e \, \tau_e}$$

where

$$\alpha_e \equiv \frac{\tau_n + \tau_e}{\tau_n \, \tau_e}$$

If we collect all the electrons from the detector $\eta_e$ is equal to 0.5.

(b) Hole collection efficiency

Similarly, the drift velocity for holes is

$$v_h(x) = \mu_h F(x) = \frac{x - w}{\tau_p}$$

where $\tau_p$ is the hole characteristic time defined by

$$\tau_p \equiv \frac{1}{\rho \, \mu_h}$$

Using the same process as for the electrons, the velocity of holes at $x$ is represented by the initial position $x_0$, and time $t$. 
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The difference between the collection process of holes and of electrons is that the electrons can never reach the depletion boundary, \( w \), for any given collection time, \( t_s \) but some of holes can arrive at the p-contact. Therefore the above velocity expression is only true under the condition that

\[ t < t_p = \tau_p \ln \left( \frac{w}{w - x_0} \right) \]

where \( t_p \) is the transit time of the holes from \( x = x_0 \) to \( x = 0 \). The current density is also limited up to \( t_p \).

\[ \Delta I_h(x_0, t) = -\frac{q n_0 e^{-x_0}}{\tau_h} v_h(x_0, t) H(t_p - t) \]

where \( \tau_h \) is the hole lifetime and \( H(t) \) is the step function. If the collection time, \( \tau \) is specified, then a division should be made between two groups of holes; one group consists of the holes which are collected completely during that time and the other consists of the holes which remain in the i-layer at time \( \tau \). The boundary between the initial positions of the two groups of holes is

\[ x_p = w (1 - e^{-\frac{x_0}{\tau_p}}) \]

The induced charge per unit area of the electrode by collection of holes is

\[ Q_h = \int_0^{x_p} dx_0 \int_0^{t_p} dt_0 \Delta I_h(x_0, t_0) + \int_0^{w} dx_0 \int_0^{\tau} dt_0 \Delta I_h(x_0, t_0) \]

So the collection efficiency contributed by holes is

\[ \eta_h = \frac{Q_h}{Q_{gen}} = \frac{Y^2}{2} \times \frac{1 - e^{-\alpha_h \tau}}{\alpha_h \tau_p} \]

where

\[ \alpha_h = \frac{\tau_p + \tau_h}{\tau_p \tau_h} \]

(c) Total collection efficiency

Finally the total collection efficiency for both electrons and holes in a partially depleted detector for a given shaping time \( \tau \), is

\[ \eta = \eta_e + \eta_h = \frac{Y^2}{2} \times \left[ \frac{1 - e^{-\alpha_e \tau}}{\alpha_e \tau_n} + \frac{1 - e^{-\alpha_h \tau}}{\alpha_h \tau_p} \right] \]
(2) Full Depletion Bias (\( Y > 1 \)):

(a) Electron collection efficiency

The procedure for calculating the collection efficiency for the full depletion case is the same as for the partial depletion case except that we need to compare the collection time, \( \tau \), and the maximum transit time, \( t_n \), which is the electron travel time from \( x = 0 \) to \( x = d \) given by

\[
t_n = \tau_n \ln \left( \frac{Y^2 + 1}{Y^2 - 1} \right)
\]

The calculated electron collection efficiency is

\[
\eta_e = \frac{1}{8} \left[ \left( Y^2 + 1 \right)^2 \frac{1 - e^{-\alpha_e \tau}}{\alpha_e \tau_n} - \left( Y^2 - 1 \right)^2 \frac{1 - e^{-\beta_e \tau}}{\beta_e \tau_n} \right]
\]

where

\[
\beta_e = \frac{\tau_n - \tau_e}{\tau_n \tau_e}
\]

and \( \tau \) is the lesser of the two \( \tau \) and \( t_n \). This time governs the collection process.

(b) Hole collection efficiency

Similarly the hole collection efficiency is

\[
\eta_h = \frac{1}{8} \left[ \left( Y^2 + 1 \right)^2 \frac{1 - e^{-\alpha_h \tau}}{\alpha_h \tau_p} - \left( Y^2 - 1 \right)^2 \frac{1 - e^{-\beta_h \tau}}{\beta_h \tau_p} \right]
\]

where

\[
\beta_h = \frac{\tau_p - \tau_h}{\tau_p \tau_h}
\]

and \( \tau \) is the minimum between the shaping time \( \tau \) and the hole transit time \( \tau_p \).

\[
\tau_p = \tau_p \ln \left( \frac{Y^2 + 1}{Y^2 - 1} \right)
\]

(c) Total collection efficiency

The total collection efficiency is

\[
\eta = \eta_e + \eta_h
\]
3.2.2 Case 2: P-side Surface Generation in PIN Detector

When strongly absorbed radiation is incident on the p-side of a-Si:H pin detectors, the signal is induced by the electrons only, because the transit distance of the holes are nearly zero. Hence
\[ \eta = \frac{Q_e + Q_h}{Q_{gen}} \equiv \frac{Q_e}{Q_{gen}} \]

where
\[ Q_{gen} = q N_0 \]

By Ramo's theorem, the induced current is
\[ I_e(t) = q N_0 e^{-\frac{1}{\tau_e}} v_e(t) \]

and the collected electron charge is
\[ Q_e = \int_0^t I_e(t) \, dt \]

Hence the collection efficiency is
\[ \eta = \frac{Q_e}{Q_{gen}} = \frac{1}{d} \times \int_0^t e^{-\frac{1}{\tau_e}} v_e(t) \, dt \]

where \( t \) is the lesser of two times: the transit time and the shaping time.

(1) Partial Depletion Bias (\( Y < 1 \)):

In the case of partial depletion, the electrons never arrive at the n-side during the shaping time and their velocity can be represented by
\[ v_e(t) = \frac{\tau_n}{\tau_n} e^{-\frac{1}{\tau_n}} \]

Therefore, the collection efficiency is
\[ \eta = Y \times \frac{1 - e^{-\frac{\tau_n}{\alpha_e}}} {\alpha_e \tau_n} \]

where \( \tau_n \) and \( \alpha_e \) are defined already in equations (3.5) and (3.6) respectively.

(2) Full Depletion Bias (\( Y > 1 \)):

The electron drift velocity in the full depletion case is
If the shaping time \( t < t_0 \), which is the transit time from \( x = 0 \) to \( x = d \), then the collection is terminated at time \( t = t \) and \( t > t_n \) the collection is terminated at time \( t = t_n \). Hence the collection efficiency is

\[
\eta = \left( \frac{y^2 + 1}{2} \right) \times \frac{1 - e^{-\frac{t}{\tau_n}}}{\alpha_e \tau_n}
\]

where \( t \) is the less of two, \( \tau \) and \( t_n \).

### 3.2.3 Case 3: N-side Surface Generation in PIN Detector

In this case, the signal is governed by the hole collection only.

1. **Partial depletion bias** \( (Y < 1) \):
   
   When the i-layer is not fully depleted, there is no external field at n-i junction, so the holes can not drift. Therefore the collection efficiency is zero.

2. **Full Depletion Bias** \( (Y > 1) \):
   
   Similarly to the electron case, the collection efficiency is

   \[
   \eta \equiv \frac{Q_h}{Q_{gen}} = \frac{1}{d} \times \int_0^t e^{-\frac{t}{\tau_h}} v_h(t) \, dt
   \]

   where the hole drift velocity is

   \[
   v_h(t) = \frac{d - \frac{w^2}{2 \tau_p}}{2 d} e^{\frac{t}{\tau_p}}
   \]

   Hence the collection efficiency is

   \[
   \eta = \left( \frac{y^2 - 1}{2} \right) \times \frac{1 - e^{-\frac{\beta_h t}{\tau_p}}}{\beta_h \tau_p}
   \]

   where \( t \) is the lesser of two, the shaping time \( \tau \) and the hole transit time \( \tau_p \). Since the hole mobility is so low the collection is usually limited by the shaping time.
3.3 Signal Formation

The radiation detector signal is usually processed as a voltage pulse in the following electronic system and the information is represented as a pulse height.

Fig. 3.3 shows a typical radiation detection system with ac coupling of the detector to a charge sensitive preamplifier.[10] First the signal current induced by the motion of the generated charges is integrated in a charge sensitive preamplifier. The output voltage signal of the preamplifier is shaped into a pulse form by the following shaping amplifier.

There are many types of pulse shaping amplifiers [11] depending on the specific purpose but here the discussion is limited only to the case of the most popular CR-(RC)^n shaping amplifier which is basically composed of one differential (CR) stage and n stages of integration (RC). This produces a pseudo gaussian pulse when n is large. A typical value of n is 4.[12]

3.3.1 Output Signal of Charge Sensitive Preamplifier

The total induced current from the detector can be written by

\[ I_{ind}(t) = Q_{gen} \times \frac{d\eta(t)}{dt} \]

where \( \eta(t) \) is the charge collection efficiency at a time t.

![Schematic diagram of radiation detection system](image)
The input voltage signal to the preamplifier without the feedback loops is

\[ V_i(t) = \frac{1}{C_{\text{tot}}} \int_{0}^{t} I_{\text{ind}}(t') \, dt' \]

where \( C_{\text{tot}} \) is the sum of the detector capacitance, \( C_d \), and the input capacitance of the charge-sensitive amplifier, \( C_i \).

The closed-loop gain of the charge sensitive preamplifier, \( A_c \), with a negative capacitive feedback [13] is calculated to be

\[ A_c = \frac{C_{\text{tot}} \times A_0}{[C_{\text{tot}} + (1 + A_0) \times C_f]} \]

If the open-loop gain, \( A_o \), is large then \( A_c = C_{\text{tot}}/C_f \).

If we consider the output pulse decay through the feedback resistor \( R_f \) with a decay time constant, \( \tau_f = R_f \times C_f \), then the output signal becomes simply

\[ V_{\text{csa}}(t) = \frac{1}{C_f} \times \frac{e^{-t/\tau_f}}{\tau_f} \int_{0}^{t} I_{\text{ind}}(t') \times e^{t'/\tau_f} \, dt' \]

Now the output pulse height from the charge-sensitive preamplifier without pulse decay becomes simply

\[ V_{\text{csa}}(t) = \frac{1}{C_f} \int_{0}^{t} I_{\text{ind}}(t') \, dt' = \frac{Q_{\text{gen}}}{C_f} \times \eta(t) \]

i.e., the output pulse height from an ideal charge-sensitive preamplifier is simply proportional to the charge collection efficiency.

### 3.3.2 Output Signal of CR-(RC)^n Shaping Amplifier

The output pulse shape of the CR-(RC)^n shaping amplifier is calculated by differentiating and integrating the output signal of the charge sensitive preamplifier.

\[ V_{\text{sha}}(t) = \int_{0}^{t} dt \ast \ast \ast \int_{0}^{t} dt \int_{0}^{t} dt \left( \frac{d V_{\text{csa}}(t)}{dt} \right) \]
Appendix A is a fortran program to calculate the charge collection efficiency and the normalized output signal of the shaping amplifier.

3.4 Input Parameters

In order to estimate the charge collection efficiency of a-Si:H pin detectors, several material parameters are required besides the operational parameters, such as bias and shaping time. They are the average ionization energy, the ionized dangling bond density, mobilities and lifetimes of electrons and holes in i-layer of a-Si:H. In this section, measurement and the results of these material-dependent parameters will be explained.

Samples used in this research were made by the PECVD method in three places: (a) thick (10 - 50 μm) a-Si:H pin diodes from Glasstech Solar Inc. (GSI), now Material Research Group (MRG), (b) thin (< 1 μm) pin diodes and a-Si:H and poly-Si TFTs from Xerox Palo Alto Research Center (Xerox PARC) and (c) thin (1 - 5 μm) pin diodes and buried layer diodes from Lawrence Berkeley Laboratory (LBL).

3.4.1 Average Ionization Energy

The average ionization energy, \( W \), of hydrogenated amorphous silicon was measured at LBL [14] using a 5 μm thick a-Si:H detector and a pulsed X-ray source calibrated with ~ 200 μm thick crystalline silicon detector. For minimum ionizing particles it was also measured at the Bevatron by Shafi.[15] The measured value was 4.8 ± 0.2 eV. This is consistent with an empirical relationship between \( W \) and the band-gap energy \( E_g \) reported by Klein,[16]

\[
W = 2.8 \times E_g + \text{phonon loss} = 2.8 \times 1.7 + 0.5 = 5.2 \text{ (eV)}
\]
3.4.2 Ionized Dangling Bond Density

Good quality hydrogenated amorphous silicon normally has a dangling bond density of $10^{15} \sim 10^{16}$ per cm$^3$. Dangling bonds are ionized by releasing the non-bonded electrons under the electric field and thus becoming positively charged. The maximum ionizable dangling bond density, $N_d^*$, under strong reverse bias was measured to be about one third of the total dangling bonds as measured by the electron spin resonance technique.[17] Two methods were used to measure the ionized dangling bond density directly:

1. **Hole onset**: For charge generated at the n-i interface by a short-wave-length light (500 ~ 600 µm), there will be no hole collection signal until the i-layer is fully depleted. Hence the ionized dangling bond density can be calculated by the following equation converted from the equations (3.1) and (3.2) knowing the thickness of the sample and the threshold bias for full depletion, $V_f$,

   $$N_d^* = \frac{2 \varepsilon_0 \varepsilon_{asi} V_f}{q d^2}$$

2. **Transient photoconductivity** (DC time-of-flight): This method has been used to study the built-in potential distribution in amorphous silicon Schottky diodes [18] and thin (< 1 µm) pin solar cells.[19] Under reverse DC bias, when strongly absorbed light is incident on the p-side (p-side generation), the electrons generated at the p-i interface drift toward the n-layer under the decreasing electric field due to the space charge of the ionized dangling bonds. The induced photocurrent due to electron drift is

   $$I_e(t) = q N_0 e^{-\frac{1}{\tau_n}} v_e(t)$$

   and the velocity is expressed by the following relation.

   $$v_e(t) = \frac{\nu}{\tau_n} e^{-\frac{1}{\tau_n}}$$

Since from the equations (3.1) and (3.4)

$$\tau_n = \frac{\varepsilon_0 \varepsilon_{asi}}{q N_d^* \mu_e}$$
the induced current is an exponentially decreasing function of time

\[ I_e(t) = \frac{q w N_0}{d \tau_n} e^{-\left(\frac{1}{\tau_e} + \frac{1}{\tau_n}\right)t} \]

and the ionized dangling bond density can be calculated from the slope in log(I)-lin(t) plot by the following equation knowing \( \mu_e \) and \( \tau_e \).

\[ \text{Slope} = \left(\frac{q \mu_e}{\varepsilon_0 \varepsilon_{asi}}\right) N_d + \frac{1}{\tau_e} \]

### 3.4.3 Drift Mobility and Lifetime

The drift mobility and the lifetime of electrons and holes are generally measured by the transient photoconductivity method under pulsed-bias condition. This method is known as a pulsed-bias time-of-flight measurement. Fig. 3.4 shows the schematic set-up for the time-of-flight method. Either the p- or the n-side of the pin diode is illuminated by short pulse of light with a strong absorption coefficient so that the electrons or holes are produced within 1 \( \mu \text{m} \) of the appropriate contact soon after a square pulse of bias is applied. Depending on the direction of illumination, either electrons or holes generated around the p-i or n-i interfaces will drift under a uniform electric field \( F \), and induce a transient photocurrent. By analyzing the shape of this induced photocurrent, the drift mobility and the lifetime of electrons or holes can be determined.

For such pulsed-bias measurements, it should be noted that; (a) The length of the bias pulse should be adjusted to be longer than the transit time of carriers and its repetition period should be larger than the dielectric relaxation time of the amorphous silicon, which is \( \sim 100 \mu \text{sec} \). (b) The intensity of the light should be small enough so that the external electric field will not be disturbed by the generated charges. When the light intensity is too high, the classical space charge limited current transient is observed with its characteristic cusp at the arrival time of the leading edge of the charges at the collecting contact.
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Fig. 3.4 A schematic diagram of experimental setup for time-of-flight measurement. Dye laser is pumped by N2 laser and produces light with the wavelength 500 ~ 600 nm.

Since the electron transport is not dispersive at room temperature, the electron photocurrent is easier to analyze than that of the holes. Drift mobility is determined by measuring the transit time of carriers from one contact to the other. Because of carrier diffusion, the transit time is usually determined at the half value of maximum current.
intensity before decreasing as shown in Fig. 3.5. The average drift velocity is constant because the electric field is constant so the transit time is simply

\[ t_t = \frac{d}{v_e} = \frac{d}{\mu F} = \frac{d^2}{\mu V_a} \]

Fig. 3.5 shows the electron time-of-flight data measured from a 27 μm thick pin detector under three different biases. The electron transit times are marked by arrows.

The lifetime is determined by the rate of charge loss by trapping during the transit. If we assume \( N_0 \) is the total generated charge, the remaining charge after time \( t \) is simply expressed by the following equation using the definition of lifetime \( \tau_i \).

\[ N(t) = N_0 e^{-\frac{t}{\tau_i}} \]

Under the constant electric field, \( F = V_a/d \), the induced photocurrent is

\[ I_{\text{ind}}(t) = \frac{q N(t) \mu F}{d} = \frac{q N_0 e^{-\frac{t}{\tau_i}} \mu V_a}{d^2} \]

The lifetime is usually estimated indirectly by the integral mode given by

![Graph showing electron time-of-flight data for a 27 μm thick a-Si:H pin diode.](image)

**Fig. 3.5** Electron time-of-flight data for a 27 μm thick a-Si:H pin diode.
\[ Q(t) = \int_0^{t_t} I_{\text{ind}}(t) \, dt = Q_0 \frac{t}{t_t} \left[ 1 - e^{-t/t_t} \right] \]

where \( Q_0 \) is \( qN_0 \) and the transit time \( t_t \) is
\[ t_t = \frac{q^2}{\mu V_a} \]

The above equation is called the Hecht equation.[22] Fig. 3.6 shows a plot of the measured integrated charge and a curve fit to the above equation to obtain the lifetime of electrons.

Holes have a very dispersive transport so the concept of drift mobility is less well defined. However the effective transit time of holes from one contact to another can be defined by an intersection point of two slopes in \( \log(I) - \log(t) \) plot of hole photocurrent based on the dispersion model of Scher and Montroll.[23] In the model the transport is characterized by two slopes of \((1 - \alpha)\) and \((1 + \alpha)\) where \( \alpha \) is called the dispersion parameter, and is given by \( \alpha = T/T_0 \) where \( T \) is the temperature in degree Kelvin and \( T_0 \) is the inverse of the slope of the log of the density of valence-band tail states divided by the Boltzmann constant.[24]

![Figure 3.6](image_url)

Fig. 3.6 Collected electron charges versus detector bias for a 27 \( \mu \)m thick pin diode.
Fig. 3.7 shows a typical hole transient photocurrent shape. The measured $\alpha$ of our sample diodes are in the range of 0.5 ~ 0.6 at room temperature which is equivalent to the valence-band tail state width 40 ~ 50 meV. The lifetime of holes is also found from the Hecht equation. Fig. 3.8 shows the hole charge collection as a function of bias. Table 3.1 shows a list of measured parameters from sample diodes. From sample to sample in the same batch of diodes, data points have a fluctuation of ~ 10% including the measurement error.

Fig. 3.7 Hole time-of-flight data for a 27 $\mu$m thick a-Si:H pin diode.
Fig. 3.8 Collected hole charges versus detector bias for a 27 μm thick a-Si:H pin diode.

Table 3.1 Material parameters of a-Si:H pin diodes

<table>
<thead>
<tr>
<th>Thickness (μm)</th>
<th>5</th>
<th>12</th>
<th>12</th>
<th>27</th>
<th>28</th>
<th>48</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type*</td>
<td>n-i-p</td>
<td>n-i-p</td>
<td>p-i-n</td>
<td>p-i-n</td>
<td>n-i-p</td>
<td>n-i-p</td>
</tr>
<tr>
<td>Maker</td>
<td>LBL</td>
<td>Xerox</td>
<td>GSI</td>
<td>GSI</td>
<td>Xerox</td>
<td>GSI</td>
</tr>
<tr>
<td>μe (cm²/Vsec)</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.2</td>
<td>1.4</td>
<td>0.6**</td>
</tr>
<tr>
<td>τe (sec)</td>
<td>$1 \times 10^{-7}$</td>
<td>$1.3 \times 10^{-7}$</td>
<td>$9.1 \times 10^{-8}$</td>
<td>$8.1 \times 10^{-8}$</td>
<td>$8.7 \times 10^{-8}$</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>μh (cm²/Vsec)</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.004</td>
<td>0.0035</td>
<td>0.003</td>
</tr>
<tr>
<td>τh (sec)</td>
<td>$1.0 \times 10^{-6}$</td>
<td>$4.0 \times 10^{-6}$</td>
<td>$2.5 \times 10^{-6}$</td>
<td>$3.0 \times 10^{-6}$</td>
<td>$7.7 \times 10^{-6}$</td>
<td>$&lt; 1 \times 10^{-7}$</td>
</tr>
<tr>
<td>Nd* (10¹⁴/cm)</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6.5</td>
<td>7</td>
</tr>
</tbody>
</table>

* Type means the deposition sequence starting from the first layer on the substrate.

** Data has not been verified and not used for averaging.
3.5 Calculation Results and Measurements

3.5.1 Calculation Results

For calculations of charge collection efficiency we took the average values of measured parameters; $\mu_e = 1.2 \text{ cm}^2/\text{Vsec}$, $\mu_h = 0.004 \text{ cm}^2/\text{Vsec}$, $\tau_e = 9 \times 10^{-8} \text{ sec}$, $\tau_h = 3 \times 10^{-6} \text{ sec}$, $N_d^* = 7 \times 10^{14} /\text{cm}^3$. Here we considered two cases of thick detector structure: (a) plain p-i-n detectors, and (b) multi-buried-layer detectors.

(1) Plain p-i-n detectors : Fig. 3.9 shows the calculated electric field distribution in a 70 $\mu$m thick pin diode using the two-region approximation. Two values of dangling bond density $3 \times 10^{14} /\text{cm}^3$ and $7 \times 10^{14} /\text{cm}^3$ are assumed. By reducing the dangling bond density the depletion region and thus charge collection efficiency increase and peak field drops by a factor the square root of the ratio of the decrease in dangling bond density.

![Electric field in i-layer of a-Si:H pin diode calculated for two different biases and densities of ionized dangling bonds.](image-url)
Fig. 3.10 shows the calculated charge collection efficiency in the uniform generation case for diodes of thicknesses up to 50 µm as a function of the bias at a shaping time of 1 µsec. Fig. 3.11 shows the calculated charge collection efficiency for a-Si:H pin diodes as a function of the shaping time at three different biases. The applied biases are normalized to the detector thickness to keep the same depletion parameter Y. Fig. 3.12 shows the calculated output signal pulse shape of CR-(RC)^n shaping amplifier with n = 1 ~ 4 at a shaping time of 1 µsec.

Fig. 3.10 Calculated charge collection efficiency in detectors of the thickness up to 50 µm at a fixed shaping time of 1 µsec.
Fig. 3.11 Calculated charge collection efficiency in a-Si:H pin detectors as a function of shaping time for three different biases. \( n = 1 \) was used.

Fig. 3.12 Calculated output signal pulse shapes of CR-(RC)\( ^n \) shaping amplifier with \( n = 1 \) to 4 at 1 \( \mu \text{sec} \) shaping time and a full depletion bias (\( Y = 1 \)).
(2) **Multi-Buried-Layer Structure**: In order to reduce the bias necessary to deplete thick detectors either the ionized dangling bond density should be reduced by improving the deposition technique or the slightly n-type intrinsic layer can be compensated by doping borons with an equal density to that of dangling bonds. Better control can be achieved by deposition of thin slightly doped p-layers in the i-layer.

Fig. 3.13 shows a schematic picture of the electric field configuration in 50 µm thick detectors with and without an inserted p-layer in the middle of the i-layer. In the latter scheme the bias required to deplete the total i-layer is decreased by a factor of two if the buried middle p-layer builds negative space charges which compensate the positive charges of ionized dangling bonds in the second half of the i-layer. This can be done by controlling the thickness and doping level of the buried layer by changing the $\text{B}_2\text{H}_6$ gas concentration in SiH₄.[25] This scheme also reduces the peak electric field at p-i contact by the same factor. Inserting more buried p-layers can reduce the depletion bias further.

![Fig. 3.13](image_url)

**Fig. 3.13** Calculated electric field of 50 µm pin and buried pipin detectors under the reverse bias of 1400 V and 700 V respectively. Insertion is a schematic of pipin detector structure. Assumed ionized dangling bond density is $7 \times 10^{14}$/cm³.
A calculation of the electron collection efficiency in a multi-buried-layer detector is given in Appendix B. Since holes have very low mobility and the detectors of interest are thick (> 50 \mu m), the hole collection efficiency is neglected. Fig. 3.14 shows the electron collection efficiency as a function of the number of buried p-layers in a 50 \mu m thick detector with bias of 675 V, which could only deplete a 35 \mu m thick plain pin detector.

Fig. 3.14 Calculated electron collection efficiency as a function of the number of the buried p-layers in a 50 \mu m thick detector at a fixed bias of 675 V. The number above the bar is the transit time.
3.5.2 Signal Measurements

(1) Simulation by Light Sources:

In order to simulate the charge collection process, light sources (LED or laser) with two wavelengths are used. LED light with a wavelength of 760 nm has a long mean free path \(1/\alpha = \sim 100 \mu m\) so it can simulate the uniform generation case, and 510 nm laser light simulates the surface generation case because of its short mean free path \(~ 0.2 \mu m\).

Fig. 3.15 and Fig. 3.16 show the measured data points of the collection efficiency for a 760 nm light source on a 27 \(\mu m\) thick sample diode as a function of the bias and of the shaping time together with the calculated values using the equations derived in section 3.2. Fig. 3.17 shows the measured collection efficiency for 510 nm light incident on the same sample. In the case of n-side illumination, the hole signal is zero until the full depletion bias, 350 V for this sample, is applied as explained in the section 3.3.2.

![Graph](image-url)

Fig. 3.15 Collection efficiency vs bias of a 27 \(\mu m\) thick sample for 760 nm light. Dots are measured data and lines are calculation results. Shaping time used is 9 \(\mu sec\).
Fig. 3.16 Collection efficiency vs shaping time of a 27 μm thick sample for 760 nm light. Dots are measured data and lines are calculation results. Applied bias is 600V.

Fig. 3.17 Collection efficiency of electrons and holes in the cases of surface generation for a 27 μm thick sample. Dots are measured data from 510 nm laser light and lines are calculation results.
(2) Minimum Ionizing Beta Particle Measurement:

In Fig. 3.18 we show the measured signal produced by 1 MeV betas from Sr$^{90}$ incident on a 27 μm thick diode. Since the sample diodes produce larger noise than the signal due to the large capacity of the contact area, the signals produced were measured by a pulse averaging method. It has been reported [14] 1 MeV electrons have a range of ~230 μm in crystalline silicon [26] and ΔE (=dE/dx) is ~300 eV/μm, so it can be considered as a uniform generation case. Calculation used the measured parameters for this sample and the result fits well to the measured data.

![Graph showing signal collection efficiency vs bias voltage](image)

**Fig. 3.18** Signal collection efficiency produced by 1 MeV betas from Sr$^{90}$ incident on a diode of thickness 27 μm. Shaping time used was 2.5 μsec.
3.6 Discussion

The analytical form of the charge collection efficiency derived based on several assumptions fits very well to the measurements of uniform generation and surface generation cases simulated by various wave length light and minimum ionizing beta particles.

The implication of these calculations and measurements is that a-Si:H pin detectors of thickness less than 5 μm can collect almost all the electrons and holes at a shaping time of 1 μsec. The measured charge collection in a 27 μm thick detector were 95 % of the electrons at a shaping time less than 0.2 μsec and 70 % of the holes at 5 μsec, agreed well with the calculation results. The calculation showed that a 50 μm thick detector can collect 90 % of the electrons at 20 nsec and 25 % of the holes at 5 μsec at the full depletion bias. The latter is equivalent to ~ 60 e-h pairs/μm or ~ 3000 electrons combining the W-value of 5 eV. Calculation also shows that detectors with different thickness have the equal charge collection efficiency as long as the bias is applied to keep the same depletion thickness.

Thicker detectors require a larger bias to deplete the whole i-layer. Because of this, the diodes have a very high peak field at the p-i junction which can cause the breakdown [27]. This breakdown as well as stress set a practical limit in making thick detectors. A multi buried layer scheme can reduce the high peak field problem. Calculations showed that the more p-layers are inserted, the higher collection efficiency is achieved at a same bias. However more than three inserted p-layers do not give larger benefits.

Another way of solving the high peak field problem due to large bias is to make the sample with lower dangling bond densities. Reduction in the dangling bond density by a factor of 2 can yield in a drop of the peak field to 70 % and an improvement of charge collection efficiency by 40 % in a 50 μm thick detector.
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Chapter 4 Electronic Noise in a-Si:H Detectors

4.1 Introduction

The sensitivity of detection and resolution of the radiation image is limited by the total noise of the detection system which consists of two components combining in quadrature, statistical noise, $N_{sta}$, and system noise, $N_{sys}$. (Noise in a radiation detection system is most conveniently expressed in unit of electrons in order to compare directly with the signal charge, $S_{sig}$.)

$$N_{tot}^2 = N_{sta}^2 + N_{sys}^2$$

The statistical noise, $N_{sta}$, is due to a statistical fluctuation in the number of electron-hole pairs produced by the interaction in the radiation detector. The interaction follows a modified Poisson statistics and its variance is proportional to the signal charge, $S_{sig}$, the average number of e-h pairs collected. The statistical noise may be expressed as

$$N_{sta}^2 = F \times S_{sig}$$

where $F$ is called the Fano factor [1], and is defined as the ratio of the observed variance to the theoretical variance in the charge generation process. $F$ is usually less than unity due to the fact that the charge generation is not purely random, for example, $F = 0.1$ for Si and $F = 0.06$ for Ge.[2] The importance of the statistical noise decreases as the signal size increases because the signal to noise ratio is inversely proportional to the square root of the signal size.

The system noise, $N_{sys}$, originates from the detector and the signal-pulse-processing electronics, such as the preamplifier, shaping amplifier, ADC etc. Since the detector and the front-end stage of the preamplifier are the main contributors to the overall system noise, this noise can be rewritten as

$$N_{sys}^2 = N_{det}^2 + N_{amp}^2$$  \hspace{1cm} (4.1)

An accurate formulation of the electronic noise sources is very important in the design of low noise radiation detection system with high sensitivity and large signal-to-noise ratio.
The electronic noise from reverse-biased a-Si:H pin diodes and a-Si:H and poly-silicon thin-film-transistors will be discussed in this Chapter. The equivalent noise charge from a-Si:H pin detectors will be measured and analyzed to obtain readily-usable expressions of detector noise components for the optimum design of large-area pixel detector systems.

4.2 Noise of a-Si:H Detectors

Amorphous silicon radiation detectors are reverse-biased pin diodes or Schottky diodes in which the i-layer is slightly n-type. Therefore it behaves like p-n junction diodes. However, because of the high density of gap states, the reverse current and noise characteristics are quite different from those of crystalline silicon p-n diodes.

4.2.1 Reverse Current in a-Si:H pin Diode

In crystalline p-n junction diodes or Schottky-barrier diodes at low to moderate bias the current is

$$I(V) = I_R(V) \left[ \exp\left(\frac{qV}{kT}\right) - 1 \right]$$

where $V$ is the applied bias and $I_R(V)$ is the reverse saturation current which is a weak function of the bias. Under reverse bias $|V| >> kT/q$, the current becomes $-I_R(V)$. The reverse saturation current $I_R$ has two sources; (a) barrier injection and (b) thermal generation in the depleted region. Sometimes in a poor diode extra current due to surface leakage is observed.

In the ideal semiconductor diode without the generation, $I_R$ is constant and is purely due to the barrier injection, which is calculated by diffusion theory in a p-n junction diode [3] and by thermionic emission-diffusion theory in a Schottky diode.[4] However, in most crystalline diodes the thermal generation of electrons and holes in the depleted region is the dominant current source under reverse bias condition. With a single-level recombination
center, $I_R$ has been calculated by Sah et al.,[5] using the Shockley-Read-Hall (SRH) model,[6] to be proportional to $\sqrt{M}$ under reverse bias.

We shall make several assumptions for modelling the I-V characteristics in a reverse biased thick a-Si:H pin diode. These are; (a) metal to n- and p-layer contacts make good ohmic contacts for the majority carriers and blocking contacts for the minority carriers. (b) the i-n interface is a good ohmic contact for electrons. (c) the minority carrier density in both p- and n- layers are totally negligible. These assumptions are generally acceptable because the n- and p-layers are heavily doped and quite thin. (d) Direct generation from the valence band to the conduction band is neglected because of the large band gap energy of a-Si. Finally, (e) the most important interface is the p-i contact, and we shall consider the p-layer as a metal layer which makes an effective Schottky contact to the i-layer in terms of electron injection.

In most conditions of operation at reverse bias, the reverse current is due to the generation of charge carriers in the bulk i-layer and to injection of electrons at the p-i interface through multi-step tunneling, called hopping. Fig. 4.1 is a schematic of the band structure of a reverse-biased pin diodes showing two current sources.

**Fig. 4.1** Two sources of current in reverse-biased a-Si:H pin diodes. (1) Electron-hole pair generation through a mid-gap state and (2) electron tunneling injection from the p-i interface through multistep hopping.
(1) **Bulk Generation Current:**

The generation-recombination rate is usually calculated by the SRH model. Under reverse bias, recombination is usually negligible compared to generation because of low free carrier densities in the space charge region. The thermal generation rate from a single recombination center is given by

$$e_o = \omega_o \exp[-(E_c - E_t)/kT]$$  \hspace{1cm} (4.2)

where $E_c$ and $E_t$ are respectively the energy level of the conduction band edge and of a recombination center (also called a generation center). The emission rate prefactor $\omega_o$ is typically $10^{12} \sim 10^{13}$ sec$^{-1}$ in a-Si:H.[7] The total generation current from distributed recombination centers in the bulk i-layer, $I_{BG}$, may be obtained from the following integral,

$$I_{BG} = q A \int_0^d dx \int_{E_v}^{E_c} N(E,x) f_i(E,E_f,x) e_o(E,x) dE$$

where $A$ is the contact area, $d$ is the thickness of the i-layer. $N(E,x)$ is the density of recombination centers per unit volume at $x$ and per unit energy at $E$, and $f_i$ is the occupation probability of the recombination center (i.e., the Fermi distribution function). In order to generate an equal number of electrons and holes, the Fermi energy is close to halfway between the valence and conduction band edges. Carrier emission is only significant from recombination centers within $kT$ of the Fermi energy level, so the current can be written approximately as

$$\int_{E_f - kT}^{E_f} N(E,x) f_i(E) dE = N_f kT$$

Therefore the above equation becomes

$$I_{BG} = q A \int_0^d N_i(x) kT \omega_o \exp[-E_i(x)/kT] dx$$

where $N_i(x)$ is the density of states near the Fermi energy level and $E_i(x)$ is the thermal barrier ($= E_c - E_f = E_c - E_t$). The above equation depends on the $x$ variable only and is easy to apply to non uniform generation cases such as highly reverse biased a-Si:H pin diodes.
If the recombination centers are uniformly distributed in space, the bulk generation current is given by

\[ I_{BG} = q A d N_i kT \omega_0 \exp[-E_J/kT] \equiv q A d N_i kT \epsilon_{TH} \equiv I_{TH} \]  

(4.3)

where \( \epsilon_{TH} \) is the thermal emission rate from the Fermi energy level.

This simple result has been applied by Street,[7] to explain the dark reverse current (~10^{-12} Amp/cm^2) in thin, good-quality a-Si:H photodiodes (< 1 μm), and it results in a good approximation to the data at low bias. However, for thick detector diodes with high reverse bias, the strong non-uniform electric field in the depleted region enhances the emission of electrons and holes significantly. Therefore a position dependent, field enhanced emission rate should be used. Possible sources of field enhanced emission are; (a) the Poole-Frenkel effect,[8] (b) tunneling [9] and (c) phonon assisted tunneling. [9] These effects are shown schematically in Fig. 4.2.

Fig. 4.2 Mechanisms of electron generation from recombination centers (a) Simple thermal generation, (b) Three effects of strong electric field; (1) Poole-Frenkel barrier lowering, (2) phonon assisted tunneling and (3) direct tunneling. Arrow ↑ represents a thermal emission process and → represents a field emission process.
The Poole-Frenkel (P-F) effect, often called the internal Schottky effect, is the field-enhancement of thermal emission from localized states to the conduction states due to barrier lowering. The emission rate for the case of the 1-d Coulomb potential well becomes

\[ e_{PF}(x) = \omega_0 \exp[-(E_i - \Delta E) / kT] = e_{TH} \exp[ \Delta E / kT] \] (4.4)

where \( \Delta E \) is the barrier lowering, [8] and is given by

\[ \Delta E(x) = \beta_{PF} \sqrt{F(x)} \] (4.5)

where \( F(x) \) is the local electric field and \( \beta_{PF} \) is the Poole-Frenkel constant defined as

\[ \beta_{PF} \equiv \left( \frac{q^3}{\pi \varepsilon_0 \varepsilon_{as}} \right)^{1/2} \approx 0.022 \ [\text{eV} \mu m/V] \]

Tunneling from localized states to the conduction band states occurs under a strong electric field. The emission rate has been theoretically calculated by Vincent [10] for the 1-d Coulomb potential well case using the WKB approximation,[11]

\[ e_{TU}(x) = \sqrt{\frac{U}{3 \hbar}} \left( \frac{E_i}{U} \right)^{1/2} \exp \left\{ \left[ \frac{E_i}{U} \right]^{3/2} \left[ 1 - \left( \frac{\Delta E}{E_i} \right)^{5/3} \right] \right\} \]

where \( U \) is defined as

\[ U \equiv \left( \frac{3q\hbar}{4\sqrt{2m^*}} \right)^{2/3} \approx 1.46 \times 10^{-3} \text{[eV]} \]

and \( \hbar \) is Planck constant, \( m^* \) is the effective electron mass at the trapping center, and \( \Delta E \) is the Poole-Frenkel barrier lowering explained previously. The value given is an estimated \( U \) for \( m^* = m_e \). For the trap states with a thermal barrier \( E_i \sim 0.9 \text{ eV} \), a comparison of \( e_{PF} \) and \( e_{TU} \) as a function of electric field \( F \) in Fig. 4.3 shows that \( e_{TU} \) is negligible in the field range of interest.

Similar arguments show that phonon-assisted tunneling is also negligible. At very low temperatures, however, tunneling may become important. See Appendix C for the numerical expression.

Therefore the bulk generation current is essentially only from Poole-Frenkel emission in the depleted region, or

\[ I_{BG} = q A kT \int_0^d N_t(x) e_{PF}(x) \, dx = \frac{I_{TH}}{d} \int_0^d \exp\left[ (\beta_{PF} \sqrt{F(x)}) / kT \right] dx \] (4.6)
Fig. 4.3 Calculated emission rates of Poole-Frenkel emission and tunneling from a Coulomb potential well with a 0.9 eV barrier height at room temperature.

Using the electric field $F(x)$ calculated in Chapter 3 for both partial and full depletion cases and assuming $N_t(x)$ is independent of $x$ in depleted region and zero elsewhere, $I_{BG}$ can be expressed as

$$
I_{BG} = I_{TH} \frac{2(kT)^2}{\beta_{PF} \rho} \left[ \exp \left( \frac{\beta_{PF} V F_0}{kT} \right) \right] - \left( \frac{\beta_{PF} V F_m}{kT} \right) \exp \left( \frac{\beta_{PF} V F_m}{kT} \right)
$$

where $F_0$ is the peak electric field at the p-i junction ($x = 0$), $F_m$ is the minimum electric field and $\rho$ is the slope of the electric field in the deep depletion region given by equation (3.1) in Chapter 3. For the partial depletion case ($Y < 1$) from equation (3.3)

$$
F_0 = \sqrt{2 \rho V_a}, \quad F_m = 0
$$

and for the full depletion case ($Y > 1$) from equation (3.4)

$$
F_0 = \frac{2 \rho V_a}{d} + \frac{\rho d}{2}, \quad F_m = \frac{2 \rho V_a \cdot \rho d}{2 d}
$$
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(2) Injection Current:

The injection current is determined primarily by electron injection through the p-i interface. Hole injection from the n-layer to the i-layer is negligible both because of the low electric field at the i-n interface and because of the low hole mobility and density.

Doped amorphous silicon has a large number of defect states, almost equal to the active dopant density according to Street's doping model,[12] and the p-i interface has a number of gap states equal to or even larger than the p-layer itself. Because of this large density of gap states, electrons in the valence band of the p-layer are injected into the conduction band of the i-layer near the p-i interface through multistep hopping processes followed by one of the emission processes described previously. However the barrier height in the p-layer at the p-i interface is \( 1.3 \) eV, the energy difference between its Fermi level and the conduction band. Therefore the contribution of barrier injection to the reverse current is negligible compared to that from bulk generation.

At a very high reverse bias, with a p-i interface peak field \( F_0 \geq 50 \) V/\( \mu \)m, the reverse current and noise increase abruptly. This phenomenon is often called micro-breakdown and is reversible. The bias point of micro-breakdown varies from sample to sample and its origin is not clearly understood. It may be attributed to strong injection of electrons from the p-i interface to the i-layer, enhanced by a local high field due to dust particles on the substrate or geometric irregularities at the p-i interface. In a-Si:H pin diodes, the operating bias level is usually set below the point where micro-breakdown occurs.

If we neglect the injection current, then the net reverse current is equal to the bulk generation current and it is

\[
I_R(V_a) = I_{BG} = \frac{I_{TH}}{d} \frac{2kT \sqrt{F_0}}{\beta_{PF} \rho} \exp\left(\frac{\beta_{PF} \sqrt{F_0}}{kT}\right) 
\]

(4.9)

where \( F_0 \) is given by the equations (4.7) and (4.8) for the partial depletion and the full depletion cases respectively.
4.2.2 Noise Generation in a-Si:H pin Diode

In a reverse-biased a-Si:H pin diode we can expect three types of noise: (1) Shot noise, (2) G-R noise and (3) 1/f noise.

(1) Shot Noise

Shot noise is always associated with a direct current flow and is present in diodes and bipolar transistors. The passage of carriers across a p-n or Schottky junction is a purely random event and is independent of the number of carriers and the velocity component directed toward the junction. In ideal p-n junction diodes or Schottky diodes without generation-recombination, injection is the only current source and it is the source of shot noise. The shot-noise-current spectral power \( S_{\text{shot}} \) is white, that is frequency independent, and is given by

\[
S_{\text{shot}}(f) = \frac{<i^2_{\text{shot}}>}{\Delta f} = 2q I_R
\]  

Its derivation is given in Appendix D.

In an a-Si:H diode it is due to the random fluctuation of the injected electrons or holes through the p- or n- barrier. Shot noise in reverse biased a-Si:H pin diodes can be calculated without any approximation using the above equation.

(2) Generation-Recombination Noise (G-R Noise)

When there is a generation-recombination process, for example,

\[
\text{electron} + \text{empty trap} \leftrightarrow \text{filled trap}
\]

the spectral noise power due to generation-recombination has a Lorentzian shape [13] given by

\[
S_{gr}(f) = \frac{<i^2_{gr}>}{\Delta f} = 4N_f^2 \frac{\tau}{1 + \omega^2\tau^2}
\]  

(4.11)
where \( \omega \) is \( 2\pi f \), \( \Delta N_r \) is the fluctuation of the total number of electrons in recombination centers in the device and \( \tau \) is the characteristic g-r time constant related to the characteristic frequency \( f_0 = 1/(2\pi \tau) \). The noise spectrum becomes white at frequencies lower than \( f_0 \) and becomes proportional to \( 1/f^2 \) at higher frequencies. Typically the characteristic frequency is very low and the trap density can be reduced to a negligible level. As described in the previous section, g-r noise is not significant in c-Si diodes.

In an a-Si:H pin diode under a reverse-bias condition, electrons and holes are generated in the bulk i-layer through recombination centers existing around the quasi Fermi energy level. This process yields generation-recombination noise (g-r noise) with magnitude proportional to the recombination center density and with a characteristic frequency related to the emission rate \( e_0 (=1/\tau) \) by

\[
f_0 = \frac{1}{2\pi \tau} = \frac{1}{2\pi} e_0
\]

For a Fermi energy level \( E_f \) located \( \sim 0.9 \) eV below the conduction band mobility edge in the depleted region of intrinsic a-Si:H, the characteristic frequency due to thermal generation is \( \sim 10^{-3} \) Hz (calculated from the equation (4.2) assuming \( e_0 \) to be \( 10^{12} \) sec\(^{-1} \)). Even with the generation assisted by the Poole-Frenkel effect, the characteristic frequency will reach only \( \sim 1 \)Hz for an electric field, \( F \), of \( \sim 50 \) V/\( \mu \)m (calculated from the equation (4.3)). Therefore the g-r noise is negligible compared to shot noise in the frequency range of interest in the radiation detection applications where a typical pulse shaping time is \( \sim \) \( \mu \)sec, correspondingly to a frequency \( \sim \) MHz.

(3) \( 1/f \) Noise

According to A. van der Ziel,[14] "Flicker noise was discovered by Johnson in vacuum tubes in 1925 and interpreted by Schottky in 1926. ... Later flicker noise was found in a great variety of other components and devices. Because the spectrum varies as \( 1/f^\alpha \), with \( \alpha \) close to unity, one often uses the name \( 1/f \) noise."
The physical origin of 1/f noise can be from various sources. In electronic devices, 1/f noise comes from fluctuations of any electronic quantity having a wide range of characteristic time constants. In c-Si p-n diodes and Schottky diodes, 1/f (flicker) noise is often observed at very low frequency, and is attributed to fluctuations of the surface recombination velocity. The 1/f noise in c-Si photodiodes is often reduced using a guard ring structure which reduces the effective recombination surface area of the space charge region.

In general two distinct models have been invoked to explain the origin of 1/f noise in semiconductors; (a) a mobility fluctuation model [15] and a number fluctuation model [16]

(a) Mobility fluctuation model: Fluctuations of bulk mobility due to lattice scattering have been suggested as a source of 1/f noise based on Hooge’s empirical observations in various resistive devices.[17] 
\[
\frac{S_1(f)}{I^2} = \frac{S_\mu(f)}{\mu^2} = \alpha_H \frac{1}{N f}
\]
where N is the total number of charge carriers in the device and \(\alpha_H\) is a proportionality constant called Hooge’s constant. It has a value of \(-2 \times 10^{-3}\). The observed \(\alpha_H\) agrees with the above value in resistive devices and long p-n diodes.[18] However for short devices such as FETs and BJTs, \(\alpha_H\) is orders of magnitude smaller \((10^{-6} \sim 10^{-8})\).[19–20]

(b) Number fluctuation model: This model was originally suggested by McWhorter [16] to explain 1/f noise observed in MOS structures. According to the model, 1/f noise originates from trapping and detrapping of charges in the oxide layer near the Si-SiO₂ interface. Depending on the spatial distribution of traps in the oxide, the tunneling mechanism can have a wide range of characteristic time constants. This model can be extended to bulk-originated 1/f noise when there are traps having a wide distribution of emission time constants.
However as pointed by Klaassen,[21] the two models are not contradictory to each other, and total noise may be obtained by adding both together. If the dc current for an ohmic sample is
\[
I = \frac{q \mu N F}{d}
\]
where \(N\) is the total number of charge carriers, \(d\) is the thickness of the sample, and \(F\) is the electric field, then the fluctuation of the current is given by
\[
\Delta I = \frac{\partial I}{\partial N} \Delta N + \frac{\partial I}{\partial \mu} \Delta \mu = \frac{I}{N} \Delta N + \frac{I}{\mu} \Delta \mu
\]
therefore
\[
\frac{S_I(f)}{I^2} = \frac{S_N(f)}{N^2} + \frac{S_\mu(f)}{\mu^2}
\]
Typically one of two sources of fluctuation is dominant in most devices.

The 1/f noise of a-Si:H devices has been reported in many cases of ohmic (n-i-n) and Schottky diodes. The reported 1/f noise generally follows a relationship to frequency and dc current given by
\[
S_{1/f}(f) = \frac{\langle I_{1/f}^2 \rangle}{\Delta f} = K_f \frac{f^\beta}{f^{\alpha}}
\]
where \(K_f\) is a proportionality constant and is a function of the device structure and the geometry, \(\alpha\) is on the order of 1, and \(\beta\) tends to range between 1 and 2. Measured values of \(\alpha\) and \(\beta\) that has been reported are listed in Table 4.1.

The most probable and reasonable origin of 1/f noise in a-Si:H pin diodes is from the transport characteristics of electrons and holes. Because of its intrinsic amorphous structure the large number of defect states in the material can have a wide range of time constants. As explained in Chapter 2, the conduction and valence bands of a-Si:H have broad tails that extend into the gap. Carriers drift under the electric field with mobilities depending on their energy states, so the density and the mobilities are not separable. Therefore fluctuations in mobility and density are also not separable.
Table 4.1 The coefficient $\alpha$ and $\beta$ for various amorphous silicon devices

<table>
<thead>
<tr>
<th>Sample</th>
<th>Author*</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-hydrogenated a-Si film</td>
<td>A. D'Amico</td>
<td>1 ~ 1.2</td>
<td>-</td>
</tr>
<tr>
<td>intrinsic a-Si:H film</td>
<td>F. Z. Bathaei</td>
<td>0.7 ~ 1.1</td>
<td>~2</td>
</tr>
<tr>
<td>n-type a-Si:H film</td>
<td>C. Parman</td>
<td>~1</td>
<td>1 ~ 2.5</td>
</tr>
<tr>
<td>p-type a-Si:H film</td>
<td>W. K. Choi</td>
<td>1 ~ 1.5</td>
<td>-</td>
</tr>
<tr>
<td>a-Si:H Schottky (forward)</td>
<td>F. Z. Bathaei</td>
<td>~1</td>
<td>1 ~ 2</td>
</tr>
<tr>
<td>a-Si:H Schottky (reverse)</td>
<td>F. Z. Bathaei</td>
<td>-</td>
<td>~0.33</td>
</tr>
<tr>
<td>a-Si:H pin diode (reverse)</td>
<td>G. Cho</td>
<td>~1</td>
<td>~2</td>
</tr>
</tbody>
</table>

* Data are from references [22 ~ 27].

Fig. 4.4 A schematic diagram of the band structure near the conduction band mobility edge of the i-layer under reverse bias, showing the noise generation process due to trapping and detrapping of free electrons by shallow band-tail states.
Also as explained in Chapter 2, at temperature higher than the transition temperature between drift and hopping conduction, the multi-trapping model describes the carrier transport in a way that the electrons having an energy E higher than the mobility edge $E_c$ can move freely with the extended drift mobility $\mu_e$ and electrons with energy below the mobility edge are localized, i.e. shallow trapped. Then there is a trapping and detrapping equilibrium between the free electrons and trapped electrons as shown in Fig. 4.4. This will cause the fluctuation in reverse current which can yield $1/f$ type noise.

From the multitrapping conduction model, we can write

$$\mu_e n_{tot} = \mu_e n_f$$  \hspace{1cm} (4.13)

where $n_{tot}$ is the sum of free and shallow trapped electron density, $n_f$ and $n_t$ respectively, and $\mu_e$ and $\mu_c$ are the extended state mobility and the observed average drift mobility respectively. Then the fluctuation of $\mu_e$ is related to the fluctuation of $n_f$ by the following relation.

$$\langle \Delta \mu_e^2 \rangle n_{tot}^2 = \mu_e^2 <\Delta n_f^2>$$

i.e. the mobility fluctuation is equivalent to the number fluctuation of free electrons in a multitrapping conduction model.

A theory based on the number fluctuation model of $1/f$ noise due to the fluctuations in trapping and detrapping of free carriers to and from the band-tail states has been suggested by Bathaei et al.[23] This theory seems to fit well in the case of ohmic devices where electronic conduction dominates. Here we will apply the number fluctuation model to highly reverse biased thick a-Si:H pin detector diodes with nonuniform field distribution and Poole-Frenkel generation current model.

Suppose the density of conduction band states consists of two shapes as shown in Fig. 4.4, such as

$$N(E) = N_1(E) = N_0 \exp\left[(E - E_o)/kT_1\right] \quad E \geq E_o$$

$$N(E) = N_2(E) = N_0 \exp\left[(E - E_o)/kT_2\right] \quad E \leq E_o$$
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where $E_0$ is ~ 0.14 eV below $E_c$, and $N_o$ is the density of states at the knee of the band tail states, i.e., at $E = E_0$. [28] The relation between $N_o$ and $N_c$ is

$$N_o = N_c \exp\left[ (E_o - E_c)/kT_1 \right]$$

where $N_c$ is the density of states (~ 10$^{21}$ cm$^{-3}$ eV$^{-1}$) at the conduction band mobility edge. The free electron density $n_f$ in the Boltzmann approximation would then be usually written as

$$n_f = \int_{E_c}^{\infty} N_1(E) f(E) \, dE = N_o \int_{E_c}^{\infty} \exp\left( \frac{E - E_o}{kT_1} \right) \exp\left( \frac{E_f - E}{kT} \right) \, dE$$

$$= N_o \exp\left( \frac{E_c - E_o}{kT_1} \right) \exp\left( \frac{E_f - E_c}{kT} \right) \times kT \times \left( \frac{T_1}{T_1 - T} \right)$$

$$= N_o \theta_1 kT \exp\left( \frac{E_f - E_c}{kT} \right)$$

where $\theta_1 = T_1/(T_1 - T) > 1$ and $T_1 > T$ at room temperature.

The total trapped electrons density $n_t$ in the region I of the tail state is

$$n_t = \int_{E_c}^{\infty} \exp\left[ \frac{E - E_o}{kT_1} \right] \times \exp\left[ \frac{E_f - E}{kT} \right] \, dE$$

$$= N_o \theta_1 kT \exp\left( \frac{E_f - E_o}{kT} \right) \times \left[ 1 - \exp\left( \frac{E_o - E}{\theta_1 kT} \right) \right]$$

$$= N_o \theta_1 kT \exp\left( \frac{E_f - E_o}{kT} \right)$$

Similarly for the region II,

$$n_t = \int_{E_f}^{E_o} \exp\left[ \frac{E - E_o}{kT_2} \right] \times \exp\left[ \frac{E_f - E}{kT} \right] \, dE$$

$$= N_o \theta_2 kT \exp\left( \frac{E_f - E_o}{kT} \right)$$

where $\theta_2 = T_2/(T - T_2) > 1$ and $T_2 < T$ at room temperature. Therefore the total number of trapped electrons per unit volume is

$$n_t = n_1 + n_2 = N_o (\theta_1 + \theta_2) kT \exp\left( \frac{E_f - E_o}{kT} \right)$$

A physical picture for the above result is that the trapped electrons are confined within $\theta_1 kT$ above the $E_o$ level and within $\theta_2 kT$ below the $E_o$ level.

Then the ratio of trapped electrons to free electrons is defined as $R_e$ by
and $R_e$ is $5 - 10$.

Now let's calculate the fluctuation of free electron density. Since the total electron density $n_{\text{tot}}$ at any position is given by

$$n_{\text{tot}} = n_f + n_t$$

and is constant in time under steady state, the fluctuation in the number of free electrons is the same as the fluctuation in the number of total trapped electrons. Therefore the spectral power of the fluctuation in the number of free electrons $S_{n_f}(f)$ is equivalent to $S_{n_t}(f)$.

$$S_{n_f}(f) = S_{n_t}(f)$$

If $n(E)A_{\text{dx}}$ is the number of trapped electrons in a volume element $A_{\text{dx}}$ within $\Delta E$ at an energy state $E$ which has a certain emission time constant $\tau$ then the g-$r$ noise theory gives the spectral power of $\Delta n(E)$, similarly to the equation (4.11), such that

$$\Delta S_{n(E)}(E,f) = \frac{4}{1 + \omega^2 \tau^2}$$

where $\Delta n(E)^2$ is the variance of $n(E)$ averaged in the time domain and is given by

$$\Delta n(E)^2 = N(E) \times f(E) \{1 - f(E)\} A_{\text{dx}} \Delta E = N(E) \times f(E) A_{\text{dx}} \Delta E$$

where $A$ is the cross-sectional area of the pin diode. If the emission of trapped electrons to the extended state is purely thermionic then from the equation (4.2) the emission time constant $\tau$ is given by the following equation

$$\tau = \frac{e_0}{\omega_0} = \omega_0^{-1} \exp[(E_c - E)/kT]$$

where $\omega_0$ is $\sim 10^{12}$ sec$^{-1}$.

Then the spectral intensity of the fluctuation of the number of total trapped electrons $n_t$ is calculated by the integral

$$S_{n_t}(f) = \int_{E_f}^{E_c} \Delta S_{n(E)}(E,f) = S_1(f) + S_2(f)$$
And using the definition of $\tau$ and $dE/d\tau = -kT/\tau$. $S_1(f)$ is

$$S_1(f) = 4 \pi dt \int_{E_0}^{E_c} N_1(E) f(E) \frac{\tau}{1 + \omega^2 \tau^2} dE$$

$$= 4 \pi dt N_0 \int_{E_0}^{E_c} \exp \left[ \frac{E - E_0}{kT_1} \right] \times \exp \left[ \frac{E_0 - E}{kT} \right] \frac{\tau}{1 + \omega^2 \tau^2} dE$$

$$= 4 \pi dt N_0 kT \exp \left[ \frac{E_c - E_0}{kT_1} \right] \times \exp \left[ \frac{E_0 - E}{kT} \right] \int_{\tau_c}^{\tau_o} \frac{\left( \omega_0 \tau \right)^{1/\theta_1}}{1 + \omega^2 \tau^2} d\tau$$

$$= 4 \pi dt N_0 kT \exp \left[ \frac{E_c - E_0}{kT_1} \right] \times \exp \left[ \frac{E_0 - E}{kT} \right] \int_{\tau_c}^{\tau_o} \frac{\left( \omega_0 \tau \right)^{1/\theta_1}}{1 + \omega^2 \tau^2} d\tau$$

$$= 4 \pi dt \frac{n_1}{\theta_1} (\omega_0 \tau_o)^{1/\theta_1} \int_{\tau_c}^{\tau_o} \frac{\left( \omega_0 \tau \right)^{1/\theta_1}}{1 + \omega^2 \tau^2} d\tau$$

$$= 4 \pi dt \frac{n_1}{\theta_1} (\tau_0)^{1/\theta_1} \int_{\tau_c}^{\tau_o} \frac{\left( \tau \right)^{1/\theta_1}}{1 + \omega^2 \tau^2} d\tau$$

and if we define $z = \omega \tau = (\omega/\omega_0) \exp[(E_c - E)/kT]$ then

$$S_1(f) = 4 \pi dt \frac{n_1}{\theta_1} \frac{1}{(\omega_0 \tau_o)^{1/\theta_1}} \frac{1}{\omega} \int_{z_c}^{z_o} \frac{\left( z \right)^{1/\theta_1}}{1 + z^2} dz$$

where $z_o = (\omega/\omega_0) \exp[(E_c - E)/kT] = 2.7 \times 10^{-10} \omega$ and $z_c = (\omega/\omega_0) = 1 \times 10^{-12} \omega$.

For the frequency range of interest $1 < f = \omega/2\pi < 10^6$ Hz, $z_c << z_o << 1$ therefore the integral becomes approximately

$$S_1(f) = 4 \pi dt \frac{n_1}{\theta_1} \frac{1}{(\omega_0 \tau_o)^{1/\theta_1}} \frac{1}{\omega} \int_{z_c}^{z_o} \left( z \right)^{1/\theta_1} dz$$

$$= 4 \pi dt \frac{n_1}{\theta_1} \frac{1}{(\omega_0 \tau_o)^{1/\theta_1}} \frac{1}{\omega} \times \left( \frac{1 + \theta_1}{\theta_1} \right) \left[ (\omega_0 \tau_o)^{1/\theta_1} + 1/\theta_1 - (\omega \tau_c)^{1/\theta_1} \right]$$

$$= 4 \pi dt \frac{n_1}{\theta_1} \frac{1}{(\omega_0 \tau_o)^{1/\theta_1}} \frac{1}{\omega} \times \left( \frac{1 + \theta_1}{\theta_1} \right) (\omega \tau_c)^{1/\theta_1} + 1/\theta_1$$

$$= 4 \pi dt n_1 \times \left( \frac{1 + \theta_1}{\theta_1^2} \right) \tau_o$$

i.e. in the frequency range of interest, fluctuation of trapped charges in region I gives a white noise or frequency independent noise. This is an expected result because the
maximum emission time $\tau_0(E = E_0) = 2.7 \times 10^{-10}$ sec which corresponds to the characteristic frequency $f_0 = 1/2\pi\tau_0 \sim 600$ MHz.

Similarly, for $S_2(t)$

$$S_2(f) = 4A \int N_0 kT \exp \left[ \frac{E_C - E_0}{kT_2} \right] \times \exp \left[ \frac{E_t - E_0}{kT} \right] \int_{\tau_0}^{\tau_f} \frac{(\omega_0 \tau)^{1/\theta_2}}{1 + \omega^2 \tau^2} d\tau$$

$$= 4A \int \frac{n_2(\tau_0)^{1/\theta_2}}{\theta_2} \int_{\tau_0}^{\tau_f} \frac{(\omega_0 \tau)^{1/\theta_2}}{1 + \omega^2 \tau^2} d\tau$$

$$= 4A \int \frac{n_2(\tau_0)^{1/\theta_2}}{\theta_2} \int_{\tau_0}^{\tau_f} \frac{1}{1 + \omega^2 \tau^2} d\tau$$

$$= 4A \int \frac{n_2(\tau_0)^{1/\theta_2}}{\theta_2} \int_{\tau_0}^{\tau_f} \frac{1}{(1 + z^2)(z^{1/\theta_2})} dz$$

where $z_f = (\omega/\omega_0) \exp[(E_C - E_t)/kT] = 4.3 \times 10^3 \omega$ and $z_0 = (\omega/\omega_0) \exp[(E_C - E_0)/kT] = 2.7 \times 10^{-10} \omega$. Therefore for the frequency range of interest, the maximum value of the upper limit $z_f = 4.3 \times 10^3 \times 2\pi \times 10^6 = 1.4 \times 10^{10}$ and the minimum value of the lower limit $z_0 = 2.7 \times 10^{-10} \times 2\pi \times 1 = 1.7 \times 10^{-9}$.

The integral can be calculated numerically, however, if slope of the deep tail states in region II is very rapid, i.e. $T_2 << T$ or $\theta_2 >> 1$, the realistic value of $1/\theta_2$ approaches to zero. Therefore the above equation becomes approximately

$$S_2(f) = 4A \int \frac{n_2}{\theta_2} \frac{1}{\omega} \left[ \frac{1}{z_0} \right] \frac{1}{(1 + z^2)} dz$$

$$= 4A \int \frac{n_2}{\theta_2} \frac{1}{\omega} \left[ \tan^{-1}(\omega z_0) - \tan^{-1}(\omega \tau_0) \right]$$

$$= 4A \int \frac{n_2}{\theta_2} \frac{1}{\omega} \left[ \frac{\pi}{2} - 0 \right]$$

$$= A \int \frac{n_1}{\theta_1} \frac{1}{f} \exp \left[ \frac{E_C - E_0}{\theta_1 kT} \right] \frac{1}{f} = \frac{A \int n_1 Z_e}{f}$$

(4.15)
using the ratio of $n_2$ to $n_f$ which is given by

$$\frac{n_2}{n_f} = \left( \frac{\theta_2}{\theta_1} \right) \exp\left( \frac{E_c - E_0}{\theta_1 kT} \right) = \theta Z_e$$

The above equation shows $1/f$ dependency in the frequency domain, and the fluctuations of the number of free carriers with the interaction of the deep band-tail states in region II is the source of $1/f$ noise in the amorphous silicon diode under reverse bias.

At the limit of $\theta_2$ close to a unity then the integral becomes

$$S_2(f) \equiv 4 A \int_{z_0}^{z_f} n_2 \tau_0 \frac{1}{(1 + z^2)z} \, dz$$

$$\equiv 4 A \int_{z_0}^{z_f} n_2 \tau_0 \left[ \frac{1}{2} \ln \left( \frac{1 + z_0^2}{1 + z_f^2} \right) \right]$$

If $f$ approaches zero, $S_2(f)$ becomes

$$S_2(f) = 4 A \int_{z_0}^{z_f} n_2 \tau_0 \frac{E_c - E_f}{kT} \, df$$

and if $f$ approaches to $\infty$, $S_2(f)$ becomes to zero.

Between the two extremes of $\theta_2$, $\infty$ and 1, $S_2(f)$ has a frequency dependency of a factor $\alpha$ which is a function of $\theta_2$ and is normally less than 1 in this model.

$$S_2(f) = A \int_{f_{min}}^{f_{max}} n_2 \tau_0 \frac{E_c - E_f}{kT} = \text{const} \quad f_{min} \leq f \leq f_{max} \quad (4.16)$$

where $A_\alpha$ is the normalization constant given by

$$A_\alpha(f) \equiv \frac{(1 - \alpha) \theta_2}{f_{max}^{1-\alpha}}$$

which is calculated by

$$A \int_{f_{min}}^{f_{max}} S_2(f) \, df$$

(a) Case : $\alpha = 1$

Now let's calculate the fluctuation in the reverse current using $S_2(f)$ in the case of $\alpha = 1$ given by the equation (4.15).

Since the electron current is expressed by

$$I_e(x) = q A \mu_c F(x) n_f(x) \quad (4.17)$$

the noise current power due to the fluctuation of the free electron density at position $x$ is
\[
\Delta S_i-e(x) = \left(\frac{q \mu_c F(x)}{d} \right)^2 \times S_2(x)
= \left(\frac{q \mu_c F(x)}{d} \right)^2 \times \frac{n_t(x) \ A \ dx}{f} \times Z_e
= \frac{q Z_e \mu_c F(x)}{d^2 f} \times q \mu_c F(x) \ n_t(x) \ A \ dx
\]

Using the equation (4.17), \( \Delta S_i-e(x) \) becomes
\[
\Delta S_i-e(x) = \frac{q}{d^2 f} \times Z_e \mu_c F(x) I_e(x) \ dx
\]

Then the resultant noise current power in the external circuit due to fluctuations of total electrons in the i-layer is
\[
S_I-e = \int_0^d \Delta S_i-e(x) = \frac{q}{d^2 f} \times Z_e \mu_c \int_0^d F(x) I_e(x) \ dx
\]

The integral can be calculated analytically using the Poole-Frenkel current equation derived in the previous section given by an equation similar to the equation (4.6),
\[
I_e(x) = \frac{I_{TH}}{d} \int_0^x \exp\left(\beta_{PF} \sqrt{F(x')}\right) kT \ dx'
\]

Finally using an approximation similar to that used in calculating the Poole-Frenkel current,
\[
S_I-e = \frac{q Z_e \mu_c}{d^2 f} \times \frac{I_{TH}}{d} \int_0^d F(x) \int_0^{x'} \exp\left(\beta_{PF} \sqrt{F(x')}\right) \ dx' \ dx
= \frac{q Z_e \mu_c}{d^2 f} \times \frac{F_0^2}{2 \rho} \times I_R
\]

where \( \mu_c \) can be rewritten with \( \mu_e \) by the equation (4.13), which is a measurable quantity from transient photoconductivity or time-of-flight measurement.

\[
\mu_c = \mu_e \frac{n_{tot}}{n_f} = \mu_e \frac{n_f + n_t}{n_f} = \mu_e (1 + R_e)
\]

where \( R_e \) is the ratio of the trapped electrons to the free electrons given by the equation (4.14).

By a similar calculation the noise current power due to hole fluctuation is
\[
S_I-h = \frac{q}{d^2 f} \times Z_h \mu_v \int_0^d F(x) I_h(x) \ dx
\]

where \( Z_h \) is similarly defined for holes, and \( \mu_v \) is the extended state hole mobility.
Since the hole current density in depleted region \( I_h(x) \), can be rewritten by
\[
I_h(x) = I_R - I_e(x)
\]

\( S_{I-h} \) becomes
\[
S_{I-h} = \frac{qZ_h\mu_v}{d^2 f} \left[ I_R \int_0^d F(x) \, dx - \int_0^d F(x) I_e(x) \, dx \right]
\]
\[
= \frac{qZ_h\mu_v}{d^2 f} \times I_R \times \left( V_a - \frac{F_0^2}{2\rho} \right)
\]

Finally the total noise current power of the \( 1/f \) noise component in an a-Si:H pin diode is
\[
S_{1/f} = S_{I-e} + S_{I-h} = \frac{qI_R}{d^2 f} \times \left[ Z_h\mu_vV_a + (Z_e\mu_e - Z_h\mu_v) \frac{F_0^2}{2\rho} \right]
\]
\[
(4.18)
\]

(b) Case : \( \alpha \leq 1 \)

For the general case of \( \alpha \leq 1 \), we must multiply \( A_\alpha \) and replace \( f \) with \( f^\alpha \). Then it can be written in a form given by the equation (4.12)
\[
S_{1/f}(f) = \frac{<i^2/f^\alpha>}{\Delta f} = K_f \frac{I_R^\beta}{f^\alpha}
\]
\[
(4.12)
\]

where \( K_f, \alpha, \) and \( \beta \) can be numerically determined.

Then the total noise current power \( S_{det}(f) \) of a reverse-biased a-Si:H pin diode is a sum of \( S_{shot}(f) \) and \( S_{1/f}(f) \), from the above equation and the equation (4.10),
\[
S_{det}(f) = \frac{<i^2>}{\Delta f} = S_{shot}(f) + S_{1/f}(f) = 2qI_R + K_f \frac{I_R^\beta}{f^\alpha}
\]
\[
(4.19)
\]
4.3 Noise of Thin-Film-Transistor Amplifiers

In a proposed a-Si:H pixel radiation detector-amplifier system, the front-end stage of signal processing electronics are made of a-Si:H or poly-Si TFTs. Since the front-end TFT of the preamplifier system has the dominant contribution to the noise of the total system noise, noise characteristics of individual TFTs with other basic characteristics are measured and analyzed in this section.

4.3.1 a-Si:H and poly-Si TFTs

Hydrogenated amorphous and poly-silicon thin-film-transistors (TFTs) are at present widely used as a read-out circuit for linear image sensors [29] and as driving circuits of liquid crystal display devices where TFTs operate as switching elements. An operational-amplifier has been made out of poly-Si TFTs by Lewis,[30] however, the linear properties of both a-Si:H and poly-Si TFTs are yet in question for realistic applications. In this section we will show some basic properties as well as noise characteristics of a-Si:H and poly-Si TFTs currently available from industry and discuss the application of these TFTs in large-area position sensitive a-Si:H radiation detectors.

(1) a-Si:H TFTs: A-Si:H TFTs are normally composed of a thin (~ 0.5 μm) intrinsic a-Si:H layer as a main current channel and amorphous silicon nitride of 0.3 μm as a gate insulator. Some other materials such as silicon oxide and tantalum oxide [31] are used as gate insulators, however, their characteristics are not reliable. Amorphous silicon TFTs are the staggered-inverted type as shown in Fig. 4.5(a), and channels are defined by a self-aligning technique using gate metal as a mask for photo-etching by shining light through the glass substrate. Because of the low hole mobility, only n-channel a-Si:H TFTs are practically applicable and they are operated in the accumulation mode which means the
electrons are accumulated at the interface of the gate insulator and the intrinsic a-Si:H layer (slightly n-type) under the positively biased gate.

(2) Poly-Si TFTs: Poly-Si TFTs are becoming very important elements in making driver circuits for large-area image devices such as LCD screens [32] and 2-D scanners because of their capability for fast speed and reliable operation. Both n-channel and p-channel TFTs can be made by ion-implantation doping followed by a high temperature annealing. In general two methods of making a poly-Si film out of an amorphous silicon film on a substrate are used; (1) post-annealing in the temperature range of 600° ~ 900 °C [33] and (2) laser-induced recrystallization.[34] The second method, with careful treatment, may produce larger crystalline grain but the first method is widely used because of low cost and reliability in processing. Annealing at 900 °C requires a quartz substrate because of the high temperature. The sample TFTs described here were made by the annealing technique at Xerox and GSI and its schematic diagram is shown in Fig. 4.5 (b).

Fig.4.5  Schematic cross-sectional views of (a) a-Si:H and (b) poly-Si TFTs.
4.3.2 Noise Sources in TFTs

In MISFET (metal-insulator FET), basically two types of noise components are present; (1) thermal noise from the finite channel-conductance and (2) 1/f noise from the interaction of channel electrons with the traps located in the gate insulator near the silicon-insulator interface. In thin-film-transistors, we can expect that the trapping and detrapping at the band tail states in bulk amorphous silicon and the generation-recombination at the crystalline grain boundaries in poly-silicon produce an additional 1/f noise component.

1. **Thermal (Nyquist) noise:**

When the TFTs are in the operation region, i.e., the gate bias is in the saturation region, the drain-to-source current $I_{ds}$ has a functional dependence on the gate bias $V_{gs}$ but is independent of the drain-to-source bias $V_{ds}$.

$$I_{ds} = \frac{1}{2} \mu_{fe} C_0 \left(\frac{W}{L}\right) \times (V_{gs} - V_T)^2$$  \hspace{1cm} (4.20)

where $\mu_{fe}$ is the field effect mobility, $W$ and $L$ are the channel width and channel length respectively, $V_{gs}$ and $V_T$ are respectively the gate bias and threshold voltage, and $C_0$ is the capacitance per unit area of the gate insulator $= \varepsilon_0 \varepsilon_r / t_i$ where $\varepsilon_0$ and $\varepsilon_r$ are the dielectric constant of the vacuum and the relative dielectric constant of the gate insulator and $t_i$ is the thickness of the insulator. The transconductance in the saturation region is given by

$$g_m = \frac{dI_{ds}}{dV_{gs}} = \mu_{fe} C_0 \left(\frac{W}{L}\right) \times (V_{gs} - V_T)$$

Noise in FETs appear as a fluctuation of the drain current $I_{ds}$ and the thermal noise due to channel conductance is given by the following equation [35]

$$\frac{<i_{th}^2>}{\Delta f} = 4 k_T \theta g_m$$

where $\theta$ is a process dependent constant and is normally $\sim 2/3$. The input-referred thermal noise power $S_{th}(f)$ is obtained by dividing the output drain current noise by the square of $g_m$.

$$S_{th}(f) = \frac{<\nu_{th}^2>}{\Delta f} = 4 k_T \times \frac{\theta}{g_m}$$  \hspace{1cm} (4.21)
(2) 1/f noise:

1/f noise in MISFET originates from the fluctuation of charge carriers at the interface between gate insulator and semiconductor. Therefore it is depending on the details of the fabrication process. Empirically, input referred 1/f noise power in FETs is described by a similar equation to the equation (4.12)

\[ S_{\text{ff}}(f) = \frac{<\nu^2/f>}{\Delta f} = K_t \times \frac{I_{\text{ds}}}{f^\alpha} \]  

where \( \alpha \approx 1 \) and \( \beta \) is nearly zero for crystalline silicon MOSFETs. Therefore noise power is weakly dependent on the drain current.[36] The constant \( K_t \) depends on the device geometry and the process and is normally inversely proportional to the channel capacitance \( = C_0 WL \).

Since amorphous silicon and poly-silicon TFTs have a similar structure to the crystalline MOSFET, we can expect a similar functional dependence on the drain current and frequency. However, because the semiconductor layer is made by deposition, more defects and corresponding trap states at the interface and in the bulk exist than the crystalline Si MOSFET. From the equations (4.21) and (4.22), the total input referred noise of a-Si:H and poly-Si TFTs can be expressed as

\[ S_{\text{TFT}}(f) = \frac{<\nu^2_{\text{TFT}}>}{\Delta f} = \frac{4kT \theta}{g_m} + \frac{K_t}{C_0 WL} \times \frac{I_{\text{ds}}}{f^\alpha} \]  

where \( \theta, \alpha, \beta \) and \( K_t \) can be found experimentally.

4.4 Optimization of Total System Noise by Pulse Shaping

The output signal from the detector or from the preamplifier is normally shaped into a short pulse form to avoid pulse pile-up and to make further signal processing easier, for example, analog-to-digital conversion, memory, display etc. The pulse shaping amplifier, however, also acts as a band pass filter to reduce system noise, and achieve an optimum
signal-to-noise ratio. Optimization of the signal-to-noise ratio requires a formulation of the total system noise, a sum in quadrature of the detector noise and the amplifier noise, as a function of design parameters, such as capacitance and operation bias level of the detector and amplifier, and the shaping time of the shaping amplifier, etc. Depending on specific purposes, there are many types of shaping amplifiers. However, we will discuss two simple cases; (a) CR-(RC)$^n$ filter as an example of time-invariant filters and (b) a gated integrator shaper as an example of time-variant filters.

4.4.1 Conversion of Noise Power Spectra to Equivalent Noise Charge

As mentioned in the introduction of this chapter, noise of a radiation detection system is generally expressed by the equivalent noise charge (ENC) in the measurement-time domain rather than the noise power spectra (NPS) in the frequency domain. Hence it is necessary to relate the noise power spectra to the equivalent noise charge. This conversion from the frequency domain to the time domain is physically accomplished in a shaping amplifier, which basically is a filter network with a characteristic time constant, called a shaping time or a peaking time. Mathematically the conversion is a convolution of the noise spectrum with a transfer function of the shaping amplifier, and is given by

$$(\text{ENC}_j^2) = N_j^2 = \frac{1}{A_s^2} \times \int_0^\infty S_j \times G^2 \, df$$

where $A_s$ is a normalization constant or gain of the shaping amplifier to the unit charge, $G$ is the transfer function of the shaping amplifier and $S_j$ is the frequency spectrum of the noise power component $j$.

The noise components from the detector and from the front-end amplifier can be classified into two different types as shown in the Fig. 4.6; (a) a parallel noise-current source, and (b) a series noise-voltage source, $\langle v^2 \rangle$. (a) Parallel noise sources (detector shot noise, detector 1/f noise) are represented as noise current sources, $\langle i^2 \rangle$ and (b) series
noise sources are noise voltage sources (thermal noise and 1/f noise of the front end TFT in the preamplifier). Also any series resistance component between the detector and the preamplifier introduces additional thermal noise which can be expressed by

\[ S_{sr}(f) = \frac{<v^2_{sr}>}{\Delta f} = 4kT R_s \] (4.24)

where R is the magnitude of the series resistance.

The equivalent noise charges from these sources can be obtained using either one of the following equations,

\[ N_i^2 = \frac{1}{A_S^2} \times q^2 \int_0^{\infty} \frac{<i^2> \times G^2}{(2\pi f)^2} \, df \]

\[ N_v^2 = \frac{1}{A_S^2} \times \frac{C_{tot}^2}{q^2} \int_0^{\infty} <v^2> \times G^2 \, df \]

where q is an electronic charge and C_{tot} is the sum of detector capacitance C_d and input capacitance C_i of the preamplifier (the gate-to-source overlapping capacitance of the front-end TFT C_i = C_0WL where L is the channel length). A parallel noise-current source, \(<i^2>\) is converted into an equivalent series noise-voltage source, \(<v^2>\) by the following relation

\[ <v^2> = \frac{1}{(\omega C_{tot})^2} \times <i^2> \]
Then the total system noise power spectrum $S_{sys}$ is obtained by equations (4.19), (4.23) and (4.24) and is

$$S_{sys}\Delta f = \langle v_S^2 \rangle + \langle v_t^2 \rangle + \langle v_{2t}^2 \rangle + \frac{\langle i_{\text{shot}}^2 \rangle}{(\omega C_{\text{tot}})^2} + \frac{\langle i_{\text{th}}^2 \rangle}{(\omega C_{\text{tot}})^2}$$

$$= 4kT R_S + \frac{4kT \theta}{\epsilon_m} + \frac{2\pi K_i I_{ds}^R \epsilon_1}{C_o W L \omega} + \frac{2q I_R}{(C_{\text{tot}})^2 \omega^2} + \frac{2\pi K_f I_{\text{th}}^R}{(C_{\text{tot}})^2 \omega^3}$$

$$= K_0 + \frac{K_1}{\omega} + \frac{K_2}{\omega^2} + \frac{K_3}{\omega^3} = \sum_{m=0}^{3} \frac{K_m}{\omega^m} \quad (4.25)$$

4.4.2 CR-(RC)$^n$ Pulse Shaping

When a CR-(RC)$^n$ filter is used as a shaping amplifier with a shaping time $\tau$ which is equal to the RC time constant, the transfer function is given by

$$G_n^R(\omega) = \frac{a^{2n} \omega^2}{(a^2 + \omega^2)^n + 1}$$

where $\omega$ is $2\pi f$, $a = 1/RC = n/\tau$. $\tau$ is the shaping time or the peaking time because the output signal pulse of a CR-(RC)$^n$ filter from a step input at $t = 0$, rise to a peak value at $t = \tau$. The gain of a CR-(RC)$^n$ shaping amplifier $A_S$ is given by

$$A_s = \frac{n^n}{n! \epsilon^n}$$

where $\epsilon$ is the natural logarithm base.

Using the total system noise expression in the frequency domain, $S_{sys}$, the equivalent noise charges of the detector and amplifier noise components are obtained for $n = 1$ and $n = 4$ (Gaussian shaping) and shown in Table 4.2. For more details see Appendix E. In nuclear electronics, detector shot noise and the amplifier thermal noise are often called step noise and delta noise respectively.

Fig. 4.7 is a schematic of these noise sources as a function of shaping time. Their magnitudes are not scaled in the figure but can be evaluated from the equations in the above table with various design and operation parameters.
Table 4.2 Equivalent noise charges (electrons in rms) from detector-amplifier system

<table>
<thead>
<tr>
<th>Device</th>
<th>Noise Type</th>
<th>Pulse Shaping</th>
<th>Amplifier Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CR-RC</td>
<td>CR-(RC)^4</td>
</tr>
<tr>
<td>Detector</td>
<td>Shot Noise</td>
<td>1.9 $\frac{I_R}{q}\tau$</td>
<td>0.9 $\frac{I_R}{q}\tau$</td>
</tr>
<tr>
<td></td>
<td>1/f Noise*</td>
<td>$7.4 \frac{K_f I_R^{\beta_d}}{q^2} \ln(1/\tau \omega_{min}) \tau^2$</td>
<td>$1.6 \frac{K_f I_R^{\beta_d}}{q^2} \ln(1/\tau \omega_{min}) \tau^2$</td>
</tr>
<tr>
<td>Contact Noise</td>
<td></td>
<td>$0.92 \frac{C_{tot}^2 4kT R_s}{q^2} \frac{1}{\tau}$</td>
<td>$1.0 \frac{C_{tot}^2 4kT R_s}{q^2} \frac{1}{\tau}$</td>
</tr>
<tr>
<td>Amplifier</td>
<td>Thermal Noise</td>
<td>$0.92 \frac{C_{tot}^2 4kT \theta}{q^2 g_m} \frac{1}{\tau}$</td>
<td>$1.0 \frac{C_{tot}^2 4kT \theta}{q^2 g_m} \frac{1}{\tau}$</td>
</tr>
<tr>
<td></td>
<td>1/f Noise</td>
<td>$3.7 \frac{C_{tot}^2 K_t I_{ds}^{\beta_d}}{q^2 C_o WL}$</td>
<td>$3.3 \frac{C_{tot}^2 K_t I_{ds}^{\beta_d}}{q^2 C_o WL}$</td>
</tr>
</tbody>
</table>

* where $\omega_{min}$ is determined by $\omega_0 \exp[(E_{min}-E_G)/kT]$.

Fig. 4.7 Schematic representation of equivalent noise charges from various sources as a function of the shaping time; (a) detector shot noise $\sim \tau$, (b) detector 1/f noise $\sim \tau^2$, (c) series contact noise $\sim \tau^{-1}$, (d) amplifier thermal noise $\sim \tau^{-1}$, (e) amplifier 1/f noise, independent of $\tau$ and (f) total system noise.
4.4.3 Time-Variant Filter

In this section, we will briefly review a gated-integrator filter as an example of an active time-variant filter and discuss a correlated double sampling scheme to optimize the noise contribution from the front-end amplifier, i.e., thermal noise and 1/f noise of TFTs.

(1) Gated-Integrator Filter

A gated-integrator filter is the most common type of active filter.[37] Fig. 4.8 is a schematic of a gated integrator. At the start of the detector signal, switch 1 is closed and switch 2 is open. Then the signal current is integrated until switch 1 is opened and the signal output keeps its height for readout of the signal output by the following stage of the system until switch 2 is closed. This type of operation is equivalent to the function of RC integrator or low-pass filter to the noise current. It has a trapezoidal weighting function to the noise in the time domain. A time domain analysis of this filter is detailed in Appendix F.

Fig. 4.8 A schematic diagram of an gated-integrator and the time-variant pulse shaping.
Advantages of time variant filters with a trapezoidal weighting function are that (a) precise timing is not required because of the existence of the flat top region, (b) pulse pile-up is considerably reduced due to the rapid termination of the output pulse and (c) noise incurred in one measurement does not affect to the next measurement following the end of the first measurement interval.

(2) Correlated Double Sampling

Fig. 4.9 shows a correlated double sampling scheme coupled to a gated-integrator and a timing diagram of the correlated double sampling. This scheme has been widely used in CCDs to reduce the switching transients and to eliminated the reset noise of the integrator switch [38] because they are fully correlated between the clamp and sample circuit. During the first sampling time $T_{i1}$ prior to signal readout, the holding capacitor $C_h$ accumulates charges flowing from a reference voltage $V_{\text{clamp}}$ with noise of the preamplifier. In $\Delta T$ after the first sampling time, the input signal charge from detector through the preamplifier circuit with all noise is integrated during the second sampling time $T_{i2}$ and is compared to the stored charge in $C_h$. The output is proportional to the signal charge subtracted from the reference charge.

The effect on the white noise of the preamplifier is to increase it at the CDS output due to aliasing. [39] However, it can reduce the low frequency $1/f$ noise of the preamplifier. [40] Therefore there is a big advantage to this scheme for a-Si:H or poly-Si TFT preamplifiers which have large $1/f$ noise components compared to the white thermal noise from the channel resistance.
Fig. 4.9 A schematic diagram of the correlated double sampling scheme.
4.5 Measurements and Calculation Results

4.5.1 Current and Noise of a-Si:H Detectors

Since the diodes are reverse biased when used as radiation detectors, the dark reverse current and its noise power spectra are measured under reverse biased condition. Fig. 4.10 shows the measurement set-up used. While the ammeter measures the reverse current as a function of the applied bias voltage, the frequency spectra of the output noise power from a charge-sensitive amplifier is amplified and sampled through the setup (A) in the figure. An aliasing effect due to digital sampling is removed by a set of butterworth filters for a measurement frequency range set and changed at the oscilloscope. The noise data were recorded and their Fourier transforms were calculated using fast Fourier transforms in a PC. The sample diodes measured in this experiment had thickness ranging from 5 to 45 µm, from three sources, Xerox PARC, Glasstech Solar Inc and LBL.

Fig. 4.10 A schematic diagram of a-Si:H detector diode noise measurement setup of (A) noise power spectrum measurement and (B) equivalent noise charge measurement.
(1) Reverse Current

Fig. 4.11 shows a typical I-V curve of an a-Si:H pin diode (26 μm thick) measured at room temperature and the calculation of the bulk generation current using the Poole-Frenkel current model. Model calculation fits the measurements well by taking Poole-Frenkel coefficient $\beta_{PF}$ as a fitting parameter. A value of 0.066 for $\beta_{PF}$ gives the best fit. We also measured the activation energy of the reverse current, $E_a$, which is a slope of the log(I) vs 1/T curve at each bias point. The temperature ranges between 20 °C and 150°C. The activation energy as a function of bias as shown in Fig. 4.12 for a typical sample diode (26 μm thick), decreases linearly with the bias rather than the square root of the bias anticipated from Poole-Frenkel barrier lowering given by.

$$I_{PF} \propto \exp\left[-\frac{E_a}{kT}\right] = \exp\left[-\frac{E_i + \Delta E}{kT}\right] = \exp\left[-\frac{E_i + \beta_{PF}F_0}{kT}\right]$$

The larger value of $\beta_{PF}$ than the theoretical value of 0.022 suggest that the Poole-Frenkel effect may also be enhanced by a screening effect from the high density of surrounding ionized dangling bonds, i.e. clusters of defects states reduce the barrier height further.[41] In such case, the additional barrier lowering is given by $\Delta E = sF/2$ where $s$ is the average distance between two neighboring recombination centers.
Fig. 4.11  Reverse current of a 26 µm thick a-Si:H pin diode. To fit the measured data, we used $\beta_{PF} = 0.066$, $\omega_0 = 10^{12}$, $E_i = 0.9$ and $N_i = 1.4 \times 10^{15}$.

Fig. 4.12  Activation energy of reverse biased a-Si:H pin diode 26 µm thick.
(2) Noise Power Spectrum

Fig. 4.13 shows a typical output voltage noise spectra $S_v$ of a 26 $\mu$m detector measured at various bias levels and it also shows the background noise spectrum of the amplifier itself. The spectral noise power after subtraction of the amplifier noise from the total noise is analyzed as a combination of three different noise components; 1/f noise and shot noise of the detector and series resistance noise based on equation (4.25). These are (a) $1/f^3$ dependent component, (b) $1/f^2$ dependent component and (c) frequency independent component. The magnitudes of the first and the second noise components are a function of the reverse current. The last noise component is independent of the frequency and the current.

$$S_v = \frac{<i_{out}^2>}{\Delta f} = \frac{K_1(I_R)}{f^3} + \frac{K_2(I_R)}{f^2} + K_3$$

The first two components are current dependent and therefore their physical explanations are treated as a current noise source.

The input equivalent current noise power spectra $S_I$ of the first two noise components are obtained by the following relation from their measured output voltage noise spectra $S_v$.

$$S_I = \frac{<i_{in}^2>}{\Delta f} = \frac{(\omega C_{in})^2}{A_{wb}^2} \times S_v = \frac{(2 \pi f)^2}{A_{sys}^2} \times S_v$$

where $\omega$ is $2\pi f$, $C_{in}$ is the dynamic input capacitance of the charge-sensitive-preamplifier, $A_{wb}$ is the voltage gain of the wide-band amplifier and $A_{sys}$ is the charge-to-voltage conversion gain of the measurement system (A) which is $\sim 3 \times 10^2$ $V^2/Coul^2$.

The last component of noise spectrum is independent of the current and the frequency; therefore it can be considered as a series noise voltage source between the detector and the amplifier.

Fig. 4.14 is a schematic diagram of the detector structure and the three input equivalent noise sources represented in an equivalent circuit of the detector.
Fig. 4.13 Measured output noise power spectrum of a 26 μm thick a-Si:H pin diode. $1/f^3$ region corresponds to $1/f$ noise of at the input stage, and $1/f^2$ region is shot noise and the frequency independent noise is considered as a thermal noise generated at the contacts.
To amplifier

Fig. 4.14 (a) A schematic cross-sectional diagram of sample a-Si:H pin diode and (b) three noise sources in an equivalent circuit. Noise sources are A: 1/f noise, B: shot noise and C: thermal noise from contact resistance. Large value of bulk resistance doesn't contribute significant noise.

(a) 1/f Noise:

The first noise component in the form of the input equivalent current noise power spectrum is inversely proportional to the frequency so it would be 1/f type noise. \( \alpha \) was \( \sim 1 \). It can be well expressed by the following equation,

\[
\frac{\langle i^2 \rangle}{\Delta f} = \frac{K_0}{f} = K_f \times \frac{I_R}{f}
\]

where 1/f noise power coefficient, \( K_0 \), is estimated from the measured value of \( K_1 \) by equation (4.26) and is

\[
K_0 = \left( \frac{2 \pi}{A_{sys}} \right)^2 \times K_1
\]

\( \beta \) is the current dependency factor and \( K_f \) is a current independent coefficient. The measured \( \beta \) has a range from 1.5 \( \sim \) 2.0 and the 1/f noise model equation derived in the previous section gives \( \beta \) of \( \sim 1.2 \) from the equation (4.19) as shown in Fig. 4.15. Fig. 4.16 shows the measured \( K_f \) of various samples and the estimated values of \( K_f \) calculated by the model equation.
Fig. 4.15 A plot of calculated noise current power coefficient $K_0$ for a 26 μm thick pin diode as a function of calculated Poole-Frenkel current. The calculation gives $\beta$ of 1.2.

Fig. 4.16 Measured $K_f$ for a-Si:H pin diodes of various detector thickness and calculated $K_f$ with the assumption of $\beta = 1.2$. 
(b) Shot Noise;

The second component is shot noise and is expressed by
\[ \frac{\langle i^2_{\text{shot}} \rangle}{\Delta f} = K_s \times I_R \]
where the estimated \( K_s \) from measured \( K_2 \) is \( \sim 2.3q \) and agrees well with the theoretical value of \( 2q \) given by the equation (4.10).

(c) Series Resistance Noise;

The last component can be represented as a series noise voltage source. From the simulation of this type of noise by a pure capacitor and a resistor, this type of noise turns out to be thermal noise from any resistive component between the detector and the amplifier. Its input equivalent noise power spectrum is given by equation (4.24)
\[ S_{sr}(f) = \frac{\langle v^2_{sr} \rangle}{\Delta f} = 4kT R_s \]  
(4.24)
where \( 4kT = 1.66 \times 10^{-20} \) Volt-Coul. and \( R_s \) is the effective series resistance between the detector and amplifier. The estimated \( R_s \) for various samples is \( 100 \sim 300 \Omega \). The thermal noise comes from random thermal motion of electrons and holes in an ohmic material. The resistance may originate from various sources, such as the contact resistance of the p- or n-layer to the metal electrode, the p- or n-layer itself, the sheet resistance of the metal electrode, and the resistance of the connecting wire between the detector and the amplifier, etc. One of the main contributions is the resistance of the p-layer itself, and annealing under bias can reduce this resistivity temporarily.[42] In the application of a-Si:H to solar cells, the contact resistance must be reduced to \( \leq 1 \Omega \).

(3) Equivalent Noise Charge

Fig. 4.17 and Fig. 4.18 show the measured reverse current of a typical a-Si:H pin detector diode and its equivalent noise charge measured using the setup shown in Fig. 4.10(B) as a function of bias and as a function a shaping time. Measured noise data are
fitted by the sum of four noise components estimated using equations (n = 1) in Table 4.3 and the parameters evaluated from the noise power spectra. As we see in these measurements, the derived equations for equivalent noise data for a-Si:H detectors fit them very well so they can be used for the design of large-area devices using appropriate scaling.

Fig. 4.17 Reverse current and equivalent noise charge measurement of a reverse biased 26 μm thick a-Si:H pin diode and calculated ENC of (a) 1/f noise, (b) shot noise, (c) contact noise, (d) amplifier noise and the total noise (solid line). Shaping time of 2.5 μsec is used.
4.5.2 I-V and Noise Power Spectrum of TFTs

Noise of a-Si:H and poly-Si TFTs were measured at a shielded probe station using the setup drawn in Fig. 4.19. Details of the measurement set-up are given in reference [43].
Fig. 4.20 ~ Fig. 4.22 show typical I-V and noise spectra of a-Si:H TFTs and Fig. 4.23 and Fig. 4.24 show I-V curve and measured 1/f noise spectrum poly-Si TFTs. The a-Si:H and poly-Si TFTs tested have very large 1/f type noise which dominates over a large frequency range up to ~ MHz. The thermal noise was not observed. The 1/f noise coefficient $K_t$ of poly-Si TFT is ~ 100 times smaller than that of a-Si:H TFT shown by fitting the data of noise power spectrum into the equation (4.22). Also the field effect mobility of poly-Si TFT is ~ 200 times higher than that of a-Si:H TFT as shown from the I-V measurements and the analysis of equation (4.20). Therefore poly-Si TFTs are more attractive candidates for the front-end amplifier which should be fabricated on the same substrate together with the a-Si:H pin detector layer. In terms of 1/f noise, p-channel poly-Si TFT seems a better choice than n-channel poly-Si TFT.

Table 4.3 summarizes some basic parameters of a-Si:H and poly-Si TFTs made at two different annealing temperature.
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Fig. 4.20 Typical I-V curves of a-Si:H TFT made at Xerox. W/L = 128/16 μm.
Fig. 4.21 Measured 1/f noise spectrum of a-Si:H TFT made at Xerox. W/L = 128/16 \( \mu \)m and the applied drain-to-source bias is 20 V. Thermal noise is estimated from the measured values of transconductance \( g_m \).

Fig. 4.22 Magnitude of 1/f noise power at 1 kHz and drain-to-source current of a-Si:H TFTs as a function of channel dimension W/L.
Fig. 4.23  I-V curves of 900°C annealed n-channel poly-Si TFT made at Xerox. W/L = 50/5 μm.

Fig. 4.24  Measured 1/f noise spectrum of 900°C annealed n-channel poly-Si TFT. W/L = 50/5 μm and the applied drain-to-source bias is 10 V. Thermal noise is estimated by the measured transconductance $g_m$. 
Table 4.3 A summary of basic features of a-Si:H and poly-Si TFTs

<table>
<thead>
<tr>
<th>Type</th>
<th>$\mu_{fe}$ (cm²/V sec)</th>
<th>$V_T$ (Volt)</th>
<th>$L$ (μm)</th>
<th>Insulator (μm)</th>
<th>$\alpha$</th>
<th>$K_t$ (10⁻²⁰ VC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-Si:H TFT</td>
<td>0.25 – 0.35</td>
<td>2.5 – 3</td>
<td>&gt; 5</td>
<td>Si₃N₄</td>
<td>~ 1.0</td>
<td>1. ~ 2.</td>
</tr>
<tr>
<td>a-Si:H VTFT*</td>
<td>0.25 ~ 0.35</td>
<td>–</td>
<td>~ 0.5</td>
<td>Si₃N₄ (NA)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>600° poly-Si n &amp; p-ch</td>
<td>40 / 15</td>
<td>1 ~ 3</td>
<td>&gt; 3</td>
<td>SiO₂</td>
<td>~ .78</td>
<td>.01 ~ .02</td>
</tr>
<tr>
<td>900° poly-Si n-ch TFT</td>
<td>~ 95</td>
<td>1 ~ 2.5</td>
<td>&gt; 3</td>
<td>SiO₂</td>
<td>~ .8</td>
<td>.007 ~ .01</td>
</tr>
<tr>
<td>900° poly-Si p-ch TFT</td>
<td>~ 50</td>
<td>2 ~ 3</td>
<td>&gt; 3</td>
<td>SiO₂</td>
<td>~ .8</td>
<td>.007 ~ .01</td>
</tr>
</tbody>
</table>

* See reference for vertical TFT.[44]

4.6 Discussion

In the a-Si:H radiation detectors which are reverse biased pin diodes, dark reverse current is modelled as a field enhanced thermal generation current due to the Poole-Frenkel effect. Using the number fluctuation model we derived the 1/f noise of a reverse-biased a-Si:H pin diode. Measured reverse current curves for 5 ~ 50 μm thick diodes are fitted well by the model equation. However the 1/f noise model has a discrepancy with the measured data in terms of the current dependency factor $\beta$ showing 1.2 instead of the measured value of ~ 2.

Measured noise power spectra of diodes are analyzed as a sum of three components; 1/f noise, shot noise and contact noise. The first two noise components are due to the fluctuations of dc reverse current, and the contact noise can be from any series resistive components between the detector capacitance and the preamplifier. Resistivity of
the p-layer itself and the electrode metal are probably the origin of an effective contact resistance of $\sim 200 \, \Omega$.

Measured I-V curves for sample TFTs show that the noise in both TFTs is dominated by a 1/f noise component up to $\sim$ MHz range, but poly-Si TFT has the merit of achieving higher gain and lower 1/f noise amplifier than a-Si:H TFT.

Using the noise power spectra of detector diodes measured in the frequency domain, the equivalent noise charge in the time domain after a CR-(RC)$^n$ shaping filter are derived and compared to the measurements done by conventional distributed nuclear electronics. At low bias, series contact resistance noise is important but as the bias increase shot noise and 1/f noise become dominant. The 1/f noise in the detector can be reduced by a factor of 2 using a CR-(RC)$^4$ filter compared to a CR-RC filter and it can also be reduced further by decreasing the shaping time. Time variant active filters such as a gated-integrator with double correlation sampling can avoid the switching transients and reduce 1/f noise from TFT amplifiers. However since the thermal noise contribution may increase, the timing design must be done optimally in the direction to reduce the total noise of the system.

The derived expressions of equivalent noise charges from various noise sources of a detector and TFT combination as given in the Table 4.3, will be useful when we calculate the total noise of the detector-amplifier system. Optimization of signal-to-noise ratio can be done by choosing a proper combination of operation parameters such as the size of the detector and the front-end TFTs and the operation bias levels, the shaping time and shaping filter circuit, etc.
References


Chapter 5 Detector Readout Electronics

5.1 Introduction

Any of the readout schemes mentioned in Chapter 2 can be applied to position-sensitive detector made of a-Si:H, however we shall limit our discussion to the line-scanning method for 2-d pixel detectors only because it can be applied in the widest range of applications. Since a-Si:H detectors can be made together with a-Si:H or poly-Si TFTs on the same substrate, the readout electronics for 2-d a-Si:H pixel detectors is preferably made from these materials. A-Si:H TFTs and a-Si:H pin diodes have been successfully used as a readout switch for the line-scanning method for light imaging.[1,2] This scheme can also be applied to a-Si:H radiation detectors. For single-particle or low-intensity x-ray 2-d pixel detectors, it is also necessary to amplify the signal at the pixel level before readout by the external processing electronics.

In this chapter, after a brief description of transistor- and diode-switch readout of a-Si:H 2-d pixel detectors, we will discuss two aspects of pixel readout electronics in some detail; an a-Si:H diode-readout and a poly-Si pixel amplifier.

5.2 a-Si:H Pixel Detector Electronics

5.2.1 Transistor-Switch Readout

A transistor readout scheme of stored charges in a solid photodiode was originally suggested by Weckler in 1967.[3] Recently Street et al.[1] have made a-Si:H pin photodiode arrays with a single switching-transistor/pixel readout scheme. Its schematic is shown in Fig. 5.1. Each element consists of a photodiode and a switching a-Si:H TFT for the readout. The diode is reverse biased through a common bias line. The drain of the
readout transistor is connected to a pixel diode and the source is connected to a common data line. Finally the gate electrode is connected to a common gate lines.

Signal charge is accumulated and stored in each pixel diode during a period of the scanning cycle. When the clock pulse generator sends a gate pulse to each row (x) of pixels in sequence, signals from the pixels in the row are readout directly through each data line (y) by an external parallel processor. The readout speed is determined by the conductance of the TFT. The processor accepts a set of analog data in sequence and produces digital pulses having informations about the position and signal size of pixels. This data can then be stored into a memory or displayed on a screen. The scanning cycle for a pixel in a scanning readout method is divided into an integration time, $T_i$, and a readout time, $T_r$.

Fig. 5.1 A-Si:H pin photodiode pixel array with a-Si:H TFT switching TFTs for readout data line by line. (Courtesy of Xerox PARC)
For the optimum design of this system several considerations are required; (a) The reverse leakage current of the photodiode must be small to avoid signal loss during the integration time. (b) For a fast readout, the on-time resistance of a-Si:H TFT should be small enough to transfer the signal charge at sufficiently high rate. For example, a drain-source resistance of 1 MΩ (on state) with a pixel detector of 1 pF will produce 1 μsec readout speed. (c) For high efficiency of the signal transfer, the ratio of the dynamic input capacitance of the preamplifier to the capacitance of a pixel diode should be large. (d) To get a higher sensitivity and wide range of dynamic response, the system noise should be minimized. Noise from the readout TFT can be treated as a series resistance noise and 1/f noise.

5.2.2 Diode-Switch Readout

A diode can act as an electronic switch because it conducts under forward bias and does not under reverse bias condition. Therefore a pixel readout switch can be made by a diode connected back-to-back with a pixel diode. Yamamoto et al.[2] have made an a-Si:H 2-D image sensor for document page reading using a single readout switching diode and a pixel diode. Its schematic is shown in Fig. 5.2.

The switching diode is normally off and the pixel diode is reverse biased during an integration time, T_i. Signal charges produced by the incident radiation or flux during this time are accumulated on the capacitance of the pixel diode. During the readout time, T_r, the switching diode is forward biased by applying an appropriate sign of pulsed bias (called a gate pulse) and the charge stored on the pixel diode is discharged. Integration of the discharging current at a charge integrator (charge-sensitive preamplifier) produces an output pulse. The discharging rate is determined by the product of the capacitance of the pixel diode and the forward resistance of the switching diode. The minimum readout time is determined by the discharging rate and the process time of the output pulse at the external
circuit. The optimum integration time should be decided by the number of pixel columns and the signal loss rate due to the leakage current of the pixel diode.

The diode switching readout, compared to the transistor switching readout, has disadvantages, for example, highly nonlinear characteristics in the forward bias region may produce severe variations in forward conductance from pixel-to-pixel. However, it also has some advantages. Its construction is much simpler than that of a TFT. Also its readout speed can be faster than TFTs. And since it does not use any insulating layer (c.f. gate insulator in TFTs) it may have superior radiation resistance than a TFT readout scheme. Because of these benefits diode switching has also been studied extensively for application to flat-panel liquid crystal display devices. Initially metal-insulator-metal (MIM) diodes such as tantalum oxide and silicon nitride were used.[4] However, they have a rather poor on/off current ratio ($10^3 - 10^4$) compared to a-Si:H TFTs. Recently a-Si:H pin diodes have been used as switches for liquid crystal displays and showed a very high on/off ratio $\sim 10^{11}$. [2]

Fig. 5.2 A schematic diagram of 2-d pixel signal readout using a single diode.
In the case of radiation detectors, due to the relatively small signal compared to the large light signal in document reading, the single diode scheme has several disadvantages. For example, (a) a large feed-through transient at the time of the on-off transition of the switching diode can interfere with, and screen the signal current and (b) the operating bias point of the pixel detector diode is not controllable but is determined solely by the reverse characteristics of the pixel and switching diodes.

Instead of a single diode, two diodes can be used to perform a similar switching function (double diode switch). [4] Fig. 5.3 shows a schematic of a unit cell composed of two switching diodes and a pixel diode. The switching diodes are connected back-to-back and are normally off during the charge integration time, $T_i$. During the readout time, $T_r$, both diodes are forward biased at the same time by the application of appropriate gate voltages (positive and negative respectively), to discharge the stored signal charges in the pixel diode.

The advantage of this scheme is (a) cancellation of the feed-through transient charges from gate pulses and (b) control of the reverse operating bias level of the pixel diode by changing the ground level of both gate pulses. The main drawback in the two diode readout is that a larger number of interconnections are needed because each pixel row requires two gate lines.

![Fig. 5.3 A Schematic diagram of an unit pixel detector with back-to-back readout diodes and a timing diagram showing the integration time $T_i$ and the readout time $T_r$.](image-url)
5.2.3 Pixel-Level Signal Amplification

Since signals produced in amorphous silicon radiation detectors are generally small, especially in the case of single particle detection, pixel-level amplification is needed before the signal from 1-d strip or 2-d pixel detector array is read-out by the external circuitry in order to reduce stray effects, such as transfer loss of signal, and noise pick-up at data lines crossing large-area detector arrays. The pixel electronics must perform signal amplification, holding signal data, and sending the signal to a common data line as shown in Fig. 5.4.

To implement these electronic functions for a large-area 2-d pixel array of a-Si:H detectors, poly-Si TFT technology seems to be the most appropriate and natural choice because it has compatibility together with amorphous silicon in making large-area devices on the same substrate. Also it has better electronic characteristics than a-Si:H TFTs, as described in Chapter 4. This technology is still under intensive development in the linear image sensor or active matrix LCD industry. However in those applications, the TFTs are used principally as switching elements rather than as analog amplifiers, so it is important to investigate the analog characteristics of the TFTs and their limitations as well as their applicability for our purpose.

![Fig. 5.4 A schematic diagram of pixel detector and pixel level electronics consisting of an amplifier, signal hold and readout switch.](image)
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5.3 An a-Si:H Diode-Switch Readout

5.3.1 Design

An array of photodiodes (3 x 3 array of 1 x 1 mm pin diode) with two back-to-back coupled switching diodes was made in order to test the double diode readout scheme. The main objectives were (a) to measure the loss rate of the signal between the incidence time of the radiation and the readout time, (b) to measure the readout speed, and (c) to study the cancellation effect of the positive and negative feed-through transients. The size of the switching diodes was decided arbitrarily to have an area of $100 \mu m \times 100 \mu m$ which is 1% of the area of the pixel detector diode.

5.3.2 Fabrication

Photodiodes and switching diodes were fabricated in the same deposition process on the same substrate as shown in the Fig. 5.5.

Initially a Cr layer 30 nm thick was evaporated on a glass substrate. The chrome was then etched using the first mask to produce the bottom contact layers. Then a-Si:H pin diodes were made by PECVD. The i-layer is 2 \( \mu m \) thick and the heavily doped p- and n-layers are each 50 nm thick. Top metal contacts of the diodes were made by evaporating a Cr layer 30 nm thick. Then the second mask was used to pattern the top Cr layer and to remove the a-Si:H layers back to the substrate or the bottom Cr layer. An insulating, or passivation, layer of polyimide was spun-on and baked. Using the third mask, contact holes were made through the polyimide onto the bottom Cr layer. Finally, an Al layer was deposited and patterned using the fourth mask to draw interconnection lines and test pads. The Al layer also covers the whole area of the switching diodes in order to block the incident test light. One \( \mu m \) thick polyimide layer is transparent to visible light. The fabrication process is summarized in Table 5.1. Except for the deposition of a-Si:H layers
(done at LBL), the other processes were all done at the Micro Electronics Lab in UC Berkeley.

![Fig. 5.5 A cross-sectional view of a two-diodes switching readout made at LBL.](image)

Table 5.1 Integration process for a two-diodes switch coupled to pixel diodes

<table>
<thead>
<tr>
<th>Step No</th>
<th>Step</th>
<th>Target thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sputtering of bottom Cr layer</td>
<td>50 nm</td>
</tr>
<tr>
<td>2</td>
<td>Wet etching of bottom Cr layer with MASK-1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>PECVD of a-Si:H n-i-p layers</td>
<td>50 nm / 2 μm / 50 nm</td>
</tr>
<tr>
<td>4</td>
<td>Sputtering of top Cr layer</td>
<td>30 nm</td>
</tr>
<tr>
<td>5</td>
<td>Wet etching of top Cr layer with MASK-2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Dry etching of a-Si:H layers with MASK-2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Spin-coating of polyimide</td>
<td>2 μm</td>
</tr>
<tr>
<td>8</td>
<td>Wet etching of holes in polyimide with MASK-3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Sputtering of Al layer</td>
<td>0.5 μm</td>
</tr>
<tr>
<td>10</td>
<td>Wet etching of Al layer with MASK-4</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Cutting and packaging</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Wire bonding</td>
<td></td>
</tr>
</tbody>
</table>
5.3.3 Test and Results

First we measured the forward and reverse current characteristics of the switching diodes and photodiodes. Both diodes showed the same characteristics and a typical curve of current normalized to the area is shown in Fig. 5.6. The current on-off ratio at biases of 3 V and 0 V was typically $10^5$. The dynamic resistance of the forward biased switching diodes at 3 V was found to be $\sim 7 \text{ M}\Omega$ from Fig. 5.6. Under a dc reverse bias of $\sim 5V$, some diodes showed the surface breakdown.

Then we simulated radiation detection using an LED of 880 nm wave-length as the radiation source in the measurement set-up shown in Fig. 5.7. A reverse operation bias of the pixel photodiode was set by changing the bias $V_r$ at a large resistor $R_L (> 10 \text{ M}\Omega)$ rather than changing the effective ground potential of the two gate pulses. Thin pixel photodiodes ($< 2 \mu \text{m}$) can work at $V_r = 0 \text{ V}$ because of their built-in potential. A short pulse of light was shone on the pixel diode. After a time delay, $T_d$, positive and negative gate pulses were applied to the two switching diodes respectively. The discharging current of the accumulated charge in the photodiode was integrated by a conventional charge-sensitive amplifier and the output pulse of a CR-RC shaping amplifier was measured by an oscilloscope.

From measurements of feedthrough transients directly at the summing node of two switching diodes when two gate pulses (positive and negative step pulse) were applied to the other nodes of the diodes, we found out that the transient charges could be cancelled up to $\sim 99\%$ of the feedthrough from a single-diode readout. The cancellation was limited by mismatch in shapes of the two pulses and mismatch in impedances of the two diodes and associated connections. With the present devices, the feedthrough from the diode gate pulses produced a pedestal that was $\sim 90\%$ of the full peak height. However it was reproducible from pulse to pulse, allowing accurate measurement of the signal. The transient can be reduced in the case of good quality switching diodes with higher on-off
current ratio by reducing the capacitance of the switching diodes and the magnitudes of the applied gate biases.

The light signal was determined by subtracting the output pulse height without light illumination from the output pulse height with it in order to eliminate the feedthrough transient effect. Fig. 5.8 shows the measured output signal as a function of the delay time $T_d$. The signal drops as the delay time increases. The effective decay time of 17 msec (signal drops to 1/e) is equivalent to $\sim 17 \text{ G}\Omega$ of reverse bias dynamic resistance since $C_d = 1 \text{ pF}$. Fig. 5.9 shows the measured output as a function of integration time. The output signal saturated at $3 \sim 5 \mu\text{sec}$ which agreed well with the discharging time, $T_r$, of 3.5 $\mu$sec calculated by the relation

$$T_r = \left(\frac{R_d}{2}\right) \times C_{\text{det}} = \frac{7 \text{ M}\Omega \times 1 \text{ pF}}{2} = 3.5 \mu\text{sec}$$

where division by 2 is due to the fact that there are two switching diodes.

![Graph](image)

**Fig. 5.6** Measurement of forward and reverse current density of 2 $\mu$m thick pin diode used for switching diodes.
Fig. 5.7  A measurement setup for the signal charge transfer and loss from a pixel diode using a two-diodes switching readout method.

Fig. 5.8  Measurement of light signal as a function of delay time between the time of incidence of light and the time of measurement. (Measured RC time was 17 msec)
5.4 A Poly-Si TFT Pixel Amplifier

A prototype amplifier circuit was designed, fabricated and tested in order to determine the feasibility of making charge-sensitive pixel amplifiers for a-Si:H pixel detectors using the poly-Si TFT technology developed at Xerox PARC.[5] In actual pixel detectors, in addition to the amplifying stage, other signal processing units such as sampling, holding and readout switch are necessary but they were not implemented in this prototype.

Design requirements for the pixel amplifiers were; (a) small size limited to a pixel area (b) moderate amplifying gain in order to readout the signal through a large-area detector array without picking up extra noise, (c) enough bandwidth to respond to a fast rise of the input current determined by the charge collection in the detector (~ μsec), (d) low
noise to get a maximum signal-to-noise ratio, (e) low power dissipation, and (f) circuit simplicity for easy fabrication and high reliability.

Large-area poly-Si TFT technology has some limitations in designing an analog amplifier, namely: (a) transconductance $g_m$ of a single TFT is limited by the low field effect mobility $\mu_{fe}$ compared to that of a crystalline MOSFET, (b) minimum feature size is limited by the fabrication process for large-area devices, [6] and (c) no depletion mode TFT is available.

5.4.1 Design

The prototype pixel amplifier was designed to consist of three stages; the first stage is a low-noise charge-sensitive amplifier which integrates the signal charge from a detector, the second stage is a voltage amplifier to give an additional gain and the final stage is a source follower output stage with small output impedance to drive the readout lines. The circuit diagram of the test amplifier is shown in Fig. 5.10.

The first charge-sensitive stage consists of an inverting voltage amplifier and a feedback capacitor.

Two important design concepts for the first stage were; (a) for the maximum open-loop gain the channel length $L$ of the front-end TFT was chosen to be the minimum feature size (5 $\mu$m) and for minimum noise the channel width $W$ (50 $\mu$m) was chosen to make the input capacitance of the charge-sensitive amplifier equal to that of an arbitrary pixel detector, 0.2 pF. This value is equivalent to the capacitance of an a-Si:H pixel of area 300 $\mu$m x 300 $\mu$m and thickness 50 $\mu$m. (b) for the maximum closed-loop charge gain the feedback capacitance must be minimized. The capacitor was made using the same dielectric used as a gate insulator of TFTs, which was 100 nm thick SiO$_2$. We took, arbitrarily, as the capacitor's dimensions, twice the minimum feature size, or 10 $\mu$m, which gave a $C_F = 0.02$ pF. Therefore the effective voltage gain, the ratio of the detector capacitance to the feedback capacitance, would be $\sim 10$ when the open-loop voltage gain is large enough.
The voltage amplifier is implemented by an n-channel single-ended common-source poly-Si TFT N1, cascoded with a TFT N2, and a current-source load. Although p-channel poly-Si TFTs have lower noise, an n-channel TFT was selected as the front-end because its threshold voltage is smaller and more stable than that of p-channel TFTs.

A cascoded configuration was used to minimize the Miller effect which causes the gate-to-drain capacitance (overlapping) to be effectively increased by the gain factor, thereby reducing the bandwidth. The load was designed as a p-channel TFT current source. This complementary configuration was expected to give a higher gain and more reliability than a resistive load or n-channel TFT load. Thin-film resistors such as n- or p-doped poly-Si layers are unstable with time.

Finally another n-channel TFT was connected in parallel with the feedback capacitor for biasing the input node and reset the amplifier by discharging the feedback capacitor.

The second stage is an extra voltage-gain stage which amplifies the signal further so that the amplified signal pulse will reach the external circuit with minimal addition of perturbation by the extra noise sources such as inter-communication, pick-up noise, etc. The impedances of the bus line and the external circuit were not considered here, but will be considered for a more complete design.

The final stage is simply a source follower stage, which has unity gain and low output impedance, to drive the external load without distortion of the output pulse shape.

Except for the front-end TFT, the dimensions of the other TFTs and operation biases required by the circuit as shown in Fig. 5.10 were determined using a circuit simulation program, PSPICE* [9] in order to achieve (a) a moderate gain of the second stage (~ 10), (b) a maximum gain-bandwidth, and (c) a minimum power dissipation. In the program, a simple crystal-Si MOSFET model was used. For example, the drain-to-source current in the saturation region is given by the following Shichman and Hodges model.

* PSPICE is a commercial version of SPICE developed at MicroSym. Corp. Palo Alto.
\[ I_{ds} = \frac{W}{L} \frac{K_p}{2} (1 + \lambda \ V_{ds}) (V_{gs} - V_T)^2 \]

where \( \lambda \) is the channel-length modulation coefficient, \( K_p = \mu_f \epsilon_0 \epsilon_i / t_i \) and other symbols are the same as defined in Chapter 4. The oxide thickness, \( t_i \) is 100 nm which is a typical value for the standard poly-Si TFT process at Xerox PARC.[5] Table 5.2 shows the input parameters used in PSPICE for the n-channel and p-channel poly-Si TFTs. Data were taken from reference [11]. Table 5.3 shows the resultant dimensions of TFTs and capacitors.

Table 5.2 Input parameters of n-channel and p-channel poly-Si TFT for PSPICE

<table>
<thead>
<tr>
<th>Type</th>
<th>L (\mu m)</th>
<th>( K_p ) (\mu A/V^2)</th>
<th>( V_T ) (V)</th>
<th>( \lambda ) (V^{-1})</th>
<th>( t_i ) (nm)</th>
<th>( C_{ov} ) (pF/\mu m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-channel</td>
<td>5</td>
<td>0.8</td>
<td>2.5</td>
<td>0.07</td>
<td>100</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.5</td>
<td>2.5</td>
<td>0.033</td>
<td>100</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>2.4</td>
<td>2.5</td>
<td>0.02</td>
<td>100</td>
<td>0.02</td>
</tr>
<tr>
<td>p-channel</td>
<td>15</td>
<td>0.4</td>
<td>-2.5</td>
<td>0.01</td>
<td>100</td>
<td>0.02</td>
</tr>
</tbody>
</table>

* \( C_{ov} \) is the gate-drain or gate-source overlapping capacitance per unit gate width.
Fig. 5.10 The schematic circuit diagram of the prototype poly-Si CMOS charge-sensitive pixel amplifiers for a-Si:H pixel detectors. Each square with node numbers represents a test pad. N and P stand for n-channel and p-channel TFTs, and C stands for capacitors.

Table 5.3 A list of components and their dimensions

<table>
<thead>
<tr>
<th>Component</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1 Front-end TFT</td>
<td>W/L = 50/5 μm</td>
</tr>
<tr>
<td>N2 Cascode TFT</td>
<td>W/L = 30/5 μm</td>
</tr>
<tr>
<td>N3 Reset switch TFT</td>
<td>W/L = 10/10 μm</td>
</tr>
<tr>
<td>N4 Second stage TFT</td>
<td>W/L = 50/10 μm</td>
</tr>
<tr>
<td>N5 Source follower TFT</td>
<td>W/L = 10/50 μm</td>
</tr>
<tr>
<td>N6,7 Load of N5</td>
<td>W/L = 10/50 μm</td>
</tr>
<tr>
<td>P1~3 Current source load</td>
<td>W/L = 20/15 μm</td>
</tr>
<tr>
<td>C_T Test capacitor</td>
<td>Area = 10x10 μm</td>
</tr>
<tr>
<td>C_F Feedback capacitor</td>
<td>Area = 10x10 μm</td>
</tr>
</tbody>
</table>

Table 5.4 Nodes

<table>
<thead>
<tr>
<th>Node</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bias V_{dd}</td>
</tr>
<tr>
<td>2</td>
<td>Bias V_p</td>
</tr>
<tr>
<td>3</td>
<td>Reset pulse</td>
</tr>
<tr>
<td>4</td>
<td>Bias V_c</td>
</tr>
<tr>
<td>5</td>
<td>Input</td>
</tr>
<tr>
<td>6</td>
<td>Test pulse</td>
</tr>
<tr>
<td>7</td>
<td>Output</td>
</tr>
<tr>
<td>8</td>
<td>Bias V_n</td>
</tr>
<tr>
<td>9</td>
<td>Ground</td>
</tr>
<tr>
<td>10</td>
<td>Output of stage 1</td>
</tr>
</tbody>
</table>
5.4.2 Fabrication

In order to test each stage, as well as the complete circuit, individually, several combinations of test amplifiers were fabricated: first stage only, second stage only, and the complete amplifier with and without the cascode configuration. The complete amplifier, including interconnection lines occupied an area of 200 μm x 100 μm which is well within the target pixel of 300 μm x 300 μm. On the test chip, we also made individual TFTs having the same dimensions as TFTs used in the prototype amplifier to check the input parameters used in the design. The interconnections and test pads were drawn for convenience and easy identification of components. The test circuit was fabricated using the standard low temperature poly-Si TFTs process at Xerox PARC. The process is described in reference [5].

5.4.3 Test and Results

(1) Individual TFTs

Before the circuit was tested, the individual TFTs were separately tested in order to make sure the fabrication process was satisfactory, and to find the range of operating bias voltages for each node.

Fig. 5.11 ~ Fig. 5.14 show the dc characteristics of the n-channel and p-channel poly-Si TFTs. As seen in the figures, the TFTs show an I-V curve similar to that of crystal-Si MOSFET in the low bias region (dotted line). In the high bias region, however, the short-channel effect makes a kink in the current a little earlier than in the crystal MOSFET. The data are also compared to a poly-Si TFT model (solid lines) developed by Byun et al. at University of Virginia and Xerox PARC. [12] For these n-channel poly-Si TFTs, the onset voltage $V_s$ of the short channel effect was at a drain-to-source voltage of 5 V for $L = 5 \, \mu\text{m}$ and 6 V for $L = 10 \, \mu\text{m}$. For p-channel poly-Si TFTs, $V_s$ was 9 V for $L = 15 \, \mu\text{m}$. Table 5.5 shows the measured values of some characteristics of individual poly-Si TFTs.
Fig. 5.11  I-V Characteristics of n-channel poly-Si TFT. W/L = 50/5 μm.

Fig. 5.12  I-V Characteristics of n-channel poly-Si TFT. W/L = 30/5 μm.
Fig. 5.13  I-V Characteristics of n-channel poly-Si TFT. W/L = 50/10 μm.

Fig. 5.14  I-V Characteristics of p-channel poly-Si TFT. W/L = 20/15 μm.
Table 5.5 Measured circuit parameters of poly-Si TFTs

<table>
<thead>
<tr>
<th></th>
<th>L (μm)</th>
<th>$K_p$ (μA/V^2)</th>
<th>$\mu_f$ (cm^2/V·sec)</th>
<th>$V_T$ (V)</th>
<th>$V_s$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-ch TFT</td>
<td>5</td>
<td>2.6</td>
<td>73</td>
<td>1.3</td>
<td>5</td>
</tr>
<tr>
<td>n-ch TFT</td>
<td>10</td>
<td>3.2</td>
<td>90</td>
<td>1.4</td>
<td>6</td>
</tr>
<tr>
<td>p-ch TFT</td>
<td>15</td>
<td>0.6</td>
<td>17</td>
<td>3.0</td>
<td>9</td>
</tr>
</tbody>
</table>

(2) Front-End Charge-Sensitive Amplifier Stage

Because of the short channel effect, which was not considered at the time of design and the difference between the design and measured values of the circuit parameters such as the threshold voltage, the input stage gate bias was supplied separately with a probe during the test instead of through the reset TFT N3.

The measured dc voltage swing of the first stage with and without the cascode is plotted in Fig. 5.15. The dc gain $A_0$ which is the slope of the curves shown in the figure is $\sim 11$ and $\sim 8$ respectively with and without the cascode. The cascode configuration gives better linearity in the dc gain. The closed-loop gain, $A_c$, of the charge-sensitive amplifier would be reduced to $\sim 7$ and $\sim 5.5$ respectively when it is connected to a detector capacitance $C_d$ of 0.2 pF. (See the equation (3.7) in Chapter 3.) The bias conditions are given in the figure caption.

To find the frequency response, a sinusoidal wave with a magnitude 10 mV was introduced to the input node through an external coupling capacitor ($\sim 0.01$ μF), and the output waveform was measured at the output node of the first stage (node 10 in Fig. 5.10). Fig. 5.16 shows the first stage gain with and without the cascode. The measured 3dB cut-off frequency was found to be about 1 and 0.8 MHz into the oscilloscope probe load (1 pF + 1 MΩ) from the equation for the ac gain $A(f)$ given by

$$A(f) = \frac{A_0}{\sqrt{1 + (f/f_{3dB})^2}}$$
Fig. 5.15 DC characteristics of the first stage with and without cascode configuration. $V_{dd} = 10\,\text{V}$, $V_p = 5\,\text{V}$ and $V_c = 5\,\text{V}$.

Fig. 5.16 Gain and frequency curves of the first stage with and without cascode configuration. $V_{dd} = 10\,\text{V}$, $V_p = 5\,\text{V}$ and $V_c = 5\,\text{V}$.
The measured values are equivalent to 3.5 and 2.8 MHz after subtraction of the loading effect of the probe assuming

\[ f_{3dB} = f_{m3dB} \times \frac{(C_N + C_{probe})}{C_N} \]

where \( C_{probe} \) and \( C_N \) are the load capacitance of the probe (1 pF) and the input capacitance of the next stage (~0.5 pF) respectively.

The overall noise of the amplifier system is governed mainly by the front-end TFT. The frequency spectrum of noise from the same-sized n-channel TFTs as the front-end TFT at the same operation bias was measured using the set-up described in Chapter 4, and is shown in Fig. 5.17. 1/f noise was found to be the dominant noise source up to the measured range of 0.1 MHz. Thermal noise was calculated using equation (4.21) with \( \theta = 2/3 \) and the measured \( g_m \) value at the same bias condition. Assuming a CR-(RC)\( n \) shaping network (\( n = 1 \) and \( n = 4 \)), the equivalent input noise charge from the front-end TFT, a sum of 1/f noise and the channel resistance noise, was estimated as a function of a shaping time using the equations in Table 4.2 in Chapter 4 and is shown in Fig. 5.18. For the range of shaping time > 0.1 \( \mu \)sec, 1/f noise is dominant and corresponds to \( \sim 1040 \) and \( \sim 970 \) electrons rms for cases of \( n = 1 \) and \( n = 4 \) respectively.
Fig. 5.17 Measured noise power spectrum of the front-end n-channel poly-Si TFT. W/L = 50/5 μm at Vgs = 1.8 V, Vds = 4 V. (operation bias level). gm = ~ 20 μA/V.

Fig. 5.18 Calculated equivalent noise charge of the front-end n-channel poly-Si TFT as a function of the shaping time for CR-(RC)n shaping amplifier with n = 1 and n = 4. W/L = 50/5 μm and Vgs = 1.8 V, Vds = 4 V. (operation bias level). gm = ~ 20 μA/V.
(3) Overall Gain and Bandwidth

The measured gain of the second stage was about 10 and the third stage was about 1. Fig. 5.19 shows the dc output voltage swing of the second stage as a function of the input voltage swing of the first stage. The measured frequency responses for the complete amplifier is shown in Fig. 5.20 and are 1 and 0.5 MHz respectively with and without the cascode. The estimated 3dB cut-off frequencies after calibration of the loading effect of the probe are 3.5 and 1.75 MHz respectively with and without the cascode by a similar relation used previously. Therefore from the relation, $f_{3dB} \times T_{rise} = 0.35$, [13] the pulse rise times are 100 and 200 nsec with and without the cascode.

The dynamic range of the amplifier is determined by the noise level, estimated previously for the case of CR-(RC)$^n$ shaping amplifier, and the range of input voltage swing before the saturation of the output voltage. The lower limit is arbitrarily defined as the total noise in rms from the detector and the amplifier system and is ~ 1000 electrons.

![Graph](image)

**Fig. 5.19** DC characteristics of 2nd stage with and without the cascode configuration.
Fig. 5.20 Total voltage gain of the complete amplifier with and without the cascode configuration.

The upper limit is estimated by the maximum voltage swing at the input terminal and is $C_{\text{tot}} \times V_{\text{swing}} / q = 0.4 \, \text{pF} \times 0.1 \, \text{V} / 1.6 \times 10^{-19} \, \text{Coul} = 250,000$ electrons. Therefore dynamic range is $\sim 48 \, \text{dB}$.

5.5 Discussion

A double diode readout scheme was tested with a-Si:H pin diodes produced by PECVD directly on the same glass substrate. The measured current on/off ratio was $\sim 10^5$ for pin diodes $2 \, \mu\text{m}$ thick, and an integration time of $10 \, \text{msec}$ and a readout time of $5 \, \mu\text{sec}$ was achieved from the dimensions of the prototype devices. The pixel diode and switching diode area were $1 \times 1 \, \text{mm}$ and $100 \times 100 \, \mu\text{m}$ respectively. The diodes showed an onset of surface breakdown at $\sim 5 \, \text{V}$ when the application time of bias was greater than a few msec. This breakdown occurred at the etched surface of the a-Si:H layer passivated by the polyimide films. In order to avoid this breakdown, better design will be required, for
example, making the top area of the metal contacts smaller than that of a-Si:H layers. The measured reverse current was as good as the best quality pin diodes known but the forward current was a factor of $10^2 \sim 10^5$ lower than the best reported. In order to improve the forward conductance, the characteristics of the p- and n-contact layers (doping level, thickness, etc.), as well as the thickness of the i-layer must be optimally determined.

A prototype poly-Si TFT CMOS amplifier was designed and tested. It consisted of a charge-sensitive gain stage, a voltage gain stage and a source follower output stage. The open-loop gain $A_0$ of the first stage with the cascode was measured to be $\sim 12$ and of the second stage $\sim 10$. The overall gain-bandwidth product was $\sim 400$ MHz. When the amplifier is connected to a pixel detector of capacitance 0.2 pF, it will give a charge-to-voltage gain of $\sim 0.02$ mV/electron with a pulse rise time less than 100 nsec and a dynamic range of 48 dB. From the measurement of the noise-power-spectrum of TFTs, 1/f noise was found to be dominant noise source up to 10 MHz when it was extrapolated to the point of intersection with the thermal noise. An equivalent noise charge of the front-end n-channel poly-Si TFT was estimated, based on the measured 1/f noise and the transconductance at the operation bias point, to be $\sim 1000$ electrons rms at a shaping time of 1 µsec for CR-RC filters. The 1/f noise can be reduced by decreasing the density of the interface states between silicon and gate oxide.

For large-area integrated electronic devices, the minimum feature size is usually limited by the thermal expansion of the substrate material at the maximum process temperature.[16] For a glass substrate in the low temperature poly-Si technique, the maximum temperature is about 650 °C and the minimum feature size is about 5 µm. If quartz is used as a substrate, the minimum feature size can be reduced to 3 µm or less because of the superior thermal property of the quartz. The smaller the minimum feature size, the larger gain that can be achieved. Amorphous and poly-silicon TFTs are relatively new devices but of such importance for applications in large-area imaging and consequently they are the subject of intensive and extensive study worldwide.
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Chapter 6 Conclusion

Hydrogenated amorphous silicon has many potential advantages in making radiation detectors for various applications in medicine and science. This material is highly radiation resistant and it can be deposited on large-area substrates. Position-sensitive radiation detectors can be made out of a 1-d strip or 2-d pixel array of a-Si:H pin diodes. In the detector array, thin-film-transistors made of deposited a-Si:H or poly-Si on the same substrate can be used for signal readout and for pixel-level amplifier.

For the design of detector-amplifier system with an optimal signal-to-noise ratio, the signal formation in a reverse biased pin diode and noise components of the detector and TFT amplifier system were analyzed in terms of material and operating parameters; the ionized dangling bond density, the drift mobilities and lifetimes of electrons and holes, dimensions and operating biases of detectors and TFTs, and shaping times.

The radiation signals were calculated based on a simple charge collection model and resulted in a good agreement with measurements from sample diodes using various wavelength light sources and 1 MeV beta particles. These sources simulated three cases of charge generation; a case of uniform generation in the bulk i-layer and two cases of surface generation, at the p-i and n-i interfaces respectively. Thin photodiode coupled to a CsI(Tl) scintillating layer as well as thick detector layers with multi-buried p-layers can enhance the signal size from the same radiation.

Noise of a radiation detector-amplifier system was calculated in terms of input equivalent noise charge, in order to compare directly with the detector signal. The spectral intensities of (a) shot noise and (b) 1/f noise from a reverse biased a-Si:H pin diode, and (c) thermal noise and (d) 1/f noise of the front-end TFT of a charge-sensitive preamplifier were formulated and were convoluted with a transfer function of a CR-(RC)^n shaping amplifier. The reverse current of an a-Si:H pin diode was modelled by the bulk generation of electron-hole pairs with the Poole-Frenkel effect (field-enhanced thermal emission) and
was used to calculated the spectral intensity of 1/f noise of a detector diode, which agreed well to measurements. Noise produced in TFTs was analyzed as a sum of thermal noise and 1/f noise. Measurements of noise spectral power in a-Si:H and poly-Si TFTs showed that 1/f noise is the dominant component up to ~ MHz range for both cases.

Optimization of signal-to-noise ratio can be done by choosing a proper combination of operating parameters, for example, dimensions of detectors and front-end TFTs and a proper shaping filter circuit. Time variant filter such as a gated-integrator with double correlation sampling can avoid switching transients of readout TFTs and can reduce 1/f noise from the front-end TFTs of preamplifier.

Signal readout from a-Si:H pixel detectors using transistor- or diode-switching method was reviewed. Double-diode switching has the advantage of cancelling the switching transients and controlling the bias level of the detector diodes. Prototype tests of double-diode readout demonstrated that the signal charges can be stored in the detector up to a few msec and can be readout within ~ μsec. This time-scale ratio will limit the maximum number of pixels for a given scanning cycle. The ratio, which is directly proportional to the diode on/off current ratio, will improve with improvement in diode quality.

For pixel-level amplification of radiation signals, a prototype charge-sensitive poly-Si TFT CMOS amplifier was designed, fabricated and tested. It consisted of a charge-sensitive-preamplification stage, additional gain stage and an output stage. Measurements showed that the overall gain-bandwidth product was ~ 400 MHz. When the amplifier is connected to a pixel detector of capacitance 0.2 pF, it would give a charge-to-voltage gain of ~ 0.02 mV/electron with a pulse rise time less than 100 nsec. An equivalent noise charge of the front-end n-channel poly-Si TFT was ~ 1000 electrons at a 1 μsec shaping time for a simple CR-RC filter. The estimated dynamic range is ~ 48 dB.

The simple analytical expressions of signal and noise of a-Si:H pin detectors and a poly-Si TFT amplifier system derived here can be used quickly and conveniently when designing an a-Si:H radiation detector system such as a pixel detector.
Appendix A. A Program for Charge Collection and Signal Formation

********************************************************************
SIGNAL.FOR
Jun. 01, 89

This is a program to calculate (1) the charge collection efficiency in
the case of the uniform charge generation in a-Si:H p-i-n detector
and (2) the output signal pulse height after an ideal charge-sensitive
preamplifier and RC-CR^N filter.

Gyuseong Cho

********************************************************************

double precision vrnin, vrnax, eo, esi, eps, ue, uhe, uthe, te, th,
* d, dbd, ts, s, Ea, V, Va, ro, Vcd, w, Y, tn, tp, to, fn, vn, exp, FAC, sqrt,
* cole, colh, colt, cure, curh, curt, sie, sge, sgh, sigh, sight, X(100)

********************************************************************

Material data and unit conversion
********************************************************************

UNIT for calculation [urn] [usee] [V]

data esi/11.8/ ! [ ]
data eo/8.854e-14/ ! [F/crm]
data qc/1.6e-19/ ! [Coul]
data ue/1.2/ ! [cm^2/Vs]
data ute/1.2e-7/ ! [cm^2/V]
data uh/0.004001/ ! [cm^2/Vs]
data uth/1.2e-8/ ! [cm^2/V]

eps = 1.e-4*esi*eo ! [F/um]
te = 1.e6*ute/ue ! [us]

th = 1.e6*uth/uh ! [us]

uc = 100.*ue ! [um^2/Vus]

uh = 100.*uh ! [um^2/Vus]

********************************************************************

Input data
********************************************************************

write(*,*)
write(*,*)'Input the variables !'
write(*,*)'
write(*,*)'d dbd Va Ts n'
write(*,*)'[um] [e15/cm^3] [Volt] [usec] [ ]'
write(*,*)'
read(*,*) d, dbd, V, ts, n
V = - Va
t=ts

write(*,*)' Main variable? Input No from the list below.'
write(*,*)' 1=Va, 2=Ts, 3=d, 4=dbd, 5=Ea, 6=t, 7=n'
write(*,*)' read(*,*) iop

write(*,*)' Mode (0=auto,1=manu) & Number of input data = ?'
write(*,*)' read(*,*) imd,ifn
if(imd.eq.1) go to 11
write(*,*)' Minimum (>0) and Maximum = ?'
write(*,*)' read(*,*) vmin,vmax
do 10 i=1,ifn
10 X(i) = vmin + (i-1)*(vmax-vmin)/(ifn-1)
go to 12
11 write(*,*)' List of data = ?'
write(*,*)' read(*,*) (X(i), i=1,ifn)
12 continue

open(5,file='sig.dat',status='new')
do 40 i=1,ifn
if(iop.ne.1) go to 21
V = -X(i)
go to 30
21 if(iop.ne.2) go to 22
ts = X(i)
t = ts
go to 30
22 if(iop.ne.3) go to 23
d = X(i)
go to 30
23 if(iop.ne.4) go to 24
dbd = X(i)
go to 30
24 if(iop.ne.5) go to 25
Ea = X(i)
V = -d*Ea
go to 30
25 if(iop.ne.6) go to 26
t = X(i)
go to 30
26 if(iop.ne.7) go to 27
   N = X(i)
go to 30
27 write(***,' Failure due to wrong option')
   stop

c
30 continue
   ro = 1000.*dbd ! [#/um^3]
   Vcd = - qe * ro * d**2 / ( 2 * eps ) ! full depletion voltage
   w = sqrt( - 2. * eps * V / ( qe * ro ) )
   Y = w/d ! depletion parameter
   tn = eps / ( u.e * qe * ro )
   tp = eps / ( u.h * qe * ro )
   to = ts/N ! Real device RC time [us] to get peak at ts
   Fn = (N/1.*exp(1.))**N/FAC(N) ! Voltage output from test pulse
   Vn = exp(-t/to) / ( t/to**N * Fn ) ! normalizing const

c
   call COLL(t,tn,te,Y,cole,cure)
   call COLL(t,tp,th,Y,colh,curh)
   colt = cole + colh
   cold = colt*d
   curt = cure + curh ! induced current shape
   call SIGNAL(t,tn,te,to,Y,N,sie)
   sige = Vn*sie
   call SIGNAL(t,tp,th,to,Y,N,sih)
   sigh = Vn*sih
   sigt = sige + sigh

c
   write(*,101)X(i),cole,colh,colt,cold,sige,sigh,sigt
   write(5,101)X(i),cole,colh,colt,cold,sige,sigh,sigt
101 format(1x,f7.3,7(1x,f7.4))
c
40 continue
   write(*,**)'
   stop
end

c
Subroutine COLL(t,tr,tl,Y,col,cur)

    double precision t,tr,tl,Y,col,cur,a,b,exp,log,tt,tm
    A = (tr + tl)/(tr*tl)
    B = (tr - tl)/(tr*tl)
    If(Y.gt.1.) go to 10
    Col = (1./2.)*Y**2 * (1. - exp(-A*t))/(A*tr)
    Cur = (1./2.)*Y**2 * exp(-A*t)/tr
    go to 20
10 continue
   tt = tr*log((Y**2 + 1.)/(Y**2 - 1.))
tm = dmin1(t,tt)
Col = ((Y**2+1.)*2*(1.-exp(-A*tm))/(A*tr) -
* (Y**2-1.)*2*(1.-exp(-B*tm))/(B*tr))/8.
Cur = ((Y**2+1.)*2*exp(-A*tm)/tr -
* (Y**2-1.)*2*exp(-B*tm)/tr)/8.
if(Cur.ge.0.) go to 20
Cur = 0.0
20 continue
return
end

Subroutine SIGNAL(t,tr,tl,to,Y,N,sig)

A = (tr + tl)/(tr*tl)
B = (tr - tl)/(tr*tl)
AA = -A + 1./to
BB = -B + 1./to
If(Y.gt.1.) go to 10
YY = Y**2/(2.*tr)
sig = YY*SERI1(t,AA,N+1)
go to 30
10 continue
YA = (Y**2 + 1.)*2/(8.*tr)
YB = (Y**2 - 1.)*2/(8.*tr)
tt = tr*log((Y**2 + 1.)/(Y**2 - 1.))
if(t.gt.tt) go to 20
sig = YA*SERI1(t,AA,N+1) - YB*SERI1(t,BB,N+1)
go to 30
20 continue
sig = YA*SERI2(t,tt,AA,N+1) - YB*SERI2(t,tt,BB,N+1)
30 continue
return
end

Function SERI1(t1,C,N)

do 10 i=1,N
10 ser2 = ser2 + t1**(i-1)/(FAC(i-1)*C**(N+1-i))
SER11 = ser1 - ser2
return
end

Function SERI2(t,tt,C,N)
double precision FAC, ser1, ser2, SERI1, SERI2, t, tt, c
ser1 = SERI1(tt, C, N)
ser2 = 0.0
do 10 i = 1, N - 1
10 ser2 = ser2 + SERI1(tt, C, i) * (t - tt) ** (N - i) / FAC(N - i)
SERI2 = ser1 + ser2
return
end

Function FAC(K)

double precision fac
FAC = 1.
if(K .eq. 0) go to 20
do 10 i = 1, K
FAC = FAC * i
10 continue
20 continue
return
end
Appendix B. Charge Collection Efficiency in a Multi-Buried-Layer Detector

B. 1 Detector Structure and Symbols

A schematic diagram of the structure of a multi-buried-layer detector (MBLD) is shown in Fig.B.1. Heavily doped p\textsuperscript{+}- and n\textsuperscript{+}-layer work as blocking layers of the injection of electrons and holes from contacting metals to the interaction region respectively. The main interaction region consists of equally spaced N+1 i-layers and N slightly doped thin p-layers in sandwich structure. Let’s define some symbols for the convenience in deriving the charge collection efficiency.

- \( N_d^* \): ionized dangling bond density in a unit i-layer
- \( B \): ionized boron density in a unit p-layer
- \( \beta \): ratio of to \( N_d^* \) to \( B = N_d^*/B \)
- \( d \): thickness of a unit i-layer
- \( s \): thickness of a unit p-layer = \( d \beta \)
- \( L \): total thickness of the interaction layer = \( (N+1)d+Ns = (N+1+N\beta)d \)
- \( F_M \): maximum electric field strength
- \( F_m \): minimum electric field strength
- \( V \): applied bias voltage = \( L(F_M + F_m)/2 \)
- \( R \): ratio of \( F_M \) to \( F_m = F_M/F_m \)

The relation between \( F_M \) and \( F_m \) is

\[
F_M = F_m + \frac{q N_d^*}{\varepsilon_o \varepsilon_{asi}} \times d = F_m + \delta d = RF_m
\]

Fig. B.1 A schematic diagram of a multi-buried layer detector.
B.2 Analysis in a Unit i-layer

(1) Collection of electrons uniformly generated in a unit i-layer

In a unit i-layer of thickness \(d\), the electric field distribution \(F(x)\) is

\[
F(x) = \frac{F_m - F_M}{d} x + F_M = - \delta x + F_M
\]

due to the drift velocity as a function of position \(x\) is

\[
v(x) = \mu_i F(x) = - \mu_i \delta x + \mu_i F_M
\]

where \(\mu_i\) is the electron drift mobility in the i-layer.

The velocity of electrons at a time \(t\), generated at \(x=x_0\) at a time \(t=0\), is obtained from the above equation using the definition of \(v(x) = \frac{dx}{dt} = v(x_0, x) = v(x_0, t)\)

\[
v(x_0, t) = (- \mu_i \delta x_0 + \mu_i F_M) \exp(- \mu_i \delta t)
\]

and also the transit time of the electrons from \(x=x_0\) to \(x=d\) is

\[
T_o = \int_{x_0}^{d} \frac{dx}{v(x_0, x)} = \frac{1}{\mu_i \delta} \log \left( \frac{F_m}{- \delta x_0 + F_M} \right) = \frac{\log(R_o)}{\mu_i \delta}
\]

where \(R_o\) is defined as

\[
R_o = \frac{- \delta x_0 + F_M}{F_m}
\]

The transit time \(T\) of electrons from \(x=0\) to \(x=d\) is

\[
T = T_o(x_0=0) = \frac{1}{\mu_i \delta} \log \left( \frac{F_m}{F_M} \right) = \frac{\log(R)}{\mu_i \delta}
\]

If \(\tau_i\) is the lifetime of electrons in the i-layer, the survival probability \(\alpha\) of electrons for a time \(t\) after their generation is

\[
\alpha(t) = \exp(- t/\tau_i)
\]

then the effective travel distance of electrons generated at \(x=x_0\) during transit time \(T_o\) is

\[
S(x_0) = \int_0^{T_o} \alpha(t) v(x_0, t) \, dt
\]

\[
= \frac{- \delta x_0 + F_M}{\delta - \frac{1}{\mu_i \tau_i}} \left\{ \exp \left[ - \delta \mu_i \tau_i \right] T_o \right\} - 1
\]

147
\[
\begin{align*}
\delta x_{i} & = -\delta x_{i} + F_{m} \left\{ R_{0}^{-1/\delta \mu_{i} \tau_{i}} - 1 \right\} \\
& = \frac{F_{m}}{-\delta \mu_{i} \tau_{i}} \left\{ R_{0}^{-1/\delta \mu_{i} \tau_{i}} - R_{0} \right\} \\
& = \frac{F_{m}}{-\delta(1 + \xi_{i})} \left\{ R_{0}^{-1/\delta \mu_{i} \tau_{i}} - R_{0} \right\}
\end{align*}
\]

where \( \xi_{i} \) is defined as \( \xi_{i} = 1/(\delta \mu_{i} \tau_{i}) \).

The contribution of charge collection due to the collection of electrons uniformly generated in the unit \( i \)-layer of thickness \( d \) is

\[
\chi_{i} = \int_{0}^{d} S(x_{i}) \, dx_{i} = \frac{-F_{m}}{\delta} \int_{0}^{1} S(R_{0}) \, dR_{0}
\]

\[
= \left( \frac{F_{m}}{\delta} \right)^{2} \frac{1}{(1 + \xi_{i})} \left\{ 1 - R^{(1-\xi_{i})} + \frac{R^{2} - 1}{2} \right\}
\]

\[
= d^{2} \left( \frac{1}{R - 1} \right)^{2} \left\{ 1 - R^{(1-\xi_{i})} + \frac{R^{2} - 1}{2(1 + \xi_{i})} \right\}
\]

(2) Ratio of the escaping electrons to the generated electrons in the \( i \)-layer

\[
Z_{i} = \int_{0}^{d} \varepsilon(T_{0}) \, dx_{0} = \int_{0}^{d} \exp\left( \frac{T_{0}}{\tau_{i}} \right) \, dx_{0}
\]

\[
= \frac{-F_{m}}{\delta} \int_{0}^{1} R_{0}^{-1/\delta \mu_{i} \tau_{i}} \, dR_{0} = \frac{F_{m}}{\delta} \times \frac{R^{(1-\xi_{i})} - 1}{1 - \xi_{i}}
\]

\[
= \frac{d}{R - 1} \times \frac{R^{(1-\xi_{i})} - 1}{1 - \xi_{i}}
\]

(3) Escaping probability of electrons from \( x=0 \) to \( x=d \) is

\[
P_{1} = \varepsilon(T) = \exp\left( \frac{T}{\tau_{i}} \right) = R^{-\xi_{i}}
\]

(4) Effective travel distance of electrons from \( x=0 \) to \( x=d \) is

\[
S_{i} = S(x_{0}=0) = \frac{d}{(1 - R)(1 + \xi_{i})} \left\{ R^{(-\xi_{i})} - R \right\}
\]
B.3 Analysis in a Unit Buried p-layer

The analysis of charge collection and transit in a unit p-layer can be done by simply replacing \( d, R, \xi_i \) with \( s, 1/R, \xi_p \) (\( \xi_p = -\beta/(\delta \mu_p t_p) \)).

1. Collection of electrons uniformly generated in a unit buried p-layer

\[
\chi_p = s^2 \left( \frac{R}{R-1} \right)^2 \left[ 1 - R \left( \frac{1}{1 - \xi_p^2} \right) + \frac{R^2 - 1}{2(1 + \xi_p)} \right]
\]

2. Ratio of the escaping electrons to the generated electrons in the p-layer

\[
Z_p = \frac{s}{R - 1} \times \frac{1 - R(t_p \xi_p)}{1 - t_p \xi_p}
\]

3. Escaping probability of electrons from \( x=0 \) to \( x=s \)

\[
P_p = R t_p
\]

4. Effective travel distance of electrons from \( x=0 \) to \( x=s \)

\[
S_p = S(x_0=0) = \frac{s R}{(R - 1)(1 + t_p)} \left[ R(t_p) - R^{-1} \right]
\]

B.4 Electron Collection Efficiency in the Total Interaction Region

The collection efficiency of electrons in the total interaction region is the sum of collection efficiencies from every i- and p-layer.

1. Collected charge due to electrons generated in the #1 i-layer is

\[
\chi_{i-1} = \text{Contribution due to the transit in #1 i-layer} + \text{Contribution due to the transit in #1 p-layer of survived electrons from #1 i-layer} + \text{Contribution due to the transit in #2 i-layer of survived electrons from #1 p-layer} + \ldots
\]

\[
\chi_{i-1} = \chi_i + Z_i S_p + Z_i P_p S_i + \cdots + Z_i P_p S_i + Z_i P_p S_i + Z_i P_p S_i
\]

\[
= \chi_i + Z_i \sum_{i=0}^{N-1} (P_i P_p)^i S_p + Z_i P_p \sum_{i=0}^{N-1} (P_i P_p)^i S_i
\]

\[
= \chi_i + Z_i(S_p + P_p S_i) \sum_{i=0}^{N-1} (P_i P_p)^i
\]
(2) Collected charge due to electrons generated in the #1 p-layer is
\[ \chi_{1-p} = \chi_p + Z_p S_i \sum_{i=0}^{N-1} (P_i P_p)^i + Z_p P_i S_p \sum_{i=0}^{N-2} (P_i P_p)^i \]

(3) Total collected charge due to all electrons in the interaction region
\[ \chi_{\text{tot}} = \chi_{1-i} + \chi_{1-p} + \chi_{2-i} + \ldots + \chi_{N-p} + \chi_{N+1-i} \]
\[ = \sum_{K=1}^{N+1} \chi_{K-i} + \sum_{K=1}^{N} \chi_{K-p} \]
\[ = \sum_{K=1}^{N+1} \left[ \chi_i + Z_i (S_p + P_p S_i) \sum_{i=0}^{K-1} (P_i P_p)^{i} \right] \]
\[ + \sum_{K=1}^{N} \left[ \chi_p + Z_p S_i \sum_{i=0}^{N-K} (P_i P_p)^{i} + Z_p P_i S_p \sum_{i=0}^{N-1-K} (P_i P_p)^{i} \right] \]
\[ = (N+1)\chi_i + Z_i (S_p + P_p S_i) \left[ \frac{N + 1}{1 - P_i P_p} - \frac{1 - (P_i P_p)^{N+1}}{(1 - P_i P_p)^2} \right] \]
\[ + N \chi_p + \frac{N Z_p (S_i + P_i S_p)}{1 - P_i P_p} - Z_p P_i (P_p S_i + S_p) \frac{1 - (P_i P_p)^{N}}{(1 - P_i P_p)^2} \]

(4) Normalized electron collection efficiency is
\[ \eta_e = 2 \times \frac{\chi_{\text{tot}}}{L^2} \]
where the factor two is due to the fact that \( \eta_e \) is normalized to the complete collection of electrons only.
Appendix C. A Summary of Thermal and Field-Enhanced Emission Rates

C.1 Dirac Well

C.1.1 Thermal emission

1-dimensional thermal emission

\[ e_{TH} = \omega_0 \exp[-E_i/kT] \]

where \( E_i = E_C - E_f \)

3-dimensional thermal emission

same as the above

C.1.2 Tunneling

1-dimensional tunneling

\[ e_{TU} = \frac{U}{3 \hbar} \left( \frac{U}{E_i} \right)^{1/2} \exp \left\{ \left( \frac{E_i}{U} \right)^{3/2} \right\} \]

where

\[ U = \left( \frac{3 q \hbar}{4 \sqrt{2 m^*}} \times F \right)^{2/3} \]

3-dimensional tunneling

\[ e_{TU} = \frac{U}{6 \hbar} \left( \frac{U}{E_i} \right)^2 \exp \left\{ \left( \frac{E_i}{U} \right)^{3/2} \right\} \]

for \( E_i \gg U \)

C.1.3 Phonon-assisted tunneling

1-dimensional phonon-assisted tunneling

\[ e_{PT} = \int_{E_i}^{E_i + \Delta E_i} e_{TH}(E) \times \exp \left\{ \left( \frac{E}{U} \right)^{3/2} \right\} \frac{dE}{kT} \]

3-dimensional phonon-assisted tunneling

\[ e_{PT} = \int_{E_i}^{E_i + \Delta E_i} e_{TH}(E) \times \left( \frac{U}{E} \right)^{2/3} \times \exp \left\{ \left( \frac{E}{U} \right)^{3/2} \right\} \frac{dE}{kT} \]
C.2 Coulomb Well

C.2.1 Poole-Frenkel emission

1-dimensional Poole-Frenkel emission
\[ e_{PF} = e_{TH} \exp(\gamma) \]
where \( \gamma = \Delta E / kT = \beta_{PF} F / kT \)

3-dimensional Poole-Frenkel effect

Hartke model; neglect the barrier increase in the opposite direction
\[ e_{PF} = e_{TH} \left( \gamma^2 \left[ (\gamma - 1) \times \exp(\gamma) + 1 \right] + 0.5 \right) \]

Hill model; include the barrier increase in the opposite direction
\[ e_{PF} = e_{TH} \left( 2 \cosh(\gamma) - \frac{\sinh(\gamma)}{\gamma} \right) \]

C.2.2 Tunneling

1-dimensional tunneling
\[ e_{TU} = \frac{U}{3 \hbar} \left( \frac{U}{E_i} \right)^{1/2} \exp \left( \frac{E_i}{U} \left[ \frac{1}{3/2} - \frac{1}{5/3} \right] \right) \]

3-dimensional tunneling
\[ e_{TU} = \frac{U}{6 \hbar} \left( \frac{U}{E_i} \right)^2 \exp \left( \frac{E_i}{U} \left[ \frac{1}{3/2} - \frac{1}{5/3} \right] \right) \]

C.2.3 Phonon-assisted tunneling

1-dimensional phonon-assisted tunneling
\[ e_{PT} = \int_{\Delta E_i} E_i e_{TH}(E) \times \exp \left( \frac{E}{U} \left[ \frac{1}{3/2} - \frac{1}{5/3} \right] \right) \frac{dE}{kT} \]

3-dimensional phonon-assisted tunneling
\[ e_{PT} = \int_{\Delta E_i} E_i e_{TH}(E) \times \left( \frac{U}{E} \right)^{1/2} \times \exp \left( \frac{E}{U} \left[ \frac{1}{3/2} - \frac{1}{5/3} \right] \right) \frac{dE}{kT} \]
Appendix D. Derivations of Noise Power Spectra

D.1 Definition of Spectral Intensity

Let $X(t)$ is a stationary random process for $0 \leq t \leq T$, using a Fourier expansion, $X(t)$ can be rewritten by

$$X(t) = \sum_{n = -\infty}^{\infty} a_n \exp(j \omega_n t)$$

where $\omega_n = 2\pi n / T$ and $n = 0, \pm 1, \pm 2, \ldots$

The coefficient $a_n$ is

$$a_n = \frac{1}{T} \int_{-T}^{T} X(t) \exp(-j \omega_n t) \, dt$$

The spectral intensity $S_X(f)$ is defined as

$$S_X(f) = \lim_{T \to \infty} \frac{2}{T} a_n a_n^*$$

where $a_n^*$ is the complex conjugate of $a_n$.

$S_X(f)$ also can be written from the Wiener-Khintchine theorem

$$S_X(f) = 2 \int_{-\infty}^{\infty} \overline{X(t)X(t+s)} \cos(\omega s) \, ds$$

$$= 4 \int_{0}^{\infty} \overline{X(t)X(t+s)} \cos(\omega s) \, ds$$

D.2 Shot Noise

Let $I_0$ is the average flow of current through some region for a time $T$, then the average number of charges crossing the region boundary is

$$N = \frac{I_0}{q} T$$

where $q$ is the electron charge.
Assuming the Poisson statistics, the fluctuation in N becomes

\[ \Delta N = \sqrt{N}. \]

The charge associated due to the fluctuation is

\[ \Delta Q = q\Delta N = q\sqrt{N} \]

and the fluctuation in the observed current is

\[ \Delta I_0 = \frac{\Delta Q}{T} = \frac{q\sqrt{N}}{T} = \sqrt{\frac{q I_0}{T}} \]

If \( \Delta I(t) \) is a stationary random variable having the average \( \Delta I_0 \) over an time interval \( T \) i.e., then the low frequency spectrum is

\[ S_{\Delta I}(\omega) = \lim_{T \to \infty} \frac{2}{T} \Delta I_0^2 = \lim_{T \to \infty} \frac{2}{T} \Delta I_0^2 = 2 q I_0 \]

D.3 Generation-Recombination Noise

Let's consider recombination centers having a decaying characteristic time constant \( \tau \). If \( N \) is the average number of electrons in the recombination center at steady state and \( \Delta N \) is the fluctuation of \( N \) at \( t = 0 \) then \( \Delta N(t) \) at a time \( t \) is

\[ \Delta N(t) = \Delta N \times \exp[-t/\tau] \]

The auto correlation function is

\[ \overline{\Delta N(t)\Delta N(t+s)} = \Delta N^2 \exp(-s/\tau) \]

Then using the Wiener-Khintchine theorem the spectral intensity is

\[ S_{\Delta N}(f) = 2 \int_{-\infty}^{\infty} \overline{\Delta N(t)\Delta N(t+s)} \cos(\omega s) \, ds \]

\[ = 4 \Delta N^2 \int_{0}^{\infty} \exp(-s/\tau) \cos(\omega s) \, ds \]

\[ = 4 \Delta N^2 \frac{\tau}{1 + \omega^2 \tau^2} \]
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D.4 Thermal Noise in a Resistor

Consider an RC network with a thermal noise source \( V_R(t) \) associated with the resistance \( R \) as shown in the Fig. D.1 where \( R \) is a noiseless resistance. \( C \) is an ideal capacitor of which impedance is \( 1/j\omega C \). Then the magnitude of rms voltage across \( C \) is given by

\[
V_C^2(f) = \frac{V_R^2(f)}{1 + \omega^2 R^2 C^2}
\]

The total rms voltage across the capacitor is then

\[
V_{\text{rms}}^2 = \int_0^\infty V_C^2(f) \, df = \int_0^\infty \frac{V_R^2(f)}{1 + \omega^2 R^2 C^2} \, df
\]

This integral is only converging when \( V_R(f) \) is independent of \( f \) therefore if we assume that, then

\[
V_{\text{rms}}^2 = V_R^2 \int_0^\infty \frac{1}{1 + \omega^2 R^2 C^2} \, df = \frac{V_R^2}{2\pi RC} \left[ \tan^{-1}(\infty) - \tan^{-1}(0) \right]
\]

\[
= \frac{V_R^2}{2\pi RC} \frac{\pi}{2} = \frac{V_R^2}{4 RC}
\]

Now consider the total energy associated with a voltage \( V \) across a capacitor which is \( C^2 V^2/2 \). Fluctuations in this energy is calculated from the equipartition of energy given by

\[
\frac{1}{2} C V_{\text{rms}}^2 = \frac{1}{2} kT
\]

therefore

\[
V_R^2 = 4 kT R
\]

---

Fig. D.1 RC network and equivalent circuit for a thermal resistive-noise analysis.
Appendix E. Evaluation of ENC for a CR-(RC)^n Filter

E.1 Gain of CR-(RC)^n Filter

For CR differential circuit, \( V_{in}(t) \) and \( V_{out}(t) \) has a relation
\[
\frac{dV_{out}(t)}{dt} + \frac{1}{RC} V_{out}(t) = \frac{dV_{in}(t)}{dt}
\]
Laplace transform is
\[
s\tilde{V}_{out}(s) + a \tilde{V}_{out}(s) = s \tilde{V}_{in}(s)
\]
where \( a = 1/RC \).

Therefore the transfer function is
\[
G_{CR}(s) = \frac{\tilde{V}_{out}(s)}{\tilde{V}_{in}(s)} = \frac{s}{s + a}
\]

For RC integral circuit, \( V_{in}(t) \) and \( V_{out}(t) \) has a relation
\[
\frac{dV_{out}(t)}{dt} + \frac{1}{RC} V_{out}(t) = \frac{1}{RC} V_{in}(t)
\]
Laplace transform is
\[
s\tilde{V}_{out}(s) + a \tilde{V}_{out}(s) = a \tilde{V}_{in}(s)
\]
Therefore the transfer function is
\[
G_{CR}(s) = \frac{\tilde{V}_{out}(s)}{\tilde{V}_{in}(s)} = \frac{a}{s + a}
\]

The net transfer function of CR-(RC)^n filter (one CR and n RC circuit) is
\[
G_n(s) = \frac{\tilde{V}_{out}(s)}{\tilde{V}_{in}(s)} = \frac{s a^n}{(s + a)^{n+1}}
\]
Output to a step input is
\[
\tilde{V}_{out}(s) = G_n(s) \times \tilde{V}_{in}(s) = G_n(s) \times \frac{1}{s} = \frac{a^n}{(s + a)^{n+1}}
\]
Therefore output in time domain is
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\[ V_{\text{out}}(t) = L^{-1}(\tilde{V}_{\text{out}}(s)) = \frac{(a \tau)^n e^{-at}}{n!} \]

The peak of the output pulse is obtained by
\[ \frac{dV_{\text{out}}(t)}{dt} = 0 \quad \text{at} \quad t = \tau \]

then \( \tau = n/a = nRC \) and is called the peaking time or the shaping time.

The peak of the output pulse to a unit step input is a gain by definition and is given by
\[ A_n = V_{\text{out}}(\tau) = \frac{(a \tau)^n e^{-at}}{n!} = \frac{(n)^n e^{-n}}{n!} \]

E.2 Transfer Function in Frequency Domain

The transfer function of CR differential circuit in the frequency domain is
\[ G_{CR}(\omega) = \frac{|Z_R|^2}{Z_{\text{tot}}} = \left| \frac{R}{R + \frac{1}{j\omega C}} \right|^2 = \frac{\omega^2}{a^2 + \omega^2} \]

where \( Z \) is the impedance, \( \omega = 2\pi f \), and \( a = 1/RC \).

The transfer function of RC integral circuit is
\[ G_{RC}(\omega) = \left| \frac{Z_C}{Z_{\text{tot}}} \right|^2 = \left| \frac{\frac{1}{j\omega C}}{R + \frac{1}{j\omega C}} \right|^2 = \frac{\omega^2}{a^2 + \omega^2} \]

Therefore the net transfer function of CR-(RC)^n filter is
\[ G_n(\omega) = \frac{\omega^2}{(a^2 + \omega^2)^{n+1}} \]

E.3 Input Equivalent Noise Charge

If the noise input power has a form
\[ \frac{<v_{\text{in}}^2>}{\Delta f} = \frac{K_m}{\omega^m} \]

where \( K_m \) is a constant and \( m \) is an integer then the noise voltage output is
\[ <v_{\text{out}}^2> = \int_0^\infty <v_{\text{in}}^2> G_n^2(\omega) \, d\omega = \int_0^\infty \frac{K_m}{\omega^m} \times \frac{\omega^{2n} \omega^2}{(a^2 + \omega^2)^{n+1}} \, \frac{d\omega}{2\pi} \]
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The input equivalent noise charge $N$ with a total input capacitance $C_{\text{tot}}$ of a preamplifier is

$$N^2 = \frac{C_{\text{tot}}^2 \langle v_{\text{SW}}^2 \rangle}{q^2 A_n^2}$$

where $q$ is an electronic charge and $A_n$ is the gain obtained in the above.

Then

$$N^2 = \frac{K_m C_{\text{tot}}^2}{2\pi q^2} \sum_{n=0}^{\infty} \frac{a^{2n} e^{2n} (n!)^2}{n^2} \int_0^{\infty} \frac{\omega^{2m}}{(a^2 + \omega^2)^{n+1}} \, d\omega$$

For $m = 0$ (thermal noise of TFT and series resistance)

$$\int_0^{\infty} \frac{\omega^2}{(a^2 + \omega^2)^{n+1}} \, d\omega = \frac{\pi (2n)!}{(2n-1) 2^{2n+1} (n!)^2 a^{2n-1}}$$

For $m = 1$ (1/f noise of TFT)

$$\int_0^{\infty} \frac{\omega}{(a^2 + \omega^2)^{n+1}} \, d\omega = \frac{1}{2 \cdot n \cdot a^{2n}}$$

For $m = 2$ (shot noise of detector)

$$\int_0^{\infty} \frac{1}{(a^2 + \omega^2)^{n+1}} \, d\omega = \frac{\pi (2n)!}{2 \cdot 2^{2n} (n!)^2 a^{2n+1}}$$

For $m = 3$ (1/f noise of detector)

$$\int_0^{\infty} \frac{1}{\omega (a^2 + \omega^2)^{n+1}} \, d\omega = \frac{1}{2 \cdot a^{2n+2}} \times \left[ \sum_{i=1}^{n} \frac{a^{2i}}{i (a^2 + \omega^2)^2} - \ln \left( \frac{a^2 + \omega^2}{\omega^2} \right) \right]$$

The last term in the bracket goes to $\infty$ when $\omega$ approaches zero. To avoid the divergence, we will use $\omega_{\text{min}}$ instead of zero. Then approximately

$$\int_0^{\infty} \frac{1}{\omega (a^2 + \omega^2)^{n+1}} \, d\omega = \frac{1}{2 \cdot a^{2n+2}} \times \left[ 2 \ln \left( \frac{a}{\omega_{\text{min}}} \right) - \sum_{i=1}^{n} \frac{1}{i} \right] \approx \frac{1}{a^{2n+2}} \times \ln \left( \frac{a}{\omega_{\text{min}}} \right)$$

where $\omega$ is found from the relation

$$\omega_{\text{min}} = 2\pi f_{\text{min}} = \omega_0 \exp[(E_f - E_C)/kT]$$
\[ = 10^{12} \exp(-0.9/0.025) = 2.32 \times 10^{-4} \]

For a reasonable range of \( a = n/\tau \) corresponding to a typical shaping time \( \tau \), the summation in the bracket is negligible compared to logarithmic term.

Therefore the input equivalent noise is

\[
N_0^2 = \frac{K_0 C_{tot}^2}{2\pi q^2} \times \left( \frac{\pi n (2n)! e^{2n}}{2 (2n - 1) 2^{2n} n^{2n}} \right) \times \frac{1}{\tau}
\]

\[
N_1^2 = \frac{K_1 C_{tot}^2}{2\pi q^2} \times \left( \frac{(n!)^2 e^{2n}}{2n n^{2n}} \right)
\]

\[
N_2^2 = \frac{K_2 C_{tot}^2}{2\pi q^2} \times \left( \frac{\pi (2n)! e^{2n}}{2 n 2^{2n} n^{2n}} \right) \times \tau
\]

\[
N_3^2 = \frac{K_3 C_{tot}^2}{2\pi q^2} \times \left( \frac{(n!)^2 e^{2n}}{n^2 n^{2n}} \right) \times \ln\left(\frac{n}{\tau \omega_{min}}\right) \times \tau^2
\]

Generally we can write

\[
N_{m,n}^2 = \frac{K_m C_{tot}^2}{2\pi q^2} \times F_{m,n} \times \tau^{m-1}
\]

and the values of \( F_{m,n} \) for CR-RC and CR-(RC)\(^4\) are listed in the table below.

<table>
<thead>
<tr>
<th>( m )</th>
<th>( n = 1 )</th>
<th>( n = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = 0 ) (thermal noise)</td>
<td>( 2\pi \times 0.9236 )</td>
<td>( 2\pi \times 1.023 )</td>
</tr>
<tr>
<td>( m = 1 ) (TFT 1/f noise)</td>
<td>3.695</td>
<td>3.275</td>
</tr>
<tr>
<td>( m = 2 ) (shot noise)</td>
<td>( 2\pi \times 0.9236 )</td>
<td>( 2\pi \times 0.4478 )</td>
</tr>
<tr>
<td>( m = 3 ) (detector 1/f noise)</td>
<td>( 7.389 \times \ln(1/\tau \omega_m) )</td>
<td>( 1.637 \times \ln(4/\tau \omega_m) )</td>
</tr>
</tbody>
</table>
Appendix F. Time Domain Analysis of a Gated-Integrator Filter

The time domain analysis of step noise and delta noise for a gated-integrator filter will be given here. If unit-amplitude noise steps occur randomly but with an average rate \( n_S/sec \) then the average number \( N \) of noise steps in \( dt \) is \( N = n_S dt \). The mean square fluctuation in \( N \) is also equal to \( n_S dt \) because of Poisson statistics. Noise step occurring at a time \( t \) (measured backward) before a measuring time has an effect on the base level of the signal at the measuring time, defined as \( R(t) \). Then the mean square effect on the signal due to \( N \) noise steps in \( dt \) is equal to:

\[
T \hat{t} R(t)^2 dt
\]

Then all noise steps having occurred before the measuring time are integrated together to find the mean square fluctuations in the noise at the measuring time \( T_m \).

Step Noise Index = \( \left( \frac{1}{A} \right)^2 \int_0^\infty R(t)^2 dt \)

where \( A \) is the output amplitude due to an input step with an unity magnitude.

Similarly a noise index can be defined for delta noise. Delta noise can be considered as a step noise of with a magnitude proportional to \( 1/\Delta t \) followed \( \Delta t \) later by a negative step function with the same magnitude. Therefore its noise effect will be

\[
\frac{1}{\Delta t} R(t) - \frac{1}{\Delta t} R(t - \Delta t)
\]

For \( \Delta t \) approaches 0, this function is a differential of \( R(t) \). Delta noise residual function is \( R'(t) \).

Delta Noise Index = \( \left( \frac{1}{A} \right)^2 \int_0^\infty R'(t)^2 dt \)

If a square current input pulse with the height \( V \) and a duration time \( T \) is fed into a gated integrator filter with an integration time \( T_1 \) then the output voltage pulse would be a trapezoidal shape with a rising time \( T_r = T \) and a flat-top duration \( T_f = T_1 - T \) as shown in the figure below. The time at which we measure the signal is called a measuring time \( T_m \).
The step-noise residual function $R(t)$ is obtained by a convolution of the rectangular pulse of width $T$ with another rectangular function of width $T_1$. Once $R(t)$ is obtained then $R'(t)$ also can be found by a differentiation. The output signal shape, $R(t)$, $R'(t)$, $R(t)^2$ and $R'(t)^2$. are shown in the figure below. Now using the noise index equations for step noise and delta noise and assuming $A = 1$, both noise indices are

$$<N_s^2> = T - T_1/3$$

and

$$<N_d^2> = 2/T$$
