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Abstract

This paper is about rapid evaluation of sums of the form \( \sum \alpha_{\ell} e^{-i2\pi \ell \cdot u} \) at arbitrary \( u \). This includes Fourier series as a special case, for example, of the form \( \sum \alpha_{\ell,m,n} e^{-i2\pi (\ell u_1 + mu_2 + nu_3)} \). This paper presents a framework with detailed analysis from which a variety of rapid evaluation methods can be obtained that offer tradeoffs between accuracy, speed, and memory requirements. Such options will be valuable not only to different applications where accuracy requirements may vary; but also to one single application where accuracy requirement may vary in the application’s different parts or stages. Numerical experiments are performed to illustrate the framework’s key ideas and capabilities.
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1 Introduction

The main problem this paper addresses is the rapid evaluation of the sum in the form

\[
F(u) = \sum_{\ell \in \text{Index}} \alpha_{\ell} e^{-i2\pi \ell \cdot u}
\]

for an arbitrary number of points \( u \in \mathcal{R}^k \). Here, Index is a finite subset of \( \mathcal{N}^k \), \( \mathcal{N} = \{0, \pm1, \pm2, \ldots\} \); \( \alpha_{\ell} \in \mathcal{C} \) are given constants; and \( \ell \cdot u \) is the usual inner product. Clearly, this includes as a special case Fourier series of, for example, the form

\[
F(u_1, u_2, u_3) = \sum_{-N \leq \ell, j, k \leq N} \alpha_{\ell,j,k} e^{-i2\pi (\ell u_1 + ju_2 + ku_3)}.
\]

Since Fourier series is crucial in many scientific computing, rapid evaluation methods will be highly useful. Although the FFT algorithm is often used for similar problems, it
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is not capable of delivering results at arbitrary $u$. In applications such as quantum Monte Carlo simulations where wave functions are represented as products of finite Fourier series in three space, large number of evaluations are needed at arbitrary locations.

One way of tackling the main problem is through a system of recurrence which can be solved, for example, by special linear system [10]. The cost is however $O(N^2 M)$ for evaluating a 1-D $N$-term Fourier series at $M$ points.

Fast algorithms now exist that evaluate a 1-D $N$-term Fourier series at $M$ places at a cost of $O(N \log N + M)$. The order $N \log N$ work is an initialization cost that has to be paid once and for all. After that, each Fourier series evaluation costs $O(1)$, that is, a constant independent of $N$. More precisely, Fast Multipole Method (FMM) based methods such as the one based on a series expansion of the function $f(z) = 1/(z - z_j)$ [1, 2] or that based on Chebyshev polynomial expansion of the function $f(x) = 1/x$ [6, 7] solve the problem at hand (in the one dimensional case) at a cost of the form

$$O \left( (N \log N + M) \cdot \log^2(1/\epsilon) \right)$$

where $\epsilon$ is the desired accuracy.

Another method [5] based on approximation of function of the form $e^{icx}$, $c, x$ real, by functions of the form $\sum \rho_k e^{ikz}$ can solve the problem in

$$O \left( N \log N + M \log(1/\epsilon) \right).$$

It is reported in [5] that this method is superior to [6] for the problem of Fourier series evaluation.

In this paper, we propose a framework that can produce a large number of interpolation schemes, each of which can evaluate a $N$-term Fourier series at $M$ different points at a cost of

$$O \left( N \log N + M \log(1/\epsilon) \right).$$

The framework is based on convolution and the interplay between continuous and discrete Fourier transforms. Though it looks quite different from the methods discussed previously, it turns out that the method in [5] can be considered a special case of this framework. Our framework offers a large choice of methods with different characteristics such as accuracy capabilities and memory requirements. It admits a natural error analysis that also offer additional insight on the method in [5].

The rest of the paper is organized as follows. Section 2 introduces the framework and its analysis in the one dimensional case. Section 3 discusses in more detail an especially useful case of the framework. Section 4 discusses the extension of the framework to higher dimensions. Section 5 compares our framework with the method in [5]. Section 6 presents some numerical and timing results. Finally, Section 7 gives some concluding remarks and possible future work.
2 Framework

A finite Fourier series

\[ F(u) = \sum_{\ell \in \text{Index}} A_\ell e^{i2\pi \ell u} \quad |\text{Index}| < \infty \]

can be thought of as the inverse Fourier transform of a sequence of delta functions placed on a regular grid. Precisely,

\[ F(u) = \int \left( \sum_{\ell \in \text{Index}} A_\ell \delta(x - \ell) \right) e^{i2\pi u x} \, dx. \]

Our framework tries to recognize Fourier and inverse Fourier transform of such delta functions as infinite sums that converges rapidly. We first define the basic components for this framework. We then show how we represent (or approximate) the sequence of delta functions as an infinite, but periodic, sequence of delta functions modulated by a window function. The Fourier and inverse Fourier transforms of the latter can then be recognized as convolutions, which give the infinite sum representations. By choosing suitable modulating window functions, the infinite sums can have reasonably fast convergence.

For the sake of simplicity, we focus on one-dimensional forward Fourier transform, that is, sums of the form

\[ F(u) = \sum_{\ell \in \text{Index}} A_\ell e^{-i2\pi \ell u} \quad |\text{Index}| < \infty. \]

Generalization to higher dimension and to inverse Fourier transforms are straightforward and will be discussed towards the end of the paper.

2.1 Basic Ingredients

There are three basic ingredients of the framework: finite impulse train (fit), periodic impulse train (pit), and window function (win).

A finite impulse train is a finite sequence of delta functions placed on a regular grid. Formally:

**Definition 1** A finite impulse train, fit, is a generalized function of the form

\[ f(x) = \sum_{\ell=0}^{N-1} \alpha_\ell \delta(x - (x_0 + \ell \Delta X)) \]

where \( x \in \mathcal{R} \) is the independent variable, and \( \alpha_\ell \in \mathcal{C}, x_0, \Delta X \in \mathcal{R} \) are given constants.

A periodic impulse train is an infinite sequence of delta functions placed on a regular grid and whose magnitudes form a periodic sequence. We further require that the grid contains the origin so that Fourier transform of periodic impulse trains are periodic impulse trains. Formally,
Definition 2 A periodic impulse train, pit, is a generalized function of the form

\[ g(x) = \sum_{\ell=-\infty}^{\infty} \alpha_\ell \delta(x - \ell \Delta X) \]

where there is an integer \( N \) such that \( \alpha_\ell = \alpha_{\ell+N} \) for all \( \ell \).

Finally, we denote any nonnegative real-valued function, \( \text{win}(x) \), a window function as long as its Fourier transform

\[ \int_{-\infty}^{\infty} \text{win}(x) e^{-i2\pi xu} dx \]

exists in the classical sense.

The main subject of this paper is to use these ingredients to devise fast algorithms to evaluate the Fourier transform of a fit at arbitrary location, that is, calculate

\[ F(u) = \int \left[ \sum_{\ell=0}^{N-1} \alpha_\ell \delta(x - (x_0 + \ell \Delta X)) \right] e^{-i2\pi xu} dx \]

at arbitrary \( u \). This clearly includes the case of evaluating a finite Fourier series.

2.2 Discrete and Continuous Fourier Transform

Many scientific computation that requires Fourier transform are performed by the FFT algorithm which computes the discrete Fourier transform. We review several relationships between continuous and discrete Fourier transform that are crucial to us.

Let

\[ f(x) = \sum_{\ell=0}^{N-1} \alpha_\ell \delta(x - \ell/N), \]

be a finite impulse train, fit, and

\[ g(x) = \sum_{\ell=-\infty}^{\infty} \alpha_\ell \delta(x - \ell/N), \quad \alpha_{\ell+N} = \alpha_\ell \]

be a periodic impulse train with \( f \) as one period. Finally, let the sequence

\[ \{A_0, A_1, \ldots, A_{N-1}\} = \text{DFT}\{\alpha_0, \alpha_1, \ldots, \alpha_{N-1}\} \]

be the result of applying the discrete Fourier transform to the sequence \( \{\alpha_0, \alpha_1, \ldots, \alpha_{N-1}\} \), that is,

\[ A_k = \sum_{\ell=0}^{N-1} \alpha_\ell e^{-i2\pi k \ell/N}, \quad k = 0, 1, \ldots, N-1. \]

Then we have the following well-known relationships.
Relationship 1:

\[ F(u) = \int_{-\infty}^{\infty} f(x)e^{-i2\pi xu}dx = \mathcal{F}(f)(u) \]

is a periodic function of period \( N \), \( F(u) = F(u + N) \) and that

\[ F(m) = A_m \quad \text{for } m = 0, 1, \ldots, N - 1. \]

In other words, \( \text{DFT}\{\alpha_\ell\} \) gives the exact value of the continuous Fourier transform of \( f \) at the \( N \) locations \( u = 0, 1, \ldots, N - 1 \).

Relationship 2:

\[ G(u) = \int_{-\infty}^{\infty} g(x)e^{-i2\pi xu}dx = \mathcal{F}(g)(u) \]

is a periodic impulse train

\[ G(u) = \sum_{-\infty}^{\infty} A_m \delta(u - m), \quad A_m = A_{m+N}. \]

Thus \( \text{DFT}\{\alpha_\ell\} \) can be viewed as obtaining 1 period of \( g \)’s continuous Fourier transform [3].

2.3 Sinc Interpolation Reviewed

Consider a fit of length \( N \) on the grid \( 0, 1/N, \ldots, N-1/N \). Since \( \text{DFT}\{\alpha_0, \alpha_1, \ldots, \alpha_{N-1}\} \) gives \( \{A_0, A_1, \ldots, A_{N-1}\} \) where

\[ \mathcal{F}(f)(kN + m) = A_m, \quad m = 0, 1, \ldots, N - 1; \quad k = 0, \pm 1, \pm 2, \ldots, \]

it is natural to use interpolation based on \( \{A_0, A_1, \ldots, A_{N-1}\} \) to obtain \( \mathcal{F}(f)(u) \) at arbitrary \( u \). One such kind of interpolation is well-known and we can derive this scheme using our basic ingredients.

Consider the “square window” function

\[ \phi_0(x) = \begin{cases} 
1, & \text{if } |x| < 1/2; \\
1/2, & \text{if } |x| = 1/2; \\
0, & \text{otherwise.} 
\end{cases} \]

It can be easily show that [3]

\[ \mathcal{F}(\phi_0)(u) = \text{sinc}(u) \left( = \frac{\sin(\pi u)}{\pi u} \right). \]

Consider also the pit obtained by replicating \( f \):

\[ g(x) = \sum_{\ell=-\infty}^{\infty} \alpha_\ell \delta(x - \ell/N), \quad \alpha_{\ell+N} = \alpha_\ell. \]
Hence
\[
f(x) = g(x) \cdot \phi_0(x - \tau), \quad \tau = \left(\frac{1}{2} - \frac{1}{N}\right)
\]
\[
= g(x) \cdot \text{win}(x)
\]

Consequently, the Fourier transform of \( f \) is given by the convolution of the Fourier transform of \( g \) and \( \text{win} \):
\[
F(u) = G(u) \ast \text{WIN}(u)
\]
\[
= \left( \sum_{m=0}^{\infty} A_m \delta(u - m) \right) \ast \left( e^{-\frac{\xi}{2} \pi \nu \sin(u)} \right),
\]
where \( A_{m+N} = A_m \), and thus are known. Working out the convolution gives
\[
F(u) = \sum_{m=-\infty}^{\infty} A_m e^{-\frac{\xi}{2} \pi \nu (u - m)} \sin(u - m).
\]

In particular, for any fixed \( u_0 \), let \( m_0 \) be an integer closest to \( u_0 \), that is \( u_0 = m_0 + \xi_0 \), \( |\xi_0| \leq 1/2 \).
\[
F(u_0) = \sum_{k=-\infty}^{\infty} A_{m_0 + k} e^{-\frac{\xi_0}{2} \pi \nu (\xi_0 - k)} \sin(\xi_0 - k),
\]
\[
\approx e^{-\frac{\xi_0}{2} \pi \nu} \sum_{k=-K}^{K} A_{m_0 + k} e^{\frac{\xi_0}{2} \pi k} \sin(\xi_0 - k).
\]

The last formula is an interpolation method using "sinc" weighted average of \( F \) values close to \( u_0 \). Convergence to \( F(u_0) \) is ensured if limit is taken with respect to \( K \), that is, symmetrically ([9], Appendix I). Figure 1 illustrates this derivation.

To get an idea of the effectiveness of this scheme, we perform the following experiment. We generated 100 random values for \( \{\alpha_\ell\}_{\ell=0}^{99} \) and 1000 random values
\[
\{u_j\}_{j=0}^{1000}, \quad u_j \in [0, 5].
\]
We define a fit,
\[
f(x) = \sum_{\ell=0}^{99} \alpha_\ell \delta(x - \ell/100),
\]
thus
\[
F(u) = F(f)(u) = \sum_{\ell=0}^{99} \alpha_\ell e^{-\frac{\nu}{2} \pi u \ell/100}.
\]
For each \( u_j \), we computed \( F(u_j) \) exactly (up to rounding error due to finite precision arithmetic) by the formula above and also by the sinc interpolation scheme
\[
F_{\text{app}}(u_j) = \sum_{m=-K}^{K} A_{m_0 + m} \sin((u_j - m_0) - m)
\]
Figure 1: Derivation of Sinc Interpolation

Interpolation Error $||F_{app} - F||/||F||$
Sinc Interpolation Scheme

<table>
<thead>
<tr>
<th>K=4</th>
<th>K=8</th>
<th>K=12</th>
<th>K=16</th>
<th>K=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.14e-01$</td>
<td>$4.97e-02$</td>
<td>$4.05e-02$</td>
<td>$3.95e-02$</td>
<td>$3.75e-02$</td>
</tr>
</tbody>
</table>

Table 1: Illustration of Ineffective Sinc Interpolation
where \( m_0 \) is an integer closest to \( u_j \). For a fixed value of \( K \), we calculated the error 
\[ \frac{\| F_{\text{app}} - F \|}{\| F \|} \] 
where \( F_{\text{app}} \) and \( F \) are vectors of length 1000. Table 1 tabulates the result.

Note that increasing \( K \) only increases the accuracy of the scheme slowly. The accuracy is clearly inadequate for many scientific applications at a reasonable number of terms \( K \).

2.4 A Framework for Faster Interpolation

Two observations can be made from the previous section. First, the previous interpolation formula is obtained from the representation

\[ \text{fit} = \text{pit} \cdot \text{win}. \]

From this representation, we have

\[ \mathcal{F}(\text{fit}) = \mathcal{F}(\text{pit}) \ast \mathcal{F}(\text{win}), \]
\[ = \text{PIT} \ast \text{WIN}, \]
\[ = \text{infinite sum}, \]
\[ \approx \text{interpolation formula}. \]

Second, the obvious cause for the lack of accuracy in the previous interpolation scheme is the slow decaying nature of the sinc function. Since the window function in the time domain, \( \text{win} \), was discontinuous, its Fourier transform, \( \text{WIN} \), must decay slowly ([8]).

Combining the two observations, we see immediately that it is desirable to have a representation

\[ \text{fit} = \text{pit} \cdot \text{win} \]

when \( \text{win} \) is smooth so that \( \text{WIN} \) decays rapidly. Clearly, whatever \( \text{win} \) is used, we must define \( \text{pit} \) so that the equality is preserved and that \( \text{WIN} = \mathcal{F}(\text{win}) \) is known explicitly so that the interpolation formula is in closed form.

Going further, it is in principle unnecessary to have strict equality between \( \text{fit} \) and \( \text{pit} \cdot \text{win} \) as long as the difference between the two is tolerably small. Suppose a particular \( \text{pit} \cdot \text{win} \) introduces other values on top of the fit:

\[ \text{pit} \cdot \text{win} = \text{fit} + \text{ghost}, \]

then

\[ \mathcal{F}(\text{fit}) = \text{PIT} \ast \text{WIN} - \mathcal{F}(\text{ghost}), \]
\[ = \text{infinite sum} - \mathcal{F}(\text{ghost}), \]
\[ \approx \text{interpolation formula} - \mathcal{F}(\text{ghost}), \]
\[ \approx \text{interpolation formula}. \]

In general, a ghost error must be present when the window function, \( \text{win} \), does not have finite support.

In summary, we would be approximating by truncation — interpolation formula instead of infinite sum, the Fourier transform of a slightly wrong function — \( \text{fit} + \text{ghost} \) instead of \( \text{fit} \). With this framework, we can propose at least three different classes of interpolation methods.
1. Cosine window:

\[
\text{win} = \cos^d(\pi x) \cdot \phi_0(x), \quad d = 0, 1, 2, \ldots;
\]
\[
\text{ghost} = 0;
\]
\[
\text{WIN} = \left(\frac{1}{2}(\delta(x + 1/2) + \delta(x - 1/2))\right)^d * \text{sinc}(x).
\]

2. Spline window:

\[
\text{win} = (\phi_0(x))^d \quad d = 1, 2, \ldots;
\]
\[
\text{ghost} = 0;
\]
\[
\text{WIN} = \text{sinc}^d(x).
\]

3. Gaussian window:

\[
\text{win} = \sqrt{\frac{2}{\pi}} e^{-\lambda x^2}
\]
\[
\text{ghost} = \text{nonzero}
\]
\[
\text{WIN} = e^{-\pi^2 x^2 / \lambda}.
\]

Obviously the window function \(\phi_0(x)\) is a special case for both the cosine and the spline window.

2.5 Numerical Considerations

A simple application of the cosine window to

\[
f(x) = \sum_{\ell=0}^{N-1} \alpha_\ell \delta(x - \ell/N)
\]

would be as follows. Define

\[
\text{win}(x) = \cos^d(\pi(x - \tau))\phi_0(x - \tau) \quad \text{where } \tau = \frac{1}{2} - \frac{1}{N}.
\]

Note that \(\text{win}(x) > 0\) on \((-\frac{1}{2N}, 1 - \frac{1}{2N})\). Define

\[
g_0(x) = f(x)/\text{win}(x) \quad \text{for } x \in (-\frac{1}{2N}, 1 - \frac{1}{2N}),
\]

\[
= \sum_{\ell=0}^{N-1} \beta_\ell \delta(x - \ell/N),
\]

and consider a pit, \(g\), by replication of \(g_0(x)\):

\[
g(x) = \sum_{\ell=-\infty}^{\infty} g_0(x + \ell),
\]

\[
= \sum_{\ell=-\infty}^{\infty} \beta_\ell \delta(x - \ell/N), \quad \beta_{N+\ell} = \beta_\ell.
\]
Interpolation Error $||F_{app} - F||/||F||$

Traditional Cosine Window

$$w(x) = \cos^d(\pi x), \quad d = 0, 1, \ldots, 5$$

<table>
<thead>
<tr>
<th>$K$</th>
<th>$d = 0$</th>
<th>$d = 1$</th>
<th>$d = 2$</th>
<th>$d = 3$</th>
<th>$d = 4$</th>
<th>$d = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.88e-01</td>
<td>1.42e-01</td>
<td>5.76e-01</td>
<td>1.33e+01</td>
<td>3.73e+02</td>
<td>3.48e+04</td>
</tr>
<tr>
<td>4</td>
<td>1.14e-01</td>
<td>5.49e-02</td>
<td>1.81e-01</td>
<td>1.80e+00</td>
<td>1.19e+01</td>
<td>3.71e+02</td>
</tr>
<tr>
<td>6</td>
<td>7.03e-02</td>
<td>3.61e-02</td>
<td>8.95e-02</td>
<td>5.15e-01</td>
<td>2.75e+00</td>
<td>4.64e+01</td>
</tr>
<tr>
<td>8</td>
<td>4.97e-02</td>
<td>2.79e-02</td>
<td>5.29e-02</td>
<td>1.96e-01</td>
<td>1.07e+00</td>
<td>1.03e+01</td>
</tr>
<tr>
<td>10</td>
<td>4.39e-02</td>
<td>2.14e-02</td>
<td>3.54e-02</td>
<td>8.54e-02</td>
<td>5.20e-01</td>
<td>3.03e+00</td>
</tr>
<tr>
<td>12</td>
<td>4.05e-02</td>
<td>1.59e-02</td>
<td>2.59e-02</td>
<td>3.91e-02</td>
<td>2.84e-01</td>
<td>1.03e+00</td>
</tr>
<tr>
<td>14</td>
<td>4.00e-02</td>
<td>1.10e-02</td>
<td>1.99e-02</td>
<td>1.73e-02</td>
<td>1.67e-01</td>
<td>3.76e-01</td>
</tr>
<tr>
<td>16</td>
<td>3.95e-02</td>
<td>7.05e-03</td>
<td>1.56e-02</td>
<td>6.58e-03</td>
<td>1.03e-01</td>
<td>1.35e-01</td>
</tr>
<tr>
<td>18</td>
<td>3.93e-02</td>
<td>4.40e-03</td>
<td>1.23e-02</td>
<td>1.66e-03</td>
<td>6.64e-02</td>
<td>4.15e-02</td>
</tr>
<tr>
<td>20</td>
<td>3.75e-02</td>
<td>4.02e-03</td>
<td>9.51e-03</td>
<td>2.50e-03</td>
<td>4.35e-02</td>
<td>7.08e-03</td>
</tr>
</tbody>
</table>

Table 2: Illustration of Cosine Window and Numerical Problem

Finally, compute $\{B_0, B_1, \ldots, B_{N-1}\} = \text{DFT}\{\beta_0, \beta_1, \ldots, \beta_{N-1}\}$ (via FFT). And we have

$$F(u) = \int f(x)e^{-i2\pi xu}dx, \quad F = \mathcal{F}(g(x) \cdot \text{win}(x)), \quad \sum_{m=-\infty}^{\infty} B_m \text{WIN}(u - m),$$

where

$$\text{WIN}(u) = e^{-i2\pi ru} \left\{ \left( \frac{1}{2} \delta(u + \frac{1}{2}) + \frac{1}{2} \delta(u - \frac{1}{2}) \right) * d \right\} * \text{sinc}(u).$$

For $d = 2$, for example, we have

$$\text{WIN}(u) = e^{-i2\pi ru} \frac{\sin \pi u}{\pi} \frac{1}{2u(1-u^2)}.$$

Let us repeat the experiment in the previous section, using exactly the same set of randomly generated data. Since $\text{WIN}(u)$ decays faster than $\text{sinc}(u)$ we would expect the numbers of terms needed to achieve a comparable accuracy be fewer as $d$ increases. We tabulate the accuracy achieved for various $K$ and degree $d$ in Table 2. Note that the column for $d = 0$ corresponds to the straightforward sinc interpolation.

The results seem to be inconsistent with the expectation. One observes that for a fixed $K$, accuracy actually decreases with increasing $d$. In the rest of Section 2, we discuss the stability and accuracy issues related to the proposed framework. The result is a correct application of the framework that yields fast and accurate interpolation schemes.

2.6 Stability Analysis

An obvious culprit for the bad results obtained in Table 2 is the division:

$$g_0(x) = f(x)/\text{win}(x) \quad \text{for} \quad x \in (-\frac{1}{2N}, 1 - \frac{1}{2N}).$$
Figure 2: Curbing Magnification by Zero Padding

Clearly, since \( \text{win}(x) \) is smooth and vanishes outside \((-\frac{1}{2N}, \frac{1}{2N})\), it must be small near 0 and \((N - 1)/N\) — the end points of \(f\). Consequently, the norm of \(g_0(x)\) is much bigger than that of \(f\). This means that

\[
\|\{B_0, B_1, \ldots, B_{N-1}\}\|_2 = \|\{\beta_0, \beta_1, \ldots, \beta_{N-1}\}\|_2 \gg \|\{\alpha_0, \alpha_1, \ldots, \alpha_{N-1}\}\|_2.
\]

Since \(F(x)\) is subsequently evaluated by an interpolation formula using \(\{B_0, B_1, \ldots, B_{N-1}\}\), large cancellation has to occur. In fact, it is easy to see that

\[
\max_{\{\alpha_0, \alpha_1, \ldots, \alpha_{N-1}\}} \frac{\|\{\beta_0, \beta_1, \ldots, \beta_{N-1}\}\|_2}{\|\{\alpha_0, \alpha_1, \ldots, \alpha_{N-1}\}\|_2} \to \infty \quad \text{as} \quad N \to \infty.
\]

Once the problem is identified, a solution is straightforward. Define the fundamental period \(g_0\) of \(g\) so that its nonzero are kept away from the extreme ends of the window function \(\text{win}\). This means that we have to lengthen the length of \(f\) from \(N\) to \(N + P\). Figure 2.6 illustrates the idea.

Algebraically, we define

\[
f_{\text{pad}}(x) = \sum_{\ell=0}^{N+P-1} \alpha'_\ell \delta(x - \ell/(N + P))
\]

such that \(\alpha'_\ell = 0\) for \(\ell = N, N + 1, \ldots, N + P - 1\) and

\[
f(x) = f_{\text{pad}} \left( \frac{N}{N + P} x \right).
\]

Note that because \(\delta(\sigma x) = \frac{1}{|\sigma|} \delta(x)\),

\[
\alpha'_\ell = \frac{N}{N + P} \alpha_\ell \quad \text{for} \quad \ell = 0, 1, \ldots, N - 1.
\]
Now,
\[ \mathcal{F}(f)(u) = \frac{N + P}{N} \mathcal{F}(f_{\text{pad}}) \left( \frac{N + P}{N} u \right) \]
and thus it suffices to consider calculating \( \mathcal{F}(f_{\text{pad}})(u) \) at arbitrary \( u \). We can apply the framework by positioning and scaling the window function to have a center and support that correspond to \( f_{\text{pad}} \):

\[ \text{win}_{\text{scale}} = \text{win} \left( \frac{x - \tau}{\sigma} \right) \]
where
\[ \tau = \frac{N - 1}{2(N + P)}, \quad \text{and} \quad \sigma = \frac{N + 2P}{N + P}, \]
and win is simply the cosine window defined previously. We define

\[ g_0(x) = \frac{f_{\text{pad}}(x)}{\text{win}_{\text{scale}}(x)} = \sum_{\ell=0}^{N+P-1} \beta'_\ell \delta(x - \ell/(N + P)), \]

and

\[ g(x) = \sum_{\ell=-\infty}^{\infty} g_0(x + \ell), \]
\[ = \sum_{\ell=-\infty}^{\infty} \beta'_\ell \delta(x - \ell/(N + P)). \]

The magnification
\[ \frac{\|\{\beta'_0, \beta'_1, \ldots, \beta'_{N-1}\}\|_2}{\|\{\alpha'_0, \alpha'_1, \ldots, \alpha'_{N-1}\}\|_2} \leq \frac{\text{win}_{\text{scale}}^{-1} \left( \frac{N - 1}{2(N + P)} \right)}{\frac{N}{N + P}} \]
is controlled. Finally
\[ \mathcal{F}(f_{\text{pad}})(u) = \sum_{m=-\infty}^{\infty} B'_m \text{WIN}(u - m) \]
as before.

The addition cost of padding \( P \) zeros involve (1) extra storage requirement of \( N + P \) instead of \( N \) elements for \( \{B_0, B_1, \ldots, B_{N+P-1}\} \) and (2) the cost in computing it, that is, \( (N + P) \log(N + P) \) as opposed to \( N \log N \), assuming the FFT algorithm is used.

We repeat the same experiment with the cosine window, always padding an amount of zeros so that the worst case magnification is bounded by 10:

\[ \max_{\alpha} \frac{||\alpha||}{||\beta||} \leq 10. \]

Table 3 summarizes the result in terms of accuracy achieved as well as the amount of zeropadding \( (N + P)/N \) needed for various degree \( d \).

Although we use the cosine window as an example, the discussion is clearly applicable to all other window functions that fit the framework. Magnification factors can be calculated rather easily and an amount of zero padding (as a function of the original length) can be determined beforehand.
Interpolation Error $\|F_{\text{app}} - F\|/\|F\|$

Cosine Window — Stable Version $\kappa = 10$

$$w(x) = \cos^d(\pi x), d = 0, 1, \ldots, 5$$

<table>
<thead>
<tr>
<th>$K$</th>
<th>$d = 0$</th>
<th>$d = 1$</th>
<th>$d = 2$</th>
<th>$d = 3$</th>
<th>$d = 4$</th>
<th>$d = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.88e-01</td>
<td>4.34e-02</td>
<td>1.90e-02</td>
<td>1.57e-02</td>
<td>2.48e-02</td>
<td>6.14e-02</td>
</tr>
<tr>
<td>4</td>
<td>1.14e-01</td>
<td>2.99e-02</td>
<td>5.44e-03</td>
<td>1.66e-03</td>
<td>6.87e-04</td>
<td>2.63e-04</td>
</tr>
<tr>
<td>6</td>
<td>7.03e-02</td>
<td>1.35e-02</td>
<td>1.35e-03</td>
<td>3.00e-04</td>
<td>8.87e-05</td>
<td>2.56e-05</td>
</tr>
<tr>
<td>8</td>
<td>4.97e-02</td>
<td>6.17e-03</td>
<td>7.25e-04</td>
<td>1.05e-04</td>
<td>2.09e-05</td>
<td>5.31e-06</td>
</tr>
<tr>
<td>10</td>
<td>4.39e-02</td>
<td>5.39e-03</td>
<td>3.68e-04</td>
<td>5.72e-05</td>
<td>7.47e-06</td>
<td>1.76e-06</td>
</tr>
<tr>
<td>12</td>
<td>4.05e-02</td>
<td>4.55e-03</td>
<td>2.15e-04</td>
<td>2.50e-05</td>
<td>3.69e-06</td>
<td>6.42e-07</td>
</tr>
<tr>
<td>14</td>
<td>4.00e-02</td>
<td>3.02e-03</td>
<td>1.51e-04</td>
<td>1.18e-05</td>
<td>1.93e-06</td>
<td>2.55e-07</td>
</tr>
<tr>
<td>16</td>
<td>3.95e-02</td>
<td>1.89e-03</td>
<td>1.05e-04</td>
<td>8.93e-06</td>
<td>9.99e-07</td>
<td>1.24e-07</td>
</tr>
<tr>
<td>18</td>
<td>3.93e-02</td>
<td>1.84e-03</td>
<td>7.55e-05</td>
<td>5.39e-06</td>
<td>5.35e-07</td>
<td>6.19e-08</td>
</tr>
<tr>
<td>20</td>
<td>3.75e-02</td>
<td>1.96e-03</td>
<td>5.66e-05</td>
<td>3.31e-06</td>
<td>2.92e-07</td>
<td>3.47e-08</td>
</tr>
</tbody>
</table>

$$(N + P)/N$$

| 1.0 | 1.1 | 1.2 | 1.3 | 1.5 | 1.5 |

Table 3: Illustration of Numerically Stable Cosine Window

2.7 Error Analysis

Recall that our framework is

$$\text{fit} = \text{pit} \cdot \text{win} - \text{ghost},$$

or

$$f_{\text{fit}}(x) = g_{\text{pit}}(x) \cdot \text{win}(x) - \text{ghost}(x).$$

The interpolation formula is an approximation of

$$\mathcal{F}(g_{\text{pit}}(x) \cdot \text{win}(x)) = \text{PIT} \ast \text{WIN},$$

$$\approx \sum_{m=m_0-K}^{m_0+K} B_m \text{WIN}(u - m) + \text{truncation error},$$

$$\approx \sum_{m=-K}^{K} B_{m_0+m} \text{WIN}(u - (m_0 + m)) + \text{truncation error}.$$

In other words, we compute with some truncation error the Fourier transform of a possibly slightly different function, $f + \text{ghost}$, thus further incurring a backward error.

2.7.1 Truncation Error

The truncation error can be estimated rather easily if we have an asymptotic rate of decay for $\text{WIN}$:

$$\text{WIN}(u) = O(r(u)) \quad \text{as} \quad |u| \to \infty.$$

$$\left| \sum_{|m|>K} B_{m_0+m} \text{WIN}(u - (m_0 + m)) \right| \leq M\|B\|_\infty \left| \sum_{|m|>K} r(m) \right|$$
\[
\leq M \left( \frac{\|B\|_\infty}{\|B\|_2} \right) (\kappa \|A\|_2) \left| \sum_{|m| > K} r(m) \right|
\]

where \( \kappa \) is the magnification

\[\kappa = \frac{\|B\|_2}{\|A\|_2}.\]

The factor \( \|B\|_\infty / \|B\|_2 \) is hard to avoid when using an interpolation formula obtained from truncation of an infinite series. In the extreme case, there can be one coefficient \( B_i \) that contains most of the weight of one period \( \{B_0, B_1, \ldots, B_{N+P-1}\} \).

### 2.7.2 Backward Error

Backward error occurs whenever the window function \( \text{win} \) does not have compact support in the domain space of \( f \). The only window we propose that is of this type is the Gaussian window:

\[\text{win}(x) = \sqrt{\frac{\lambda}{\pi}} e^{-\lambda x^2}.\]

Since \( \text{win} \) does not have a finite support contained in an interval, we cannot achieve the representation

\[f_{\text{fit}} = g_{\text{pit}} \cdot \text{win}\]

as the periodic impulse train \( g_{\text{pit}} \) has infinite support. Hence we must have

\[g_{\text{pit}} \cdot \text{win} = f_{\text{fit}} + \text{ghost},\]

where

\[\text{ghost} = -g_{\text{pit}} \cdot \text{win}\big|_\Omega,\]

with

\[\Omega = \{x \mid g_{\text{pit}} \cdot \text{win}(x) \neq 0 \quad \text{and} \quad x \notin \text{domain of } f.\} \]

This is illustrated by Figure 3.

The norm \( \|\text{ghost}\| \) can be estimated beforehand in terms of \( f \), \( \text{win} \), and amount of zero padding. (See the next section for more details.) We first present in Table 4 the result on the same set of data.

For a fixed ghost error level, accuracy improves as \( K \) increases until the limit of ghost error is reached, thus giving the "triangular" nature of the table. Compared with Table 3, for example, a Gaussian window with \( K = 6 \) yields an accuracy comparable to that of a degree 4 cosine window using \( K = 10 \). It is quite clear that for high accuracy, Gaussian window is an excellent choice.

### 3 Framework with Gaussian Window

Because of the smoothness of the Gaussian function, it should be an excellent choice if high accuracy is desired. We discuss in this section the choice of \( \lambda \) (with respect to zero padding
\[ g(x) \cdot \text{win}_\lambda(x) = \]

Figure 3: Exaggerated Ghost Error as an Illustration

Interpolation Error \[ ||F_{\text{app}} - F||/||F|| \]
Gaussian Window — Stable Version \( \kappa = 10 \)

<table>
<thead>
<tr>
<th>( K )</th>
<th>( j = 4 )</th>
<th>( j = 6 )</th>
<th>( j = 8 )</th>
<th>( j = 10 )</th>
<th>( j = 12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3.83e-03</td>
<td>1.38e-02</td>
<td>2.59e-02</td>
<td>3.86e-02</td>
<td>5.2991e-02</td>
</tr>
<tr>
<td>4</td>
<td>1.21e-04</td>
<td>7.82e-04</td>
<td>2.49e-03</td>
<td>5.57e-03</td>
<td>1.1460e-02</td>
</tr>
<tr>
<td>5</td>
<td>2.45e-05</td>
<td>2.79e-05</td>
<td>1.45e-04</td>
<td>4.62e-04</td>
<td>1.0903e-03</td>
</tr>
<tr>
<td>6</td>
<td>2.52e-05</td>
<td>3.93e-07</td>
<td>4.44e-06</td>
<td>2.72e-05</td>
<td>9.3324e-05</td>
</tr>
<tr>
<td>7</td>
<td>2.52e-07</td>
<td>9.86e-08</td>
<td>8.60e-07</td>
<td>4.8672e-06</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.51e-07</td>
<td>2.45e-09</td>
<td>2.18e-08</td>
<td>1.6581e-07</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.95e-09</td>
<td>2.78e-10</td>
<td>3.7745e-09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.95e-09</td>
<td>1.89e-11</td>
<td>6.1975e-11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1.81e-11</td>
<td>7.0032e-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.81e-11</td>
<td>1.5873e-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1.6004e-13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1.6005e-13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Illustration of Numerically Stable Gaussian Window
needed and the ghost error) and the actual computation of the interpolation formula. In this section, we will use the notation

\[ \text{win}_\lambda(x) = \sqrt{\frac{\lambda}{\pi}} e^{-\lambda x^2}; \quad \text{WIN}_\lambda(u) = e^{-\pi^2 u^2 / \lambda}, \quad \lambda > 0. \]

### 3.1 Determination of \( \lambda \)

Since interpolation given by truncation of the infinite sum is of the form

\[ F(u) = \sum_{k=-\infty}^{\infty} A_k \text{WIN}_\lambda(u - k), \]

where \( \text{WIN}_\lambda(u) = e^{-\pi^2 u^2 / \lambda} \), we would like to have \( \lambda > 0 \) to be as small as possible so that the decay of \( \text{WIN}_\lambda(u) \) is rapid. Picking a small \( \lambda \), however, would render the decay of \( \text{win}_\lambda \) (in the physical/time domain) too slow so that the ghost introduced would be large, which in turn limits the ultimate accuracy of how well the infinite sum approximate the Fourier series in question. This dilemma is a manifestation of the uncertainty principle. Finally, there is a third consideration, namely, magnification and the zero padding which curbs it. We now discuss these relationships.

Up to a scaling, we can assume without loss of generality that the data of \( f_{\text{fit}} \) lives on \([-\gamma, \gamma], \gamma < 1/2\); and that

\[ f_{\text{fit}}(x) = g_{\text{pit}}(x) \cdot \text{win}_\lambda(x) \]

where \( g_{\text{pit}}(x) \) has period 1, that is, one period lives on \([-1/2, 1/2]\) and

\[ f_{\text{fit}}(x) = g_{\text{pit}}(x) \cdot \text{win}_\lambda(x), \quad \text{for } x \in [-1/2, 1/2], \]

indicating that \( g_{\text{pit}} \equiv 0 \) on \([-1/2, -\gamma) \) and \((\gamma, 1/2]\), and the amount of zero padding is \( \frac{1-2\gamma}{\gamma} N \). The magnification for this amount of zero padding is

\[ \kappa = \frac{\text{win}_\lambda(0)}{\text{win}_\lambda(\gamma)} = e^{\lambda \gamma^2}. \]

Thus, if \( \kappa_{\text{desired}} \) denotes a desired bound on magnification, we have the first constraint.

**Constraint 1:**

\[ e^{\lambda \gamma^2} \leq \kappa_{\text{desired}}. \]

In this setting,

\[ f_{\text{fit}} = g_{\text{pit}}(x) \cdot \text{win}_\lambda(x) - \text{ghost}(x), \]

where, for \(|x| \leq 1/2\) and \( k = \pm 1, \pm 2, \ldots \),

\[ \text{ghost}(k + x) = g_{\text{pit}}(k + x) \cdot \text{win}_\lambda(k + x) - f_{\text{fit}}(k + x), \]

\[ = \frac{f_{\text{fit}}(x)}{\text{win}_\lambda(x)} \cdot \text{win}_\lambda(k + x). \]
Because of the exponential decay, the ghost function is dominated by

\[
\frac{f_{\text{fit}}(x)}{\text{win}_\lambda(x)} \text{win}_\lambda(1 + x) \quad |x| \leq 1/2.
\]

The highest value is bounded by

\[
\frac{\text{win}_\lambda(1 - \gamma)}{\text{win}_\lambda(-\gamma)} \| f_{\text{fit}} \| = \frac{\text{win}_\lambda(1 - \gamma)}{\text{win}_\lambda(\gamma)} \| f_{\text{fit}} \| = e^{-\lambda(1 - \gamma)^2} e^{\lambda \gamma^2} \| f_{\text{fit}} \|.
\]

Thus, if we let \( \epsilon_{\text{ultimate}} \) denote the smallest error ever achievable in the presence of this ghost error function, we have the next constraint.

**Constraint 2:**

\[
\epsilon_{\text{ultimate}} \geq e^{-\lambda(1 - \gamma)^2} e^{\lambda \gamma^2}.
\]

Finally, there is an extra constraint on \( \epsilon_{\text{ultimate}} \). Clearly, the ultimate accuracy cannot exceed than the underlying arithmetic accuracy of the computer. Moreover, since a magnification of \( 10^k \) means that in general there can be \( k \) digits of cancellation in the summation process, we arrive at the third constraint.

**Constraint 3:**

\[
\kappa_{\text{desired}} \epsilon_{\text{machine}} \leq \epsilon_{\text{ultimate}}.
\]

In short, actual uses of a Gaussian window require a choice of \( \lambda \) as well as \( \gamma, \kappa_{\text{desired}}, \) and \( \epsilon_{\text{ultimate}} \) that are consistent. We find the following two procedures workable in practice.

**Procedure 1:** When the choice of \( \gamma \) is flexible.

1. Start from a parameter \( \epsilon_{\text{ultimate}} > \epsilon_{\text{machine}} \) and decide on a moderate \( \kappa_{\text{desired}} \) satisfying

\[
\kappa_{\text{desired}} \leq \epsilon_{\text{ultimate}} / \epsilon_{\text{machine}}.
\]

For example,

\[
\kappa_{\text{desired}} = \min(10^3, \epsilon_{\text{ultimate}} / \epsilon_{\text{machine}}).
\]

2. Pick \( \gamma \) that satisfies Constraints 1 and 2:

\[
e^{\lambda \gamma^2} \leq \kappa_{\text{desired}} \Rightarrow \lambda \leq \log \kappa_{\text{desired}} / \gamma^2
\]

and

\[
\epsilon_{\text{ultimate}} \geq e^{-\lambda(1 - \gamma)^2} e^{\lambda \gamma^2} \Rightarrow \lambda \geq |\log(\epsilon_{\text{ultimate}})| / (1 - 2\gamma).
\]

It is easy to see that a unique \( \lambda_0 \in (0, 1/2) \) exists such that

\[
\frac{\log \kappa_{\text{desired}}}{\gamma_0^2} = \frac{|\log \epsilon_{\text{ultimate}}|}{1 - 2\gamma_0}.
\]
Moreover, for all $0 < \gamma \leq \gamma_0$,

$$\frac{\log \kappa_{\text{desired}}}{\gamma^2} \geq \frac{\left| \log \epsilon_{\text{ultimate}} \right|}{1 - 2\gamma}.$$ 

Note that the zero padding amount, expressed as a factor of the original data length, is $(1/2\gamma) - 1$. In general, increasing zero padding increases convergence rate, albeit at the expense of increase storage and a slightly higher initialization rate. Hence we can pick $\gamma$ to be, for example,

$$\gamma = \min(1/(2 \times 1.1), \gamma_0)$$

to ensure a zero padding of at least 10%.

3. Finally, pick $\lambda$ to be the smallest possible choice:

$$\lambda = \left| \log \epsilon_{\text{ultimate}} \right|/(1 - 2\gamma).$$

**Procedure 2:** When $\gamma$ is prescribed.

This is the case when an amount of zero padding is prescribed, usually due to memory constraints.

1. Pick $\epsilon_{\text{ultimate}}$ to suit the application and define $\kappa_0$ by

$$\frac{\log \kappa_0}{\gamma^2} = \frac{\left| \log \epsilon_{\text{ultimate}} \right|}{1 - 2\gamma}.$$ 

If $\kappa_0 \leq \epsilon_{\text{ultimate}}/\epsilon_{\text{machine}}$, then we can pick any $\kappa_{\text{desired}}$ in the range $(\kappa_0, \epsilon_{\text{ultimate}}/\epsilon_{\text{machine}})$. From $\kappa_{\text{desired}}$, we can define $\lambda$ by

$$\lambda = \frac{\log \kappa_{\text{desired}}}{\gamma^2},$$

and this ends the procedure.

2. Otherwise, if $\kappa_0 > \epsilon_{\text{ultimate}}/\epsilon_{\text{machine}}$, the original choice of $\epsilon_{\text{ultimate}}$ is unachievable for the prescribed $\gamma$. We must redefine a less stringent $\epsilon_{\text{ultimate}}$ by

$$\frac{\left| \log \epsilon_{\text{ultimate}} \right|}{1 - 2\gamma} = \frac{\log \epsilon_{\text{ultimate}} - \log \epsilon_{\text{machine}}}{\gamma^2}.$$ 

From $\epsilon_{\text{ultimate}}$, define $\kappa_{\text{desired}}$ and $\lambda$ by

$$\kappa_{\text{desired}} = \epsilon_{\text{ultimate}}/\epsilon_{\text{machine}},$$

$$\lambda = \frac{\log \kappa_{\text{desired}}}{\gamma^2}.$$
3.2 Computing the interpolation

The form of interpolation is

\[
F_{\text{app}}(u) = \sum_{k=m_0-K}^{m_0+K} A_k \text{WIN}_\lambda(u-k),
\]

\[
= \sum_{k=-K}^{K} A_{m_0+k} \text{WIN}_\lambda(u-(m_0+k)),
\]

\[
= \sum_{k=-K}^{K} A_{m_0+k} \text{WIN}_\lambda(\xi-k),
\]

where \( u = k_0 + \xi, \ |\xi| \leq 1/2 \). Thus,

\[
F_{\text{app}}(u) = \sum_{k=-K}^{-1} A_{m_0+k} \text{WIN}_\lambda(\xi-k) + A_{m_0} \text{WIN}_\lambda(\xi) + \sum_{k=1}^{K} A_{m_0+k} \text{WIN}_\lambda(\xi-k),
\]

\[
= \sum_{k=1}^{K} A_{m_0-k} \text{WIN}_\lambda(\xi+k) + A_{m_0} \text{WIN}_\lambda(\xi) + \sum_{k=1}^{K} A_{m_0+k} \text{WIN}_\lambda(\xi-k),
\]

\[
= \sum_{k=1}^{K} A_{m_0-k} e^{-\mu \xi^2} \left( e^{-2\mu \xi} \right)^k e^{-\mu k^2} + A_{m_0} e^{-\mu \xi^2} + \sum_{k=1}^{K} A_{m_0+k} e^{-\mu \xi^2} \left( e^{2\mu \xi} \right)^k e^{-\mu k^2},
\]

where \( \mu = \pi^2/\lambda \) is independent of \( \xi \). Once \( \lambda \) is determined, \( e^{-\mu k^2} \) can be computed once for \( k = 1, 2, \ldots, K \), independent of \( u \) (and \( \xi \)). Then, \( F_{\text{app}} \) is in the form

\[
F_{\text{app}}(u) = e^{-\mu \xi^2} \left( A_{m_0} + \sum_{k=1}^{K} B_k x^k + \sum_{k=1}^{K} C_k y^k \right),
\]

where \( x = e^{-2\mu \xi} \) and \( y = 1/x \). Hence \( F_{\text{app}}(u) \) can be evaluated by 2 exponential evaluations and the cost of two simple length \( K \) polynomial evaluation by, say, Horner's recurrence.

4 Higher Dimension and Inverse Transforms

The previous framework is easily generalizable to higher dimension. Typically, we will use separable window functions, say,

\[
\text{win}(x, y, z) = \text{win}_1(x)\text{win}_2(y)\text{win}_3(y).
\]

Then, the framework becomes

\[
\text{fit}(x, y, z) = g_{\text{pit}}(x, y, z) \cdot \text{win}(x, y, z) - \text{ghost}(x, y, z);
\]

\[
\mathcal{F}(\text{fit})(u, v, w) = \mathcal{F}(g_{\text{pit}} \cdot \text{win}) - \mathcal{F}(\text{ghost}),
\]

\[
\approx G_{\text{pit}}(u, v, w) * \text{WIN}(u, v, w),
\]

\[
\approx G_{\text{pit}}(u, v, w) * (\text{WIN}_1(u)\text{WIN}_2(v)\text{WIN}_3(w)),
\]

\[
\approx \text{interpolation formula}.
\]
Hence,

\[ F(u, v, w) \approx \sum_{\| (\ell, j, k) - (\ell_0, j_0, k_0) \| \leq K} A_{\ell,j,k} \text{WIN}(u - \ell) \text{WIN}(v - j) \text{WIN}(w - k). \]

Applying the framework to series of the form

\[ F(u) = \sum_{\ell \in \text{Index}} A_{\ell} e^{i2\pi \ell \cdot u} \quad |\text{Index}| < \infty \]

is straightforward. One possibility is to note that \( F(u) = \tilde{H}(u) \) where

\[ H(u) = \sum_{\ell \in \text{Index}} A_{\ell} e^{-i2\pi \ell \cdot x} \quad |\text{Index}| < \infty. \]

Another possibility is to use the framework for inverse Fourier transform

\[ F(u) = \int \left( \sum_{\ell \in \text{Index}} A_{\ell} \delta(x - \ell) \right) e^{i2\pi u \cdot x} \, dx, \]

and

\[ f_{\text{fit}} = g_{\text{pit}} \cdot \text{win} - \text{ghost} \]

implies

\[ \mathcal{F}^{-1}(f_{\text{fit}}) = \mathcal{F}^{-1}(g_{\text{pit}}) \ast \mathcal{F}^{-1}(\text{win}) - \mathcal{F}^{-1}(\text{ghost}), \]

and \( \mathcal{F}^{-1}(g_{\text{pit}}) \ast \mathcal{F}^{-1}(\text{win}) \) immediately yields an interpolation formula through truncation.

### 5 Comparison with Dutt/Rokhlin

As alluded to in the introduction, the method by Dutt and Rokhlin [5] can be derived from our framework as a specific instance. In this section, we work out just enough details to illustrate this point.

The key lemma in [5] from which the main theorem and all algorithms are derived is the approximation of the form

\[ e^{ix} - e^{bx^2} \sum_{\text{integer } k \text{ near } c} \rho_k e^{ikx} < \text{bound}(b, m), \]

where \( m \geq 2 \) is an integer, \( c \) is any real number, \( x \) can be anywhere in \([-\pi/m, \pi/m]\), and

\[ \rho_k = \frac{1}{2\sqrt{\pi b}} e^{-(c-k)^2/4b}. \]

We show that this is exactly a case of computing the 1-term Fourier series \( e^{icx} \) (for a fixed value \( x \)) at arbitrary \( c \) using our framework with a gaussian window. The scalings employed in [5] are more naturally linked to the following definition of Fourier transforms:
Forward: \[ G(w) = \mathcal{F}(g)(w) = \int g(u)e^{-iuv}du, \]
Inverse: \[ g(u) = \mathcal{F}^{-1}(G)(u) = \frac{1}{2\pi} \int G(w)e^{iuv}dw. \]

For any \( x \in [-\pi/m, \pi/m] \), consider the finite impulse train
\[ F(w) = 2\pi \delta(w - x). \]
Thus \( \mathcal{F}^{-1}(F)(u) = e^{iux} \). Next, consider the window function
\[ \text{WIN}_b(w) = e^{-bw^2}. \]
and the periodic impulse train defined by replicating
\[ \frac{1}{\text{WIN}_b(x)} F(w) \]
to be \( 2\pi \) periodic, thus
\[ G(w) = \left[ \frac{1}{\text{WIN}_b(x)} F(w) \right] * \left[ \sum_{k=-\infty}^{\infty} \delta(w - 2k\pi) \right]. \]

We clearly have the approximation
\[ F(w) \approx G(w) \cdot \text{WIN}_b(w). \]
Hence
\[ e^{iux} \approx \mathcal{F}^{-1}(G) * \mathcal{F}^{-1}(\text{WIN}_b). \]
Now,
\[ \mathcal{F}^{-1}(G)(u) = \mathcal{F}^{-1} \left( \frac{1}{\text{WIN}_b(x)} F(w) \right) \cdot \mathcal{F}^{-1} \left( \sum_{k=-\infty}^{\infty} \delta(w - 2k\pi) \right), \]
\[ = \left( \frac{1}{\text{WIN}_b(x)} e^{iux} \right) \cdot \left( \sum_{k=-\infty}^{\infty} \delta(u - k) \right), \]
\[ = \frac{1}{\text{WIN}_b(x)} \sum_{k=-\infty}^{\infty} e^{ikx} \delta(u - k), \]
and
\[ \mathcal{F}^{-1}(\text{WIN}_b)(u) = \frac{1}{2\sqrt{\pi b}} e^{-u^2/4b}. \]
Hence, we have the approximation
\[ F(u) \approx \left[ \frac{1}{\text{WIN}_b(x)} \sum_{k=-\infty}^{\infty} e^{ikx} \delta(u - k) \right] * \frac{1}{2\sqrt{\pi b}} e^{-u^2/4b}, \]
\[ \approx e^{bx^2} \sum_{k=-\infty}^{\infty} \frac{1}{2\sqrt{\pi b}} e^{-(u-k)^2/4b} \cdot e^{ikx}, \]
\[ \approx e^{bx^2} \sum_{\text{integer } k \text{ near } u} \rho_k e^{ikx}, \text{ where } \rho_k = \frac{1}{2\sqrt{\pi b}} e^{-(u-k)^2/4b}. \]
The correspondence is clear. The Gaussian functions [5] that show up as \( e^{bx^2} \) and \( \rho_k \) are the window function in the time and frequency domains. Hence we have a framework to generate approximations of the form

\[
e^{tx} \approx \frac{1}{\text{WIN}_k(x)} \sum \rho_k e^{ikx}
\]

where \( \rho_k = \mathcal{F}^{-1}(\text{WIN})(c - k) \). The parameter \( m \) in [5] corresponds to zeropadding since the finite impulse train lives on \([-\pi/m, \pi/m]\) and the periodic impulse train has period \( 2\pi \). In principle, \( m \) needs not be an integer; although the description in [5] seems to require that, it can be easily seen that the algorithms in [5] can work as long as \( mN \) is an integer.

We like to emphasize the important relationships of the numerical stability, zeropadding, and ultimate accuracy. The work in [5] suggested a particular choice for \( b \) and zeropadding \((m = 2 \text{ corresponds to zeropadding to double the data length}) \) and the number of terms used. The magnification effect (for example in Step 1 of Algorithm 2) however, is not discussed.

We have been focusing on the problem of evaluating Fourier series. Nevertheless, our framework is applicable to all the problems that [5] addresses in exactly the same way as shown in [5].

6 Numerical and Timing Experiments

This section illustrates the correctness and complexity of the algorithm by a number of examples based on randomly generated Fourier series (that is the coefficients) evaluated at randomly generated points in the Fourier series domain. All results here are based on the Gaussian window as we consider this tool to be a most powerful one for general purposes where an accuracy comparable to the machine precision is sought. All evaluation are compared with direct evaluation and their difference in numerical values are around \( 10^{-13} \). We therefore only tabulate the timing results below. All experiments are carried out on a single node (DEC Alpha EV5) of the Cray T3E–900 platform of the National Energy Research Scientific Computing Center.

Figure 4 shows that time required to evaluating a 1-D length \( N \) Fourier series at \( M \) points. The value of \( N \) varies from \( 2^6 \) to \( 2^{12} \) and the value of \( M \) varies from 1000 to 5000. The constant spacing that confirms the \( O(M) \) part of the complexity. The growth of time with \( N \) also follows a typical trend for growth of time required for FFT, which is usually not a simple \( N \log(N) \). The reason is that as soon as the length of the data no longer fit in cache, memory access time becomes dominant, breaking the \( N \log(N) \) trend.

To get an idea of how well this method works, we compare the time required for a direct evaluation and express the comparison by the base-2 logarithm of the ratio \( T_{\text{direct}}/T_{\text{fast}} \). Figure 5 shows the result based on the same set of random test problems used in Figure 4. Observe that for each \( N \), the ratio of the times tends to a constant as \( M \) grows. This confirms our understanding that the dominant cost in both methods are \( O(M) \) as \( M \) becomes large. The almost equal spacing in the \( \log_2 \) scale is a reflection that the cost of direct evaluation is \( O(NM) \). Moreover, if that cost is roughly \( O(K_1 NM) \), the the graph suggests that the cost of our fast method is \( O(N \log(N)) + O(16K_1 M) \).
Figure 4: Complexity of Algorithm

Figure 5: Comparison with Direct Evaluation
Next, we would like to get an idea of the cost of irregularity. We compare the initialization time, which is an FFT of roughly double the length $N$, to the time for the evaluation at $N$ random points in the domain. Figure 6 shows that this ratio is moderate and suggests that it does not grow with $N$.

Finally, we present a 2-D example. Here a randomly generated $N$-by-$N$ Fourier series is evaluated at $M$ randomly generated points $(x_j, y_j), \ j = 1, 2, \ldots, M$. Note that these points are totally irregular, as opposed to points of the form $(x_i, y_j); \ i = 1, 2, \ldots, M_x$, and $j = 1, 2, \ldots, N_y$. Figure 7 is in the same spirit as Figure 4 and Figure 8 is in the same spirit as Figure 5. Note in particular that Figure 8 does show the trend of the cost of direct evaluation to be $O(N^2)$ more expensive than our fast algorithm. For larger $N$, however, $M$ probably had to be increased to be comparable to $N^2$ for that trend to be obvious.

7 Conclusion

We have presented a framework which leads to a number of fast methods for evaluation of Fourier series at arbitrary places. These methods offer tradeoffs between accuracy, speed, and memory requirements and are thus useful in accommodating different kinds of applications.

We see that there are at least two routes of future work that are worth pursuing. First, this algorithm is shown to be a generalization of the method proposed in [5]. Because
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Figure 8: Comparison with Direct Evaluation
of the framework nature of our method, a software package that allows the user to choose from a number of windowing functions based on the need for accuracy and the constraints on memory usage would be a good tool. Moreover, because of the availability of different window functions, some with lower accuracy but faster computation, the inverse problems considered in [5] and shown to be better solved by multipole methods may get the benefit of preconditioners produced by lower accuracy windows.

Second, it is well-known that performing Discrete Fourier Transform for a general length \(N\) is still somewhat unsettled. In particular, when \(N\) is a large prime value, there are really only two practical choices for a \(O(N \log N)\) algorithm. The Rader factorization and the chirp-z transform. The former seems to be difficult to implement for general \(N\) [4]. The latter, while general, requires the cost of three FFT’s of length at least double the original length [11]. Consequently, the method here provides a viable alternative. Given a length \(N\), we can represent \(N\) as a sum of smaller arbitrary lengths, each of which is “friendly” to traditional FFT algorithms. Thus \(N = \sum_{j=1}^{k} N_j\). We then use our method to compute the each of the \(k\) Fourier series at the \(N\) points corresponding to the original Discrete Fourier Transform. The total cost is \(O(kN) + \sum_{j=1}^{k} N_j \log(N_j)\). Clearly, we can make this comparable to \(N \log(N)\), by for example, picking \(N_1\) to be the largest power of 2 that is smaller than \(N\); \(N_2\) to be the largest power of 2 smaller than \(N - N_1\), etc. The key to success lies in how efficiently we can implement the interpolation scheme.
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