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Abstract

Although previous research has documented well-organized interactionsbetween the turbulent
flow field and an irregular boundary, the spatial variability of turbulent flow characteristics
at the reach scale remains poorly understood. In this paper, we present detailed field mea-
surements of three-dimensional flow velocities and turbulence intensities in a high-gradient,
cobble-bed riffle from three discharges; additional data on sediment grain size and bed topog-
raphy were used to characterize boundary roughness. An acoustic Doppler velocimeter was
used to measure velocities along five cross-sections within a 6 m long reach of the North Fork
Cache La Poudre River; vertical profiles were also measured along thechannel thalweg. We
adopted a spatially explicit stochastic hydraulic approach and focused not on coherent flow
structuresper se but rather time-averaged, reach-scale variability and spatial pattern. Scaling
velocities and turbulence intensities by the reach-averaged friction velocityU∗ accounted for
changes in flow depth and enabled comparisons among the three discharges. We quantified the
effects of stage and roughness by assessing differences among probability distributions of hy-
draulic quantities and by examining geostatistical metrics of spatial variability. Wecomputed
semivariograms for both the streamwise and transverse directions and fit parametric models
to summarize the spatial structure of each variable at each discharge. Cross-correlograms
were also used to describe the local and lagged effects of boundary roughness on flow char-
acteristics. Although the probability distributions yielded some insight, incorporating spatial
information revealed important elements of stage-dependent flow structure. The development
of secondary currents and flow convergence at higher stages was clearly documented in maps
and semivariograms. In general, the spatial structure of the flow field became smoother and
more continuous as stage increased and the effects of boundary roughness diminished. Al-
though roughness elements do influence velocities and turbulence intensities, our data suggest
that the flow primarily responds to the gross morphology of the channel andthat flow depth
is the primary control on flow structure. The geostatistical framework proved useful, and our
results indicate that a complete stochastic description must also be explicitly spatial.

∗Corresponding author, current address: C.J. Legleiter, Geography Department, University of California Santa
Barbara, Ellison Hall 3611, Santa Barbara, CA 93106; E-mail: carl@geog.ucsb.edu

†Current address: Herrera Environmental Consultants, 2200 Sixth Avenue 1100, Seattle, WA 98121
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1 Introduction

Interactions between a turbulent flow field and an irregular,mobile boundary control the erosion,

transport, and deposition of sediment. These interactionsoccur across a range of spatial scales

and ultimately define the morphology of alluvial channels and the physical habitat template for

aquatic biota (Clifford and French, 1993a; Nikora and Smart,1997; Booker et al., 2001). Several

decades of research in flume and field environments have resulted in useful theoretical and empir-

ical relations between bed material properties, flow resistance, and hydraulic quantities, but most

of these studies have considered sand- or gravel-bed channels with low to moderate gradients. The

extent to which these results apply to steeper, coarser-grained natural rivers remains unclear due

to a paucity of basic field data from such environments and, wesuggest, the lack of appropriate,

spatially explicit analytical frameworks.

In coarse-grained channels, sediment particles occupyinga significant proportion of the flow

depth represent an important source of flow resistance that affects the shape of vertical velocity

profiles (Wiberg and Smith, 1991; Byrd et al., 2000; Lawless and Robert, 2001a). Velocity and tur-

bulence in these streams is typically dominated by flow separation and eddy shedding in the lee of

obstacles as momentum is exchanged between low-velocity, near-bed fluid and faster flow outside

the roughness layer (Best, 1993; Buffin-Belanger and Roy, 1998).Over the past decade, significant

effort has been directed toward the periodic, organized spatiotemporal patterns of macroturbulence

known as coherent flow structures. Roy et al. (2004) reviewed this body of literature and presented

detailed field measurements suggesting that these structures occupy the entire flow depth, with

streamwise lengths and transverse widths of 3 to 5 and 0.5 to 1times the flow depth, respectively.

Their data also indicated strong interaction between the outer flow and the near-bed region, con-

sistent with an emerging model of oblique high- and low-speed wedges associated with sweeps

of high-momentum fluid toward the bed and ejections of low-momentum fluid upward toward

the free surface (Ferguson et al., 1996; Roy, Buffin-Belanger and Deland, 1996; Buffin-Belanger

et al., 2000). These macroturbulent structures play an important role in sediment transport (e.g.,

Shvidchenko and Pender, 2001; Wu and Yang, 2004) and persistin the presence of roughness tran-

sitions (Robert et al., 1996), protruding clasts (Kirkbride, 1993; Smart, 1994; Buffin-Belanger and

Roy, 1998; Lawless and Robert, 2001b), and various bedforms asthe flow responds to different
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scales of topographic variability (Clifford et al., 1992; Clifford, 1996; Lawless and Robert, 2001a).

While these studies have improved our understanding of the fine-scale, high-frequency fluid

mechanical processes operating within turbulent boundarylayers, they have also been limited in

several important respects. Widely used electromagnetic current meters provide only two compo-

nents of velocity, most often the streamwise and vertical, and field data sets typically consist of only

a few profile measurements along downstream transects (e.g., Robert et al., 1996). While some re-

searchers have addressed the lateral dimension (e.g., Lawless and Robert, 2001b; Roy et al., 2004),

their measurements have not spanned the entire width of natural channels. In general, the difficulty

of acquiring detailed measurements of flow velocity and bed elevation under field conditions has

limited the spatial extent of previous studies, and our knowledge of the variability and spatial pat-

tern of velocity and turbulence intensity at the reach scaleremains incomplete. In a recent study

similar to ours, Lamarre and Roy (2005) collected the most spatially extensive field data set of

which we are aware and concluded that roughness elements hadsurprisingly little impact on the

flow at the reach scale — velocity profiles were predominantlylog-linear and protuberant clasts

had only localized effects on the flow. The results of Lamarreand Roy (2005) suggested that, de-

spite a topographically complex channel boundary featuring large roughness elements, the spatial

variability of turbulent flow characteristics at the reach scale remained organized – the flow field

was dominated by coherent patterns associated with large-scale variations in depth rather than by

abrupt, isolated changes associated with individual clasts.

To quantify such reach-scale patterns, we adopted the stochastic hydraulic approach pioneered

by Lamouroux and colleagues (1995; 1998) and subsequently used for in-stream habitat assess-

ment by Rhoads et al. (2003). Under this framework, point measurements of appropriately scaled

hydraulic quantities are described in terms of probabilitydistributions, the parameters of which

vary as functions of discharge (Lamouroux, 1998) or reach-scale geomorphic descriptors (Lamouroux

et al., 1995). Stewardson and McMahon (2002) extended the work of Lamouroux by developing

a stochastic model for the joint variation of depth and velocity and found that the shape of this

distribution was strongly dependent on channel morphology. This result suggests that a complete

stochastic description must also be spatially explicit. Anexisting, theoretically grounded discipline

– geostatistics – is ideally suited to this task, and its application to the study of channel change has
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recently been demonstrated (Chappell et al., 2003). Chappellet al. (2003) used a geostatistical

measure of spatial variability called the semivariogram (e.g., Robert and Richards, 1988) to sum-

marize and interpret the morphodynamics of a gravel-bed river over different time periods. In this

study, we use semivariogram models to quantify changes in the reach-scale spatial structure of

flow characteristics with increasing discharge. While previous turbulence research has primarily

adopted correlation-based approaches which are independent of the units of measurement (e.g,

Robert et al., 1993), the standardization inherent to these calculations obscures the magnitude of

variation. To compare the variability of flow characteristics at different discharges we first scale

our velocity data by a reach-averaged measure of flow strength and then use the resulting non-

dimensional quantities to compute semivariograms that preserve information on the magnitude of

variation while also providing an indication of spatial structure.

In this paper, we present detailed, spatially distributed field measurements of flow velocity and

turbulence intensity from a cobble-bed riffle at three different discharges. We focus not on coherent

flow structuresper se but rather time-averaged, reach-scale spatial patterns offlow characteristics

in a high-gradient, coarse-grained mountain river. Our objectives are twofold: (1) use geostatistical

techniques to summarize changes in the spatial variabilityof velocity and turbulence intensity

with increasing discharge; and (2) examine the effects of bed topography and large roughness

elements on flow structure at the reach scale. We seek to quantify the extent to which the organized

spatial patterns of velocity dictated by the governing equations persist in the presence of irregular

topography and coarse bed material using data spanning the full channel width, a distance of

several meters in the streamwise direction, and a range of discharges.

2 Methods

2.1 Field data collection

Between June 2001 and April 2003, we measured bed topography,surface particle size, and three-

dimensional flow velocity in a cobble-bed riffle on the North Fork Cache La Poudre River in

Colorado. Our study reach is located in Phantom Canyon, approximately 55 km northwest of

Fort Collins, where the North Fork has incised a 140-m deep canyon into Precambrian granite
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exposed in the foothills of the Rocky Mountain Front Range (Figure 1). The drainage area is

1470 km2 and the snowmelt-dominated hydrograph is regulated by Halligan Dam, 2.5 km above

our study site. Spring runoff spilling over the dam producespeak flows that averaged 14.67 m3/s

over the period 1999-2004 (USGS gauge 067511150), but base flows less than 1 m3/s persist for

much of the year and suspended and bedload transport rates are minimal. This bedrock-controlled

channel features a well-defined sequence of pools, associated with lateral constrictions formed by

bedrock outcrops, and riffles consisting of cobble and boulder alluvium. The mean width of the

North Fork is 14 m and the average gradient of 0.011 increasesto 0.04 in some riffles (Wohl and

Legleiter, 2003). We selected a single, straight riffle and collected data at three different discharges

(Table 1) along five 17-m wide cross-sections with a streamwise spacing of 1.5 m; cross-sections

were numbered sequentially downstream. We measured velocities at stations located every 0.5 m

along all five cross-sections at 1.13 and 2.41 m3/s and sections 1-4 for a high flow data set during

which discharge varied between 3.0 - 3.6 m3/s, producing only minor changes in stage, with a

mean of 3.25 m3/s. These flows correspond to 6.7, 14.4, and 19.5% of the mean annual flood,

but the study reach is effectively inaccessible by wading atdischarges greater than 4 m3/s. No

flows capable of mobilizing the coarse bed material occurredduring our study, and the channel

morphology remained stable.

A SonTek FlowTracker acoustic Doppler velocimeter (ADV) was used to measure three–

dimensional velocities based on the Doppler frequency shift between emitted acoustic pulses and

their reflection from material suspended within a 0.25 cm3 sampling volume located 10 cm from

the instrument (SonTek, 2000). Acoustic doppler technology is an established method of mea-

suring turbulent flow in rivers, and the operating principles have been described elsewhere (Lane

et al., 1998; Voulgaris and Trowbridge, 1998; McLelland andNicholas, 2000). In our study, the

ADV was mounted on a top-setting wading rod and oriented perpendicular to each cross-section.

This alignment ensured a consistent frame of reference among cross-sections and discharges, and

the sensor was parallel to the primary streamwise flow in mostcases. We did not apply a rotation

to our ADV data, consistent with the suggestion of Roy, Biron and DeSerres (1996) and the pro-

tocol of Lamarre and Roy (2005). The FlowTracker measured velocity at a frequency of 10 Hz

and (internally) averaged the signal to 1 Hz (SonTek, 2000);180 s time series were recorded at
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each station. The low, 1 Hz sampling frequency represented an important instrumental limitation

(Soulsby, 1980), and we were unable to infer specific characteristics of turbulence (i.e., higher-

order moments, autocorrelation functions, or power spectra). The 180 s record length allowed for

averaging over the passage of several flow structures (Babaeyan-Koopaei et al., 2002), however,

and, rather than performing detailed, time-domain analyses of individual measurement locations as

in previous studies (e.g., Roy et al., 2004), we used the resulting summary statistics to characterize

reach-scale spatial patterns of velocity and turbulence intensity. For the cross-sectional deploy-

ment, we approximated the depth-averaged velocity by assuming a logarithmic velocity profile

and placing the ADV at 0.6 of the flow depthh whereh < 45 cm and at 0.2h and 0.8h where

h > 45 cm (Whiting, 2003); summary statistics computed for the two depths were then averaged

to provide a single data point for the plan view location. In asecond, longitudinal deployment, we

measured vertical profiles where each cross-section intersected the channel thalweg. Each of these

profiles consisted of eight measurements equally spaced between 0.1h and 0.8h above the bed.

ADV measurements are subject to several sources of error, particularly in steep, coarse-grained

channels, and must be filtered before calculating flow statistics (Lane et al., 1998; McLelland and

Nicholas, 2000; Goring and Nikora, 2002). Along with the 1 Hzvelocity data, the FlowTracker

recorded a signal-to-noise ratio (SNR) for each of the three acoustic pulses, which we used to

discard observations for which the SNR was outside the acceptable range of 10-35 dB specified

by the manufacturer (SonTek, 2000). Similarly, we removed spikes which were more than three

standard deviations from the mean of the 180 s time series. The remaining data were then visually

inspected to remove artifacts related to aliasing, in whichthe instantaneous velocity exceeds the

ADV’s dynamic range and results in a very high value followedby a very low value. The points

we rejected from the individual time series were replaced bycubic spline interpolation. Although

more sophisticated filtering schemes have been developed (Goring and Nikora, 2002), they are in-

tended for data collected at higher sampling frequencies and can be problematic when spikes occur

in succession, as was often the case with our data. The numberof velocity data removed by this

conservative filtering process varied among stations and differed for the three velocity components,

with the vertical typically less reliable than the streamwise and transverse velocities. Data qual-

ity tended to be poorest for near-bed measurements and wherevelocities were high (> 100 cm/s),
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possibly due to acoustic reflections from the substrate (SonTek, 2000), shear within the sampling

volume (Finelli et al., 1999), and/or interference from airbubbles (Rodriguez et al., 1999). The

difficulty of accurately positioning the sampling volume close to an irregular boundary and the

generally low quality of near-bed data also prevented us from including more closely spaced mea-

surements in our vertical profiles and precluded estimationof boundary shear stresses (e.g., Biron

et al., 1998). We excluded measurement stations for which more than 10% of the instantaneous

velocity data were removed for any one of the three components, and stringent application of this

criterion resulted in the rejection of 8 to 19% of the measurement stations for the cross-sectional

deployment and 12 to 20% of the thalweg profile points (Table 2).

In addition to the velocity data, we also characterized surface particle size and channel bed

topography within the riffle. Intermediate clast diameterswere measuredin situ every 0.25 m

along each cross-section and used to derive the reach-averaged grain size distribution given in

Table 3. We used a total station laser theodolite to obtain 1060 measurements of bed elevation

distributed throughout the reach for a density of 8.31 points/m2. Points located 0.5, 1.0, and 1.5

m upstream of each velocity station were surveyed to estimate local approach gradients, the mean

of which yielded a reach-averaged channel bed slope of 0.041. We used these data to obtain a

continuous topographic representation of the channel by kriging with a trend. This geostatisti-

cal technique accounts for a trend (i.e., bed slope) described as a function of the coordinates and

then uses the spatial covariance structure of the residualsfrom this trend in assigning weights to

the available data so as to provide unbiased, (least-squares) optimal estimates of bed elevation at

unsampled locations (Goovaerts, 1997); Chappell et al. (2003) used a similar approach to mod-

eling bed topography. We derived a trend model that was linear in the streamwise direction and

quadratic in the transverse direction by ordinary least squares regression and used the residuals

from this trend to compute an omni-directional residual semivariogram (Figure 2). The corre-

sponding covariance model was then inserted into the kriging with a trend system of equations

to predict elevations on a regular 5 cm by 5 cm grid. All of our analyses were performed using

custom functions written in the MATLAB programming language.
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2.2 Calculation of hydraulic quantities

Our analysis of velocity and turbulence patterns within theriffle considered six fundamental hy-

draulic quantities. Following Nezu and Nakagawa (1993), weresolved the instantaneous velocity

vector into three orthogonal components which were in turn decomposed as the sum of a time-

averaged mean velocity and (zero-mean) fluctuations about this average; our notation is summa-

rized in Table 4. Turbulence intensities for each velocity component were quantified by computing

root mean square (RMS) values from the ADV time series data (Clifford and French, 1993b). In

order to compare flow fields for the three discharges we sampled, we did not use the mean ve-

locity and turbulence intensity components directly but rather scaled them by the friction velocity

U∗ =
√

gh̄S (Nezu and Nakagawa, 1993; Babaeyan-Koopaei et al., 2002), whereg is gravitational

acceleration,̄h is the reach-averaged depth (mean of depths measured at velocity measurement

stations), andS is (approximated by) the reach-averaged channel bed slope of 0.041. Scaling the

velocity components byU∗ thus accounted for the effects of increasing flow stage on thedepth-

averaged velocity.

We examined the effects of bed roughness on velocity and turbulence intensity by computing

a local roughness index from our topographic data set. We developed an algorithm to identify

all survey points within a rectangular region extending 1.25 m upstream, 0.25 m downstream,

and 0.3 m to either side of each velocity measurement stationand computed the local roughness

heightks as the standard deviation of these bed elevation measurements. Although roughness is

typically expressed in terms of some percentile of the sediment grain size distribution, our index

of topographic variability provided a more appropriate, site-specific measure of the topographic

variability representing various scales of flow resistance[see Nikora et al. (1998) for a discussion

of this random field-based approach and Lane (2005) for a discussion of the role of topography in

roughness characterization]. The median of 98ks values was 67 mm, which compares favorably

with the bed surfaceD50 of 124 mm if, on average, approximately half of the intermediate clast

diameter protrudes above the mean bed elevation. A stage-dependent, local measure of relative

roughness at each velocity measurement location was then computed ash/ks, analogous to the

reach-averagedR/D84 used in previous studies, whereR is the hydraulic radius.
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2.3 Geostatistical analysis

The spatial patterns of velocity and turbulence intensity we measured during our cross-sectional

deployment were quantified using a pair of geostatistical metrics. First, the spatial structure of

individual flow variables was described in terms of the semivariogram

γ(h) =
1

2N(h)

N(h)

∑
α=1

[z(sα)− z(sα +h)]2, (1)

whereh is the lag vector separating pairs of observations of the random variablez at locations given

by the coordinate vectorssα andsα + h, andN(h) is the number of pairs with separation vectors

encompassed by a specified range of distances and directionscentered abouth (Goovaerts, 1997).

Evaluating Equation 1 for various lag vectorsh yields an experimental semivariogram that de-

scribes dissimilarity (the average squared difference between observations) as a function of dis-

tance. Smaller values ofγ(h) at a givenh indicate stronger spatial auto-correlation — that is, a

lower spatial frequency or smoother ‘texture’. Directional semivariograms can be computed by

restricting the angular tolerance abouth and specifying a maximum horizontal band width for the

search sector; for more detail, see Deutsch and Journel (1998). In this study, we referenced our

measurements to Smith and McLean’s (1984) channel-centered (s,n) coordinate system and cal-

culated streamwise (s) and transverse (n) directional semivariograms for the six non-dimensional

hydraulic quantities listed in Table 4. The lags and tolerances we used are given in Table 5.

Although these semivariograms provided useful univariatespatial descriptions, we sought to

more concisely and generally describe the spatial structure of velocity and turbulence by fitting

parametric covariance models to these experimental data. The covarianceC(h) and semivariogram

are linked by the relationγ(h) =C(0)−C(h); the correlogramρ(h) used in previous fluvial studies

(e.g., Robert et al., 1993; Roy et al., 2004) can be obtained by dividing through byC(0), which

represents the (stationary) variance of the data. Ensuringa non-negative variance implies that

only certain, positive definite covariance models are permissible, and in this study we considered

9
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nugget, exponential, and Gaussian models:

Cnug(h) =






0 when|h| = 0

b when| h| > 0
(2)

Cexp(h) = b exp

(
−3|h|

a

)
(3)

CGauss(h) = b exp

(
−3|h|2

a

)
, (4)

whereb is the sill anda is a non-linear parameter called the range; individual models can be

combined to form nested structures (i.e., nugget + Gaussian; Goovaerts, 1997). Because the ex-

ponential and Gaussian models asymptotically approach thesill, a corresponds to the lag distance

at which the model value reaches 95 % of the sill (Wackernagel, 2003). These parameters are

illustrated in Figure 2 and can be interpreted as follows (Oliver and Webster, 1986; McBratney

and Webster, 1986): 1) a nugget effect is a discontinuity at the origin of the semivariogram due to

measurement error, fine-scale variability not captured by the sampling strategy, or a lack of spatial

correlation; 2) the sill is the ordinate value at which the semivariogram stops increasing and is

equal to the overall variance of the data; and 3) the range is the lag distance at which the sill is

reached; pairs of observations separated by distances greater than the range are no longer spatially

correlated with one another. The exponential model increases more rapidly as|h| increases than

does the Gaussian covariance and thus indicates a less ‘smooth’ spatial structure for fixeda andb.

In physical terms, the semivariogram describes differences in velocity as a function of distance

and is therefore related to the gradient, and to the (stage-dependent) convective terms in the gov-

erning equations (Whiting and Dietrich, 1991; Whiting, 1997). The sill and range of a covariance

model thus provide information on the magnitude of velocityvariations and the characteristic spa-

tial scale over which these variations occur. Similarly, physical interpretations can be assigned to

each of the covariance models we considered. A pure nugget effect implies a lack of spatial cor-

relation and might be expected to occur if large roughness elements precluded the development of

an organized flow field with well-defined spatial velocity gradients. A flow field characterized by a

Gaussian covariance would tend to have smaller spatial velocity gradients (and weaker convective

accelerations) than a flow field described by an exponential model with similar parameter values.
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For each hydraulic quantity at each discharge, we estimatedcovariance model parameters

through a three-stage process. We first examined the experimental semivariogram to assess whether

a Gaussian or exponential model would be more appropriate and whether a nugget effect would be

necessary, obtained initial parameter estimates using an interactive graphical routine, and then opti-

mized the model parameters with an iterative computationalalgorithm that minimized the weighted

sum of squared differences between the experimentalγ̂(hk) and modelγ(hk) semivariogram values

WSS =
K

∑
k=1

N(hk)

γ(hk)
[̂γ(hk)− γ(hk)] . (5)

The weighting factor in this expression is an approximationfor the variance of semivariogram

estimates that assigns more weight to shorter lags having a larger number of pairs of observa-

tions (Cressie, 1985). In some cases with large nugget effects and poorly defined spatial structure,

models fit by the automated weighted least squares procedurewere clearly inferior to those para-

meterized by eye and we retained our initial parameter estimates.

We used a second geostatistical metric, the cross-correlogram, to quantify spatial covariance

between pairs of hydraulic quantities at different scales.Following Goovaerts (1997), we computed

the cross-covariance between two random variableszi andz j located at opposite ends of the vector

h as

Ci j(h) =
1

N(h)

N(h)

∑
α=1

zi(sα) · z j(sα +h)−mi,−h · m j,+h, (6)

wheremi,−h = 1
N(h) ∑N(h)

α=1 zi(sα) andm j,+h = 1
N(h) ∑N(h)

α=1 z j(sα + h) are the means of thezi values

at the tail ofh and thez j values at the head ofh, respectively. Because values ofCi j(h) depend on

the magnitudes ofzi andz j, which could have different scales, we used the cross-correlogram to

obtain a more readily interpretable, bounded measure of spatial cross-correlation:

ρi j(h) =
Ci j(h)√

σ2
i,−h · σ2

j,+h

∈ [−1,+1], (7)

whereσ2
i,−h = 1

N(h) ∑N(h)
α=1 [zi(sα)−mi,−h]

2 andσ2
j,+h = 1

N(h) ∑N(h)
α=1 [z j(sα +h)−m j,+h]

2 are the vari-

ances of the tailzi and headz j values, respectively. We calculated experimental cross-correlograms

for numerous combinations of hydraulic quantities but focus here on quantifying the spatial cross-
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correlation among mean velocities and turbulence intensities and local relative roughness values.

Parametric modeling of cross-covariances is significantlymore involved than for auto-covariances

and is beyond the scope of this study.

2.4 Graphical representation

To emphasize interactions among the flow field and the bed topography and roughness elements,

our velocity measurements are represented as proportionalsymbols overlain on a contour map

of the channel (the minimum surveyed bed elevation was set tozero and serves as our vertical

datum). To facilitate direct comparison among different flow stages, the distributions of measured

values for each variable were pooled over the three discharges and the deciles of this aggregate

distribution were used as class breaks. The sizes (areas) ofthe point symbols for each of these

decile classes were determined by assigning the first decileto the smallest of a fixed range of

symbol sizes, the tenth decile to the largest, and then linearly scaling the symbol sizes (areas) for

the intermediate deciles over this range. The sizes of the first and last symbols were thus fixed, but

the sizes of the intermediate symbols varied from one map to the next depending on the shape of the

distribution of the flow characteristic; for a given map, thearea of a symbol remained proportional

to the corresponding decile value. The colors of each symbolclass were also assigned based on

these deciles, grading from pure red for the first decile to pure blue for the tenth decile. Locations

with low values of the flow characteristic are thus represented as small, red circles, and as flow

strength increases the point symbol becomes larger and moreblue. In addition to plan view maps,

the corresponding histograms of each flow characteristic are also presented on the right side of

Figures 3 - 8. These plots are normalized to be true density histograms (i.e., the area of the bars

sums to unity) rather than frequency histograms (i.e., counts of observations in each bin) so that

the distributions can be compared directly in spite of the different sample sizes.
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3 Results

3.1 Effects of flow stage on distributions of velocity and turbulence intensity

Figures 3 - 8 illustrate the spatial patterns and probability distributions of each flow characteristic

at each discharge. To assess whether the shape and/or position (median) of these distributions

changed from one discharge to another for a given flow characteristic, we performed Kolmogorov-

Smirnov (KS) two-sample tests of independence (Rhoads et al., 2003). The test statistic for this

non-parametric test is the maximum absolute difference between two cumulative distributions,

which is compared to the greatest absolute difference expected to occur by chance under the null

hypothesis that the samples were drawn from the same distribution. The results of the eighteen KS

tests we performed (three for each of the six flow characteristics) are presented in Table 6, where

a p-value < 0.05 indicates that the distributions of the flow characteristic at the indicated pair of

discharges were statistically significantly different from one another.

The distributions of mean streamwise velocityU/U∗ shown in Figure 3 were similar across the

three discharges, with highly non-significant KS testp-values. The medianU/U∗ increased slightly

from the second to third discharge, but the variance and shape of the probability distributions

changed little. The primary effect of increasing flow stage on the spatial distribution ofU/U∗

was the inundation of the shallow bench on the right side of the channel (transverse distances

greater than 9 m from the left bank). At 1.13 m3/s, much of this high-roughness zone was exposed,

with low velocities recorded along the area of slightly deeper flow at the far right [from(s,n)

coordinates (0, 15) to (6, 12), in meters]. At the intermediate discharge of 2.41 m3/s, moderate

streamwise velocities were measured along this bench and toward the left bank due to the increase

in stage. The flow pattern through the thalweg at this discharge was not well-defined because

several of our measurements in this area were discarded due to poor data quality at 0.2h. Very low

and even negative (upstream-directed)U/U∗ were observed in the lee of the large boulder at (4.5,

9). At the highest discharge, flow was concentrated in the main thalweg angling downstream to the

left from the channel centerline [(0, 8) to (4.5, 5)], but a second, parallel area of higherU/U∗ also

developed on the bench to the right [(0, 14) to (4.5, 13)].

A more interesting pattern was observed for the mean vertical velocity V/U∗ (Figure 4). The
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spatial arrangement and probability distribution ofV/U∗ were quite similar for the low and in-

termediate discharges, with upwelling flow (positiveV/U∗) within the main thalweg and either

slightly downwelling or negligible vertical velocities along its margin. A few large values ofV/U∗

were also observed in association with large roughness elements on the right bench [e.g., at (4.5,

14) at 2.41 m3/s]. At the highest discharge, however, the distribution ofV/U∗ changed signifi-

cantly as flow in the thalweg began downwelling, most noticeably at cross-section 2 where depth

increased abruptly [(1.5, 3) to (1.5, 10)]. At all three discharges, we observed downwelling up-

stream of the large boulder [(3, 9)] and upwelling on its leftside toward the thalweg [(4.5, 9)].

Our measurements of the transverse component of the mean velocity W/U∗ are summarized

in Figure 5 and indicate strong stage-dependence. The change in the probability distribution of

W/U∗ from 1.13 to 2.41 m3/s was not quite statistically significant, but an increase in transverse

flow toward the left bank (positiveW/U∗) was evident in cross-sections 1 and 2 both within the

thalweg on the left [e.g., (1.5, 5)] and, at 2.41 m3/s, on the shallow bench at river right [e.g.,

(1.5, 10)]. As stage increased further at 3.25 m3/s, a significant shift in the distribution ofW/U∗

to positive values (toward the left bank) occurred as transverse flow off of the right bench and

into the thalweg [(0, 11) to (3, 8)] became more fully developed, although negligible to rightward

transverse flow was measured at a few points in close proximity to protruding clasts [e.g., (1.5,

15)]. The mean transverse velocity component was directed toward the right along the left bank

and in the thalweg at cross-section 4 as flow converged to the left of the large boulder at the lower

end of the riffle.

Spatial distributions of turbulence intensity also exhibited stage-dependent spatial patterns. For

the streamwise componentu′/U∗ (Figure 6), the KS test indicated that distributions at 1.13and

2.41 m3/s were significantly different, but the fact that differences between 1.13 and 3.25 m3/s and

2.41 and 3.25 m3/s were insignificant suggest that this result was an artifact of rejecting several

of the 2.41 m3/s measurements in the thalweg. In general, the spatial distribution of u′/U∗ was

quite similar to that ofU/U∗ and appeared to be primarily a function of flow depth, with more

intense turbulence where depths and mean velocities were higher (Clifford, 1998). For the vertical

component of turbulence illustrated in Figure 7, our data suggest a weaker relationship with depth

and mean velocity. High values ofv′/U∗ tend not to correspond closely withV/U∗ and some of the
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greatest intensities were observed in shallow water along the left bank [e.g, (6, 1)], which resulted

in significantly different distributions for the low and intermediate discharges. The difference

between the 1.13 m3/s and 3.25 m3/s distributions was highly significant, with smaller mean and

median values at the highest flow due to a reduced number of large values ofv′/U∗, particularly

in the thalweg. The spatial pattern and probability distribution of transverse turbulence intensity

w′/U∗ varied little among the three discharges (Figure 8), with essentially no change in the mean

or median. The primary control onw′/U∗ appeared to be the flow depth — intensities were greatest

in the thalweg and smaller along the left bank and the shallowbench at right, wherew′/U∗ values

increased with stage.

3.2 Geostatistical models of spatial structure

To summarize and quantify the spatial patterns illustratedin Figures 3 - 8, we calculated experi-

mental semivariograms in the streamwises and transversen directions for each flow characteristic

and summarized these spatial structures by fitting parametric covariance models. Semivariograms

for mean velocity components and turbulence intensities are plotted in Figures 9 and 10, respec-

tively, and the corresponding model parameters are listed in Table 7. Some important geostatistical

caveats relating to sample design, the nugget effect, and parameter estimation must be considered

in interpreting these results. The semivariogram valueγ(|h|) at lag |h| = 0 is zero by definition

(Equation 1), and the nugget effect is expressed as a discontinuity at the origin such thatγ(ε) > 0

for an arbitrarily small lag distance|h| = ε > 0. This vertical offset is a consequence of measure-

ment error and/or fine-scale variability due to processes operating over lag distances smaller than

the most closely spaced observations of the sampling design(Oliver and Webster, 1986). These

two contributions to the nugget cannot be distinguished unless co-located replicates are available to

estimate the measurement error variance, and the most effective means of establishing the behavior

near the origin is to increase the spatial resolution of the sampling design — that is, decreasing the

smallest lag distance between measurement locations (Goovaerts, 1997). The sampling strategy

used in this study thus failed to reveal any information on processes operating at distances less

than 1.5 m in thes direction or less than 0.5 m in then direction and we had to model the nugget

effect by extrapolating the semivariogram for the first few lags back to the ordinate, which is the
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typical approach in geostatistical practice (Goovaerts, 1997). A related issue is that of automated

parameter estimation by weighted least squares. A noisy experimental semivariogram could be fit

with either a pure nugget effect or a covariance model with anextremely long range, and numerical

fitting procedures often opt for the latter. In this case,γ(h) increases only slightly over the sampled

range of lags and, like the pure nugget model, indicates a lack of correlation at the spatial scales

considered, though the process could be spatially structured at smaller and/or larger scales. For the

purposes of this study, semivariograms modeled as either a pure nugget (by eye) or a long-range,

high-sill covariance (by weighted least squares) can be interpreted as an indication that the time-

averaged spatial structure of the flow characteristic is poorly defined between the length scales of

1.5 and 6 m and 0.5 and 10 m in thes and/orn directions, respectively.

For the mean streamwise velocityU/U∗ (left column of Figure 9), the total sill (nugget + sill

of the covariance model) of thes semivariogram decreased as discharge increased, with the largest

change occurring between 1.13 and 2.41 m3/s. At the lowest discharge, the shallow depth dictated

that the flow field would be dominated by the localized effectsof roughness elements, yielding a

less smooth spatial structure characterized by a higher sill. In then direction, the sill of theU/U∗

semivariogram was lowest for the lowest discharge because fewer pairs of points are on opposite

sides of the break in slope [(-1.5, 10) to (6, 9)] between the right bench, with very low velocities,

and the thalweg, where velocities are higher. The short range of the 1.13 m3/s semivariogram

indicates that the transverse spatial structure was also rougher due to the greater influence of pro-

tuberant clasts at lower relative depths. The sills of theU/U∗ semivariograms for 2.41 and 3.25

m3/s were similar, but the greater range at 3.25 m3/s indicated that the spatial structure of the flow

field became smoother as stage increased and the effects of roughness diminished. The dip in̂γ(h)

values at intermediate transverse lags for 1.13 m3/s was due to the large number of pairs of points

with similarU/U∗ values located on opposite sides of the 4 - 6 m wide thalweg. Similarly, the high

γ̂(h) values at longern lags at the two higher discharges resulted from the pairing of low velocities

on the right bench with high velocities in the thalweg.

The experimental semivariograms for the mean vertical velocity V/U∗ were not as well-defined,

particularly in then direction (center column of Figure 9). Thes semivariograms for the low and

intermediate discharges exhibited more coherent spatial structures and higher sills than the 3.25
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m3/s semivariogram due to a greater number of high values ofV/U∗ at the downstream end of

the thalweg at the two lower discharges. The sill for 3.25 m3/s was also the lowest of then semi-

variograms because of the well-defined, laterally extensive areas of downwelling most evident at

cross-sections 2 and 4. Sills were higher for the two lower discharges because theV/U∗ values of

successive points along a cross-section were less regular,with strong upwelling often juxtaposed

against relatively rapid downwelling over small lateral distances. These results suggest that the

spatial structure of vertical velocity at lower flows was dominated by small-scale processes such

as flow separation and eddy shedding associated with large roughness elements.

We observed strongly stage-dependent spatial patterns forthe transverse component of the

mean velocity (right column of Figure 9). In thes direction, theW/U∗ experimental semivariogram

increased steadily over the range of lag distances we sampled; the largest values of̂γ(h) occurred

at 2.41 m3/s for intermediate lags and at 1.13 m3/s for the greatests lag of 6 m. These high

semivariances reflected the contrast between left-directed flow at the upper end of the riffle and

rightward velocities along the left bank and in the thalweg at cross-sections 4 and 5. At the highest

discharge, the sill of the semivariogram was much lower because the rightward flow in the lower

thalweg was not as strong and a continuous streamwise threadof moderate leftward velocities had

formed on the right bench; the relative homogeneity ofW/U∗ values on the bench reduced the

average squared difference at alls lags. In the transverse direction, the highest sill was observed at

2.41 m3/s because strong right– and left–directed currents occurred along the same cross-section,

most notably sections 3 and 5. The sill at 3.25 m3/s was not as high because of the relatively

uniform leftward flow off of the right bench and the weakeningof the flow into the thalweg from

the left bank. The lowestn direction sill occurred at the lowest discharge because absolute values

of W/U∗ vales were smaller on average and tended to be negative (rightward), with only a few

positive (leftward) observations.

In general, the spatial structure of turbulence intensity was not as well-defined as for the mean

velocity components, and the effects of flow stage were more difficult to discern from our mea-

surements and analyses. The sill of the semivariogram foru′/U∗ was lowest at the intermediate

discharge for both thes and n directions and also appeared to have the most coherent spatial

structure (left column of Figure 10). The highn-direction semivariances at the lowest discharge
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resulted from the juxtaposition of very lowu′/U∗ values on the right bench, where relative depths

and mean velocities were lower, and moderate to high values in the thalweg along cross-sections

1 and 2. Similarly, the transverse sill at 3.25 m3/s was higher than that for 2.41 m3/s because a

greater number of lowu′/U∗ values in shallow water were observed at the higher discharge. The

sill of the v′/U∗ semivariograms for both directions (center column of Figure 10) were highest at

the intermediate discharge and lowest at the highest discharge and were influenced by the large

number of high intensity observations made at 2.41 m3/s along the left margin of the thalweg. The

high transversêγ(h) values at this discharge were due to the pairing of highly turbulent points on

the left with areas of less-developed turbulence in the thalweg and on the shallow bench to the right.

The contrast between the left and right margins of the channel was less pronounced at the highest

discharge as the lateral distribution ofv′/U∗ became more homogeneous and reduced the sill of

then direction semivariogram. The streamwise spatial structure of transverse turbulence intensity

was similar for the three discharges, but the effects of increasing flow stage were evident in then

direction (right column of Figure 10). The transverse sill of the w′/U∗ semivariogram decreased

with increasing discharge as the very low turbulence intensities along the right bench increased

to create a more laterally homogeneous spatial distribution. These results suggest that turbulence

became more intense and developed a more continuous spatialstructure as stage increased and the

localized effects of large roughness elements on the flow field became less pronounced.

3.3 Spatial analysis of the effects of local boundary roughness

We examined the local and lagged effects of boundary roughness on mean velocity components and

turbulence intensities by computing cross-correlograms (Equation 7) betweenh/ks, the local index

of relative roughness described in Section 2.2, and each of the flow characteristics in Table 4. These

results are illustrated in Figures 11 and 12, where the cross-correlation betweenh/ks values at

locationsα and the specified flow characteristic at locationsα +h is plotted as a function of the lag

h separating the observations; cross-correlograms were calculated for both thes andn directions.

As opposed to the semivariograms discussed above, correlograms measure the similarity between

lagged measurements, and a well-defined spatial structure is expressed as a smooth decrease in

ρ(h) with increasing lag. Because the cross-correlogram compares two different variables, the
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value ofρi j(h) at lag zero is simply the correlation coefficient between co-located observations of

the two variables;ρi j(h) values for largerh quantify the spatial persistence of this correlation.

The cross-correlograms relating local boundary roughnessh/ks to the mean streamwise veloc-

ity U/U∗ (left column of Figure 11) indicate a strongly stage-dependent effect of local boundary

roughness on flow strength. The lag-zero cross-correlationbetweenh/ks andU/U∗ was consis-

tently positive and increased with discharge, indicating an increase in mean velocity as flow depth

increased relative to the roughness height of the bed. This relationship was strongest at 3.25 m3/s

when depths and velocities were greatest and weakest at 1.13m3/s whenh/ks was smaller and

the effects of roughness more pronounced. The decrease inρi j(h) from 0 to the firsts lag for the

two highest discharges indicated that the effects of roughness diminished, on average, within a

streamwise distance of 1.5 m, but the cross-correlogram increased again for the next lag and no

clearly-defined spatial structure was evident. A more coherent pattern emerged in then direction,

whereρi j(h) decreased steadily over the first three lags at all three discharges while preserving the

trend of increasing correlation with increasing dischargeover this range. The transverse spatial

cross-correlation betweenh/ks andU/U∗ was most persistent at the highest measured discharge,

suggesting that the flow became more spatially coherent as stage increased and drowned out rough-

ness elements on the right bench. At 1.13 m3/s, the rapid decline to negative correlations and strong

negative correlations at lags from 2-5 m was primarily due tothe pairing of smallh/ks values on

both margins of the thalweg with high velocities in the thalweg proper.

For the vertical component of mean velocity, lag-zero correlations betweenh/ks andV/U∗

were positive but neither as strong nor as clearly stage-dependent as forU/U∗ (center column of

Figure 11). The highest value ofρi j(0) occurred at 2.41 m3/s but the correlations for 1.13 and 3.25

m3/s were essentially identical. The correlation at the intermediate discharge was higher due to

the upwelling (large positiveV/U∗) that developed in the deeper flow in the thalweg, whereh/ks

was also greatest. Neither the streamwise nor transverse spatial structure was well-developed for

any of the three discharges. The erratic behavior of theh/ks, V/U∗ n-direction cross-correlogram

at 1.13 m3/s could have been an expression of very localized interactions among vertical velocities

and individual clasts as flow separated and eddies were shed,but outlying observations of either

variable also could have influenced theseρi j(h) values.
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The lag-zero correlation betweenh/ks and the mean transverse velocity was negligible at 1.13

m3/s and weakly negative at the two higher discharges. For thes direction cross-correlograms,

the most notable trend was the highly negativeρi j(h) values for the three greatest lags at 2.41

m3/s as a result of the large number of negative values ofW/U∗ (rightward flow) in cross-section

5 paired with moderate to highh/ks values at the upper end of the thalweg. In then direction,

the 1.13 m3/s cross-correlogram was quite erratic, but a parabolic trend with negative correlations

at the smallest and largest lags and positive correlations at intermediate distances was evident for

the higher discharges. Referring back to the maps in Figure 5 indicated that this trend could be

explained by rightward flow (negativeW/U∗) and highh/ks in the thalweg producing negative

values ofρi j(h) for small h and positiveρi j(h) at largerh as the negativeW/U∗ values in the

thalweg were paired with points having greater roughness (lower h/ks) on the right bench; at

greater lags from 8-10 m, the correlation declined again andapproached zero as more pairs of

points combined relatively high and low values of both variables.

Cross-correlograms relating local boundary roughness to turbulence intensity tended to be ir-

regular over the range of lag distances covered by our sampledesign (Figure 12), but the lag-zero

correlations yielded some insight into the effects of stageand roughness on turbulence components.

u′/U∗ andw′/U∗ were uncorrelated withh/ks at lag zero for the lowest discharge and positively

correlated at the two higher discharges, suggesting that, at a point, these two components of tur-

bulence intensity increased with flow depth relative to boundary roughness. Forv′/U∗, ρi j(0) was

lower but still positive for the two highest flows and moderately negative at 1.13 m3/s, suggesting

that vertical eddying could be slightly enhanced where roughness elements occupied a greater pro-

portion of the flow depth. The only clear trend that emerged atgreater streamwise lags occurred at

the lowest discharge, whenρi j(h) decreased over the first three lags for all three intensity compo-

nents, going from positive to negative over this 3 m distancefor v′/U∗. This result could suggest

that at low stages when the effects of boundary roughness aremost pronounced, turbulence inten-

sity lags behind the roughness and tends to peak downstream from points of highh/ks where flow

reattaches in the lee of obstacles and greater flow depths (and mean velocities) allow larger-scale

eddies to develop. In then direction, the cross-correlation betweenh/ks and each of the three

intensity components at 2.41 m3/s decreased over the first three lags and became negative by a
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transverse lag distance of 1.5 m. In reference to Figure 5, this trend could be a consequence of the

well-developed transverse flow at this discharge, to the left at the upper two cross-sections and to

the right at the lower two cross-sections. The interaction of these lateral currents with roughness

elements could have produced delayed, negative peaks inρi j(h) (i.e., high values ofu′/U∗, v′/U∗,

and/orw′/U∗ located to the side of low values ofh/ks, especially on the right bench) where this

transverse flow reattaches in the (lateral) lee of obstacles.

3.4 Thalweg vertical profiles

In addition to the cross-sectional deployment upon which our analysis of plan view spatial patterns

was based, we also measured five thalweg vertical profiles to resolve salient features of three-

dimensional flow structure. These data are presented in Figures 13 and 14, along with longitudinal

profiles of local roughness heightks and bed elevation. Our ADV data pre-processing (Section

2.1) resulted in the rejection of a number of measurement points, most notably at greater depths,

due to the difficulty of obtaining reliable velocity measurements near the bed, and/or near the

water surface at higher discharges, due to aeration, and limited our ability to resolve the shape of

certain profiles. Visual inspection of these profiles suggested that some observations (i.e., the top

measurement at cross-section 1 and the bottom measurement at cross-section 3 at 3.25 m3/s) that

satisfied our filtering criteria might have been of dubious quality as well.

Despite the limitations of our data set, the thalweg profiles, together with the plan view maps in

Figures 3 - 8, revealed important aspects of the three-dimensional flow structure through the riffle.

Scaling the mean velocity components and turbulence intensities by the reach-averaged friction

velocityU∗ effectively collapsed profiles measured at different discharges about a common trend by

accounting for the increase in depth-averaged velocity with depth. For the streamwise component,

differences between discharges were most pronounced in thethird and fourth profiles. At cross-

section 4, where the flow field was affected by the rise in the bed elevation profile at 3.5 m,U/U∗

was highest at the intermediate discharge, with the greatest difference at the bottom of the profile.

The vertical and lateral components of the mean velocity varied more along the thalweg and among

the three discharges in response to stage-dependent secondary currents. At the first cross-section,

V/U∗ was negligible to slightly negative (downwelling) at the low and intermediate discharges
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while W/U∗ was slightly positive, indicating weak leftward flow. As thedischarge increased to

3.25 m3/s, strong upwelling developed above 0.3h and transverse velocities near the top of the

profile also increased. For the next profile downstream, lateral flow toward the left bank was more

pronounced at all three discharges, and strong downwellingdeveloped in the upper half of the

profile at 2.41 and 3.25 m3/s as flow converged and descended into the thalweg. For the third

profile, this downwelling motion was less developed at 1.13 and 2.41 m3/s but remained strong

at the highest flow. High transverse velocities toward the right bank (negativeW/U∗) were also

measured in the middle of the profile at 3.25 m3/s but became weaker toward the surface; a similar

pattern of rightward flow at depth and leftward flow at the surface was observed at the low and

intermediate discharges. At cross-section 4,V/U∗ fluctuated slightly about zero at 2.41 and 3.25

m3/s but weak upwelling occurred at the lowest discharge;W/U was negative (rightward) at all

depths and discharges at this location as flow converged off of the left bank into the thalweg. This

rightward flow was well-developed at all discharges at cross-section 5, though the lateral current

became weaker toward the top of the profile at the two higher discharges. Predominantly positive

values ofV/U∗ at the intermediate discharge and negative values at the highest flow suggest that

the vertical component of the mean velocity switched from upwelling to downwelling between

2.41 and 3.25 m3/s. Coupled with the maps ofV/U∗ andW/U∗ in Figures 4 and 5, these profiles

indicate a zone of convergence with leftward, downwelling flow at the upstream end of the thalweg

that was most clearly developed at 3.25 m3/s and an opposite pattern of rightward, upwelling flow

at the lower end of the riffle that was best expressed at the intermediate discharge.

The profiles in Figure 14 indicate that turbulence intensities for the three discharges were sim-

ilar when scaled by the reach-averaged friction velocity. For the streamwise component,u′/U∗

generally decreased away from the boundary asU/U∗ increased. A similar pattern of decreasing

turbulence intensity with increasing distance from the bedwas also apparent in thev′/U∗ profiles,

but w′/U∗ tended to be more uniform over the flow depth. Closer scrutiny of the mean velocity

and turbulence intensity profiles indicated that subtle peaks in v′/U∗ and/orw′/U∗ tended to oc-

cur at vertical locations whereV/U∗ and/orW/U∗ changed sign (i.e., transitions from leftward to

rightward and/or upwelling to downwelling flow) over a smallvertical distance, indicating flow

separation. Profile 5 provided the best illustration of thisrelationship, where the peak inv′/U∗
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at 0.3h for 2.41 and 3.25 m3/s corresponded to a change from weakly upwelling to strong down-

welling in the vertical profile ofV/U∗. Similarly, the spike inw′/U∗ at 0.3h observed for all three

discharges was associated with a transition from negligible lateral flow at 0.2h to a strong rightward

current at 0.3h.

4 Discussion and conclusion

Our extensive, high-resolution measurements of flow velocity and bed topography and spatially ex-

plicit statistical analyses of these data provided detailed information on reach-scale, three-dimensional

flow characteristics in a steep, cobble-bed riffle. Collecting data at three discharges also provided

quantitative insight on the effects of stage and roughness on the spatial variability of these flow

fields. Although the relative simplicity of our instrumentation and deployment strategy did not

allow us to directly examine the coherent flow structures emphasized by Roy and colleagues

over the past decade (Robert et al., 1993; Roy, Buffin-Belanger and Deland, 1996; Ferguson

et al., 1996; Buffin-Belanger and Roy, 1998; Roy et al., 1999; Buffin-Belanger et al., 2000; Roy

et al., 2004; Lamarre and Roy, 2005), our study complements previous research by 1) extend-

ing this type of investigation to a higher-gradient, coarser-grained fluvial system; 2) incorporating

measurements of lateral velocity; 3) introducing a geostatistical framework for quantifying spa-

tial variability; and 4) providing a more thorough, spatially distributed perspective on the time-

averaged mean and turbulent flow characteristics and their relationship with boundary roughness

at the reach scale.

Our study is most similar to that of Lamarre and Roy (2005), whofound that complex bed

topography and protuberant clasts had only minor impacts onthe flow field in a moderate-gradient

(0.002) gravel-bed (D84 = 100 mm) gravel-bed river, and our results support several oftheir con-

clusions. In general, our measurements and analyses indicate that even in a cobble-bed riffle where

D84 was of the same order as the mean depth (Tables 1 and 3), flow patterns were controlled by

the gross morphology of the channel and thus exhibited a reasonable degree of organization, par-

ticularly at the two highest discharges we sampled. At thesestages, individual roughness elements

exerted less of an influence on the flow field as well-defined secondary currents developed in re-

sponse to the more salient topographic features of the channel. While our data do not allow us to
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address the length or time scales of coherent flow structuresin the sense of Roy et al. (2004), our

observations over a range of discharges lend support to their conclusion that flow depth is the fun-

damental control on flow structure; both the strength and spatial persistence of the flow increased

at higher stages. These effects were expressed most clearlyin the streamwise semivariograms of

mean streamwise velocity (top left panel of Figure 9), wheresills decreased as discharge increased

and the spatial structure of the flow became smoother and morecontinuous. Cross-correlograms

relating local boundary roughness to mean and turbulent flowcharacteristics provided further ev-

idence of the importance of flow depth relative to roughness height as a control on both the mag-

nitude of the mean velocity vector and the intensity of turbulence, although the generally rapid

decline in correlation with increasing lag suggested that the effects of roughness were quite local-

ized. These results are consistent with the finding of Lamarre and Roy (2005) that the influence of

individual clasts or bedforms was only expressed in velocity profiles over distances less than 25D84

(≈ 2.5 m in their study). Thus, while the flow field does bear the imprint of topographic variability

at high spatial frequencies, most noticeably at lower discharges, overall flow patterns primarily

express the lower-frequency, bulk morphology of the channel. Our observations over a relatively

small range of low to moderate discharges also suggest that the noise introduced to the flow field

by high-frequency topography is increasingly drowned out as stage rises; Whiting (1997) reported

a similar result from a smaller, finer-grained channel. Additional field data collected over a range

of discharges with vertical arrays of synchronized, high-frequency current meters are needed to

assess the stage-dependence of turbulent flow structures inmore detail.

The spatially explicit, stochastic approach adopted in this study provided an effective means of

summarizing our observations and informing our interpretations. Scaling our velocity and turbu-

lence intensity measurements by the reach-averaged friction velocity for each discharge allowed

us to directly compare the variability and spatial patternsof the three flow fields by accounting

for differences in the mean depth. Although statistical tests comparing the distributions of each

flow characteristic at the three discharges yielded some insight (Table 6), important information

would have been lost had we not considered the spatial context of our measurements. For exam-

ple, differences among the probability distributions ofU/U∗ for the three discharges were highly

non-significant, suggesting no stage dependence of the meanstreamwise velocity. The semivar-
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iograms in Figure 9, however, revealed that the spatial structure ofU/U∗ varied as a function of

stage, in both the streamwise and transverse directions. Inmany cases, careful scrutiny of empiri-

cal semivariograms, together with proportional symbol maps of flow characteristics overlain on the

bed topography, directed our attention to certain aspects of the flow field and its interaction with

the boundary and helped us gain a more detailed understanding of hydraulic patterns within the

riffle. We suggest that incorporating spatial information via geostatistical methods could enrich

Lamouroux’s (1995; 1998) stochastic hydraulic framework and facilitate inter-site (e.g., Rhoads

et al., 2003) or (in our case) inter-stage comparisons. Justas Lamouroux et al. (1995) developed

functional relationships between basic geomorphic variables and parameters describing probabil-

ity distributions of velocity, parameters describing the spatial covariance structure of mean and

turbulent flow characteristics could be linked to other, more easily measured, channel properties

such as width, depth, slope, and sediment grain size. In addition to yielding fundamental insight

as to the factors controlling the spatial variability of velocity and turbulence intensity, such an ap-

proach could be used in a more applied context to estimate these flow characteristics from more

readily available data. Our ongoing research focuses on identifying these controls and linking our

empirical observations and geostatistical descriptions to fluid mechanical processes.
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Tables

Table 1: Hydraulic characteristics at measured dischargesQ; h̄ denotes the reach-averaged depth,
U∗ is the friction velocity, andD84 represents the intermediate clast diamter for which 84% of
sampled grains are finer

Q (m3/s) h̄ (cm) U∗ (cm/s) h̄/D84

1.13 22.5 30.1 0.896

2.41 28.9 34.1 1.15

3.25 31.9 35.8 1.27

Table 2: Summary of data collection at each discharge

Q (m3/s) 1.13 2.41 3.25

Depth-averaged cross-sectional data points 81 122 106

Depth-averaged cross-sectional data points rejected 13 249

thalweg profile data points rejected (of 40) 5 8 8

Table 3: Bed surface grain size distribution (mm)

D5 D16 D50 D84 D95

17 51 124 251 437
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Table 4: Notation for velocity components, after Nezu & Nakagawa (1993); friction velocity de-
noted byU∗

Direction Downstream Vertical Cross-stream

Coordinate s z n

Time-averaged mean velocity (cm/s) U V W

Fluctuating velocity (cm/s) u v w

Turbulence intensity (root mean square velocity; cm/s) u′ v′ w′

Non-dimensional mean velocity U/U∗ V/U∗ W/U∗

Non-dimensional turbulence intensity u′/U∗ v′/U∗ w′/U∗

Table 5: Specifications for directional semivariograms

Direction Streamwise(s) Transverse(n)

Start lag distance (m) 0 0

Lag increment (m) 1.5 0.5

Maximum lag (m) 6 10

Azimuth (degrees) 90 0

Azimuth tolerance (degrees) 15 15

Horizontal band width (m) 5 3

Table 6: Kolmogorov-Smirnov test results for the six hydraulic quantities at the three discharges.
The first number is the maximum absolute difference between the two cumulative probability dis-
tributions (percent) and the second number is the corresponding p-value. p-values less than 0.05
indicate that distributions of the hydraulic quantity at the two discharges are significantly different
from one another.

Discharge pair (m3/s)

1.13, 2.41 1.13, 3.25 2.41, 3.25

U/U∗ 8.43, 0.9269 10.28, 0.7700 8.88, 0.8194

V/U∗ 9.66, 0.8287 25.86, 0.0075 26.12, 0.0020

W/U∗ 19.42, 0.0848 34.79, 0.0001 19.99, 0.0347

u′/U∗ 22.45, 0.0293 18.18, 0.1268 10.97, 0.5754

v′/U∗ 28.81, 0.0019 32.19, 0.0004 8.49, 0.8586

w′/U∗ 8.13, 0.9444 14.52, 0.3421 10.98, 0.5741
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Table 7: Semivariogram model parameters for each flow characteristic at each discharge.Cexp and
CGauss refer to the exponential and Gaussian covariance models described in the text.

Streamwise direction (s) Transverse direction (n)

Flow
characteristic

Model
parameters

Discharge (m3/s)

1.13 2.41 3.25 1.13 2.41 3.25

U/U∗ nugget 1.96E-7 0.304 0.250 0.702 0.3649 0.430

model type Cexp CGauss CGauss CGauss CGauss CGauss

sill 1.311 0.398 0.400 1.150 1.666 1.690

range (m) 4.826 3.308 3.00 3.260 3.784 5.628

V/U∗ nugget 0.010 0.040 0.040 0.039 4.13E-10 0.025

model type CGauss Cexp — — Cexp Cexp

sill 0.040 4.03E5 — — 0.050 0.010

range (m) 4.500 3.97E8 — — 1.440 2.00

W/U∗ nugget 0.186 0.107 0.050 0.081 0.156 0.050

model type CGauss CGauss Cexp Cexp CGauss Cexp

sill 1580 0.970 0.400 0.297 0.376 0.400

range (m) 451.8 7.207 6.00 8.48 4.964 8.00

u′/U∗ nugget 0.025 0.005 0.027 0.033 0.005 0.010

model type — CGauss — CGauss Cexp Cexp

sill — 0.015 — 0.038 0.025 0.025

range (m) — 3.00 — 12.18 3.00 2.00

v′/U∗ nugget 0.042 0.05 0.030 0.025 0.020 8.00E-9

model type — — — CGauss Cexp Cexp

sill — — — 0.035 0.070 0.036

range (m) — — — 3.00 2.50 1.416

w′/U∗ nugget 0.005 0.007 0.005 0.005 0.0003 0.006

model type CGauss Cexp CGauss CGauss Cexp Cexp

sill 0.005 8.45E4 0.005 0.018 0.018 0.015

range (m) 3.00 3.63E8 5.00 3.00 4.104 30.80
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Figure captions

Figure 1: a) Location of the study reach on the North Fork CacheLa Poudre River; b) photograph
of the riffle, looking upstream at a discharge of 3.4 m3/s

Figure 2: Residual semivariogram of bed elevation used to define the covariance for kriging with
a trend. The nugget, range (a), and sill (b) parameters described in the text are indicated.

Figure 3: Proportional symbol maps and probability densityhistograms of non-dimensional
streamwise velocityU/U∗ at each discharge.
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Figure 4: Proportional symbol maps and probability densityhistograms of non-dimensional verti-
cal velocityV/U∗ at each discharge.

Figure 5: Proportional symbol maps and probability densityhistograms of non-dimensional trans-
verse velocityW/U∗ at each discharge.

Figure 6: Proportional symbol maps and probability densityhistograms of non-dimensional
streamwise turbulence intensityu′/U∗ at each discharge.

Figure 7: Proportional symbol maps and probability densityhistograms of non-dimensional verti-
cal turbulence intensityv′/U∗ at each discharge.

Figure 8: Proportional symbol maps and probability densityhistograms of non-dimensional trans-
verse turbulence intensityw′/U∗ at each discharge.

Figure 9: Streamwise (top row) and transverse (bottom row) directional semivariograms for each
component of the non-dimensional mean velocity at each discharge. Covariance model parameters
are given in Table 7.

Figure 10: Streamwise (top row) and transverse (bottom row)directional semivariograms for each
component of non-dimensional turbulence intensity at eachdischarge. Covariance model parame-
ters are given in Table 7.

Figure 11: Streamwise (top row) and transverse (bottom row)directional cross-correlograms be-
tween each component of the non-dimensional mean velocity and the local relative roughnessh/ks

at each discharge. Error bars indicate one standard error.

Figure 12: Streamwise (top row) and transverse (bottom row)directional cross-correlograms be-
tween each component of non-dimensional turbulence intensity and the local relative roughness
h/ks at each discharge. Error bars indicate one standard error.

Figure 13: Thalweg vertical profiles for each component of the non-dimensional mean velocity
at each discharge (top three rows). Longitudinal profiles oflocal roughness heightks and bed
elevation are plotted in the bottom two panels.

Figure 14: Thalweg vertical profiles for each component of non-dimensional turbulence intensity
at each discharge (top three rows). Longitudinal profiles oflocal roughness heightks and bed
elevation are plotted in the bottom two panels.
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Figure 5.
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Figure 6.
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