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Abstract

Explorations of Space-Charge Limits in Parallel-Plate Diodes
and Associated Techniques for Automation

by

Benjamin Ragan-Kelley

Doctor of Philosophy in Applied Science and Technology

University of California, Berkeley

Professor Michael Lieberman, Chair

Space-charge limited flow is a topic of much interest and varied application. We extend existing understanding of space-charge limits by simulations, and develop new tools and techniques for doing these simulations along the way.

The Child-Langmuir limit is a simple analytic solution for space-charge limited current density in a one-dimensional diode. It has been previously extended to two dimensions by numerical calculation in planar geometries. By considering an axisymmetric cylindrical system with axial emission from a circular cathode of finite radius $r$ and outer drift tube $R > r$ and gap length $L$, we further examine the space charge limit in two dimensions. We simulate a two-dimensional axisymmetric parallel plate diode of various aspect ratios ($r/L$), and develop a scaling law for the measured two-dimensional space-charge limit (2DSCL) relative to the Child-Langmuir limit as a function of the aspect ratio of the diode. These simulations are done with a large ($100T$) longitudinal magnetic field to restrict electron motion to 1D, with the two-dimensional particle-in-cell simulation code OOPIC.

We find a scaling law that is a monotonically decreasing function of this aspect ratio, and the one-dimensional result is recovered in the limit as $r >> L$. The result is in good agreement with prior results in planar geometry, where the emission area is proportional to the cathode width. We find a weak contribution from the effects of the drift tube for current at the beam edge, and a strong contribution of high current-density “wings” at the outer-edge of the beam, with a very large relative contribution when the beam is narrow.

Mechanisms for enhancing current beyond the Child-Langmuir limit remain a matter of great importance. We analyze the enhancement effects of upstream ion injection on the transmitted current in a one-dimensional parallel plate diode. Electrons are field-emitted at the cathode, and ions are injected at a controlled current from the anode. An analytic solution is derived for maximizing the electron current throughput in terms of the ion current. This analysis accounts for various energy regimes, from classical to fully relativistic. The analytical result is then confirmed by simulation of the diode in each energy regime.
The simulation approach involved iteratively testing injected ion current, and treating the measured transmitted electron current as a feedback mechanism. The feedback loop was automated, allowing for a single simulation to locate the optimized current. By tuning the injected ion current, we are able to optimize the transmitted electron current. This tuning of the ion current is automated by the integration of a high-level Python interface, wrapping the C++ particle-in-cell simulation code OOPD1. In this particular system, analysis showed that simulation runtime would be a function of transit time, and thus ion mass. By experimenting with reduced ion mass, we were able to significantly reduce simulation times, while recovering the same physical results.

Field-limited emission is an approach for using Gauss's law to satisfy the space charge limit for emitting current in particle-in-cell simulations. We find that simple field-limited emission models make several assumptions, which introduce small, systematic errors in the system. We make a thorough analysis of each assumption, and ultimately develop and test a new emission scheme that accounts for each. The first correction we make is to allow for a non-zero surface field at the boundary. Since traditional field-emission schemes only aim to balance Gauss's law at the surface, a zero surface field is an assumed condition. But for many systems, this is not appropriate, so the addition of a target surface field is made. The next correction is to account for nonzero initial velocity, which, if neglected, results in a systematic underestimation of the current, due to assuming that all emitted charge will be weighted to the boundary, when in fact it will be weighted as a fraction strictly less than unity, depending on the distance across the initial cell the particle travels in its initial fractional timestep. A correction is made to the scheme, to use the actual particle weight to adjust the target emission.

The final analyses involve geometric terms, analyzing the effects of cylindrical coordinates, and taking particular care to analyze the center of a cylindrical beam, as well as the outer edge of the beam, in Cartesian coordinates. We find that balancing Gauss's law at the edge of the beam is not the correct behavior, and that it is important to resolve the profile of the emitted current, in order to avoid systematic errors. A thorough analysis is done of the assumptions made in prior implementations, and corrections are introduced for cylindrical geometry, non-zero injection velocity, and non-zero surface field. Particular care is taken to determine special conditions for the outermost node, where we find that forcing a balance of Gauss's law would be incorrect.

The new emission scheme is tested in a two-dimensional periodic simulation, to demonstrate that the Jaffe limit for a one-dimensional diode with finite initial velocity is recovered. We also extend the iterative scheme developed earlier, and apply it to determine a scaling law for the Child-Langmuir limit in an axisymmetric planar diode, with finite initial velocity. We find that the new scheme reproduces prior results, and in significantly less computation time due to no longer needing to overinject, and leads to rapid convergence of the surface field, using our new algorithmic optimization wrapper to seek the local limiting current along an emitter.
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Chapter 1

Introduction

Space-charge limited flow is a topic of much interest and varied application. The basic principle of space-charge limits starts with a particular diode system and an applied potential \( V \). As you push more electrons through the gap, the electric-field contributions at the emitting cathode of the electrons already in the gap oppose the field due to the applied potential. Increasing the current through the gap increases the number of particles in the gap, which then further depresses the potential at the emitting cathode, bringing the electric field closer to zero. At some point, the force due to electrons in the gap overcomes the force due to the applied potential. This effect limits the maximum current you can get through a given diode, and there is an analytic solution in the simple case of a one-dimensional infinite planar diode, which is known as Child’s law \([1]\).

This has been an area of much research, because the maximum amount of current in a particular geometry has important implications for the design of various devices. Child’s law makes many assumptions, so there has also been significant research into systems where those assumptions are not valid, so that researchers can have a good framework for understanding the operating limits of their systems.

Recently, there has been an increase in research into the expansion of Child’s law into two and three-dimensional geometries \([2]\) \([3]\). These expansions have allowed better and more complete understanding of the applicability and scaling of Child’s law \([4]\). Increasingly, in the last twenty years, these expansions have been made via simulations \([5]\). However, in this relatively short period, tools available to those building simulations have evolved dramatically and rapidly, and some of the simulations tools have failed to take full advantage of technology available \([6]\).

One of the principal advantages of a simulation as opposed to an experiment is greatly improved instrumentation and interaction capabilities. Unfortunately, the tools and languages best suited to sophisticated interaction algorithms are not those best suited for building highly optimized simulations. Fortunately, we now have tools for developing a hybrid application where a high productivity, high-level language can be used for high-level non-performance-critical activities without impacting the performance of the existing optimized code \([7]\). Since there has been so much good prior work in the simulation codes OOPIC and OOPD1, we should be able to reuse them with minimal disruption, only replacing the user-interface code, allowing much more sophisticated high-level steered simulations.
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So our motivation here is to extend our understanding of space-charge-limited current, while developing tools that facilitate such explorations in general. We do this in the hopes that both the specific physical findings and the software tools built in the process will prove useful for future work.

1.1 Child’s Law

In 1911, Child and Langmuir derived a simple analytical solution for the maximum current density through a simple diode [1]. Given a simple infinite parallel plate diode, illustrated in Figure 1.1, we can write expressions for the steady state.

The system is described with the simple boundary conditions

\[ \Phi(0) = 0 \]  \hspace{1cm} (1.1)
\[ \Phi(D) = V, \]  \hspace{1cm} (1.2)

where \( \Phi \) is the potential, \( V \) is the voltage applied to the diode, and \( D \) is the gap separation. In a vacuum, the magnitude of the electric field \( E \) in this diode is

\[ E(z) = -\frac{V}{D}, \]  \hspace{1cm} (1.3)

where \( z \) is our spatial variable.

In steady state, the magnitude of the current density \( J \) is uniform in \( z \)

\[ J(z) = J_{CL}, \]  \hspace{1cm} (1.4)

and the Child–Langmuir condition is defined such that the current is limited when the electric field at the cathode is zero,

\[ E(0) = 0, \]  \hspace{1cm} (1.5)

Figure 1.1: A one-dimensional parallel plate diode.
which is to say that the electric field contribution at the cathode from the space-charge already in the gap exactly balances the applied field.

We can write out the expression for energy conservation of electrons,

$$\frac{1}{2} m [v(z)]^2 - e\Phi(z) = \text{const} = 0,$$

where $m$ and $v$ are the respective mass and velocity of electrons, and $e$ is the elementary charge. Since this is steady state, the energy is constant throughout the gap, and evaluating at $z = 0$ where both velocity and potential are zero, that constant is zero everywhere. We can also write down Poisson's equation,

$$\nabla^2 \Phi(z) = \frac{-\rho(z)}{\epsilon},$$

where $\epsilon$ is the permittivity of free space and $\rho$ the charge density. Now, if we rewrite $J$ in terms of $\rho$ and $v$ and note that $J(z)$ is constant in steady state,

$$J(z) = \rho(z)v(z) = -J_{CL},$$

we can combine Equations (1.6), (1.7), (1.8), to get the differential equation,

$$\frac{d^2}{dz^2} \Phi(z) = \frac{J_{CL}}{\epsilon} \sqrt{\frac{m}{2e\Phi(z)}},$$

We can solve Equation (1.9), by rewriting it as

$$\left( \frac{d\Phi}{dz} \right)^2 = \frac{4J_{CL}}{\epsilon} \sqrt{\frac{2m\Phi(z)}{e}} + C$$

but $d\Phi/dz$ is just $E(z)$, and we have set $E(0) = 0$ in our boundary condition Equation (1.5), so taking the square root of both sides, we get a straightforward differential equation

$$\frac{d\Phi}{dz} = \sqrt{\frac{4J_{CL}}{\epsilon} \sqrt{\frac{2m\Phi(z)}{e}}},$$

in which we can simply combine the $\Phi$ terms and integrate

$$\int_{\Phi(0)}^{\Phi(z)} \frac{d\Phi}{\Phi^{1/4}} = \int_{0}^{z} \sqrt{\frac{4J_{CL}}{\epsilon} \sqrt{\frac{2m}{e}}} dz.$$
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giving us an expression for \( \Phi(z) \)

\[
\Phi(z) = \left( \frac{3z}{2} \right)^{\frac{3}{4}} \left( \frac{J_{CL}}{\epsilon} \right)^{\frac{3}{4}} \left( \frac{m}{2e} \right)^{\frac{1}{4}}
\]  
\( (1.14) \)

But since we are actually interested in the limiting current density, we can solve Equation \((1.14)\) at \( z = D \), to get

\[
J_{CL} = \frac{4\epsilon}{9} \sqrt{\frac{2eV}{mD^2}}
\]  
\( (1.15) \)

which is the maximum steady-state current density through a particular one-dimensional parallel plate diode, known as Child’s law.

1.2 Applications of Child’s Law

Space-charge effects can have important practical implications for electron beams and diodes, so understanding how various systems are affected has been an important area of research. Investigations have been made into limiting space-charge effects in various environments and situations. One of the more famous of these is the Pierce Gun [8], which uses special cathode geometry to maximize current. Maximizing current is important for device design, and early techniques explored neutralizing space-charge effects by adding positive ions to the system [9]. Space-charge limits were also shown to be significant in cases of cathode fall [10].

Surface effects of space-charge can have significant effects on emission. Fowler and Nordheim found space-charge effects important when exploring the emission of electrons in intense electric fields [11]. There have been a variety of early explorations of the surface effects in emissions under space-charge limited conditions [12][13][14].

Space-charge effects can also vary in different environments and materials, which has also been an area of research, exploring space charge effects in semiconductors [15] and solids [16] and insulators [17], as well as specific materials, including carbon nanotube arrays, sharp points, and cones [18][19][20][21][22]. Space-charge limits can also have strong effects on other processes, such as quantum tunneling [23] and the photoelectric effect [24].

1.3 Extending Child’s Law

Child’s law is useful as a first estimate of current limits in many situations, but it makes several important assumptions.

- Electrons have zero initial velocity
- There is only one species
- The system is one-dimensional, planar
• The system is in steady-state

There has been much research into relaxing these assumptions over the years. Langmuir made early extensions of the initial velocity by analyzing the effects of thermal velocities on space-charge limits [25] [26]. Jaffé extended the theory to include a uniform initial velocity of electrons [27], which has been further generalized more recently [28] [29].

Non-classical physics has also been added to the Child-Langmuir system. Jory and Trivelpiece extended the energy calculation to include relativistic effects [30], which has been further explored recently [31] [32]. Quantum effects have also been explored [33] [34] [35].

Relaxing the single-species assumption has also been a matter of research, both for experiment and theory. Adding positive ions to the system neutralizes the space-charge effects, which has been explored in various scenarios [36] [37], and incorporating relativistic effects [38].

Where there has been perhaps the most work extending Child’s law is in geometry. In the seventies, Wheeler further extended Child’s law by adding (still one-dimensional) spherical treatment for concentric spheres [39], which has since been extended to cylinders [40]. More recently, there have been explorations of two-dimensional effects, developing scaling laws for various geometries. Cartesian 2D has been studied [2] [41] [42] [43], as well as axisymmetric 2D [44] [45], and even wedge geometries [46]. Some specific attention has been paid to the development of wings at the edge of a finite beam [47] [48]. There have even been three-dimensional simulations [3].

The last assumption of Child’s law - that it is steady-state - has also been explored. The time-dependent nature of space-charge limits in transient situations [49] [50] [4], and instabilities [51] [52] have been studied.

1.4 Simulation Tools

Particle-in-cell simulations are a useful approach to exploring these systems, in part because an experimental approach can be taken [53] [54]. One supposed advantage of a simulation approach over an actual experimental one is that interactions that would involve human interaction (simulated device modification, measurement, etc.) can be automated, and can be highly sophisticated and responsive, well beyond what would be feasible for a human and a device. However, in our experience with the OOPIC simulation code [5], we found the application design prohibited such an approach. This experience motivated the development of a new programmatic interface to PIC simulations. The practical benefit of this is that iterative approaches can be developed that might take days or weeks with human interaction can be run in a fraction of the time (sometimes an order of magnitude) when the formerly human input can be automated.

There are many programming languages and environments, each with their own advantages and disadvantages. Physics simulation codes tend to be written in C/C++ or FORTRAN, which are low-level languages that allow fine-grained optimizations of performance critical elements. While these low-level languages allow developers to be highly efficient from a performance perspective, they are not well suited to efficient high-level interactions, where performance may not be critical. Since we want to be able to write programs that emulate the human interaction component, rapid
prototyping and expressiveness are much more important than performance for this subset of the simulation tasks.

For these high-level activities, such as input specification, or simulation interaction and steering, a similarly high-level language can provide great benefit. Where XOOPIC suffers most is using the obsolete Tk GUI toolkit as the only mode of user interaction with simulations. There was no way for another program to interact with an XOOPIC simulation, and similarly no way to express additional high-level logic around the XOOPIC simulation.

For this situation, it is highly beneficial to use a high-level language that provides an easy transition between high-level user-interaction code and low-level simulation code. Python is such a language, if not because of any inherent properties of the language itself, but because of the tools and community that are already using Python to this effect [55]. There is even precedence for using the Python language in plasma simulations [5].

1.5 Goals

The primary goals of this work are to expand our understanding of space-charge limits, and develop new methods for further explorations of space-charge limited beams, and plasma systems in general. We make our own extensions of Child's law, by exploring the axisymmetric two-dimensional parallel plate diode, and relativistic upstream ion injection in one-dimension. In order to do these explorations, we also develop some new tools for exploring plasma simulations, which should prove useful in general. These tools aim to make investigation into variations of simulations simpler and more convenient, and we make use of them here, to explore in detail field-emission methods, and to relax a variety of assumptions in earlier work.
Chapter 2

Two-Dimensional Axisymmetric Child-Langmuir Scaling Law

This chapter has been previously published in *Physics of Plasmas* as “Two-Dimensional Axisymmetric Child-Langmuir Scaling Law” [44].

### 2.1 Background

The limits of current through parallel plate diodes has been an area of interest for many years. For over eight decades, we have had Child’s law, a full analytic theory for the space charge limited current density between two plates, provided the system is one dimensional and the initial velocity of the carriers is zero [1] [26] [56]:

\[
J_{CL} = \frac{4e}{9} \sqrt{\frac{2e}{m}} \frac{V^{3/2}}{D^2}
\]  

(2.1)

where \(e\) is the carrier charge magnitude, \(m\) is the carrier mass, \(V\) is the potential gap between the electrodes, \(D\) is the gap distance, and \(\epsilon\) is the permittivity of the gap.

Jaffe expanded this theory to account, with some approximations, for monoenergetic initial velocity of the carriers [27]:

\[
\frac{J_{1DSCL}}{J_{CL}} = \left( \left( 1 + \frac{E}{V} \right)^{\frac{1}{2}} + \left( \frac{E}{V} \right)^{\frac{1}{2}} \right)^3
\]  

(2.2)

where \(E/V\) is the ratio of the initial kinetic energy of the carriers to the gap potential. This been further generalized recently [28].

However, the effects of allowing variation of the system in a second or even third dimension has not been explored until recently. The Cartesian two-dimensional space charge limit, 2DSCL, which allows the beam to have a finite width, and variation and motion along that width, has been recently explored via particle-in-cell (PIC) simulation [2], and the characteristics of space charge...
limited emission in PIC has also been explored [57]. The Cartesian case has been well explored recently, investigating the current limits and profiles [47] [43]. Luginsland et. al. found a scaling law, showing that the ratio of the 2D space-charge limited current density, $J_{2DSCL}$, to the 1D limit, $J_{CL}$, predicted by Child is inversely proportional to the ratio of the width of the system to the separation of the plates ($W/D$). As $W$ grows large compared to $D$, the system begins to approximate the 1D case and the 1D limit is recovered. Radial emission has also been explored analytically for cylindrical and spherical cases [40] [58], as well as wedge geometries [46]. All these different geometries give a different relationship to the classical 1DSCL.

Here, we have explored a different two-dimensional case - a cylindrical axisymmetric system with axial emission, where we still have a parallel plate diode, but rather than having one lateral dimension be finite and the other be infinite, we have a finite radius and assume rotational symmetry around the axis, as shown in Figure 2.1.

We set out to reproduce the Cartesian 2D results in this new geometry, but there are some significant factors that differentiate the two simulations. The Cartesian simulations considered the 2DSCL to be defined as the point where, injecting a uniform current density, some carriers begin to turn back. Thus, that paper defines the 2DSCL as the maximum uniform current density where all injected current is transmitted. We, on the other hand, define the 2DSCL as the maximum current that can be transmitted at steady state through the diode, which means that current is space charge limited at all values of $r$ in the beam. Thus, our 2DSCL is higher than that of Luginsland et. al., but should converge to 1D in a similar manner.

A second differentiating factor is the resolution of the potential minimum. In the case of non-zero initial velocity, for current to turn back, a potential minimum has to exist that is some finite distance from the emitting wall. In our case especially, where carriers are being turned back across the entire beam, it is important to resolve that potential minimum. The 2D Cartesian paper does not attempt to resolve this minimum. A result of this requirement is that we must use a much finer mesh, which in PIC simulation precipitates a need for many more computational particles, and as a result our simulations are computationally larger than those we set out to replicate. In order to maintain a reasonable run time while resolving the potential minimum to several cells, we also had to increase the initial velocity of the electrons.

These first two differences are not specific to cylindrical geometry, rather they result from a different approach to the space-charge limit and would remain if we were simply repeating the Cartesian case. There is, however, one significant difference that is geometric, and that is the presence of a drift tube surrounding the beam. In the Cartesian case, a periodic boundary condition was applied in the lateral dimension, such that the simulated system was an array of line beams. In the cylindrical case, we use an equipotential boundary at the outer radius, $R$, and keep it relatively far from the beam, such that $(R-\bar{r})/L$ is always at least 1-20. The image charge in this drift tube could have an effect on the SCL, so this effect is also investigated.

As shown in Figure 2.1, electrons are emitted axially from one side of the cavity towards the other, accelerated by a gap potential $V$. The outer wall is kept at $V/2$ to keep the background potential of the cavity symmetric. For this simulation, the gap potential $V = 1kV$, and electrons are emitted with a velocity small ($0.01 \times V$) compared to $V$. 
2.2 Numerical Solution

In addition to running PIC simulations, we also solve for the steady state solution with a conventional numerical approach to the Poisson equation in both Cartesian and axisymmetric cases. We will present the scheme and results for Cartesian first, and then the differences for the axisymmetric case. For solution purposes, we assume a very large longitudinal magnetic field, such that $\vec{J}(x, z) = J(x) \hat{z}$. This is an appropriate assumption, because as shown by Luginsland et al., a large magnetic field makes very little difference in the 2DSCL [2].

Thus, the differential equations to solve are:

\begin{align*}
    \nabla^2 \phi(x > x_{beam}, z) &= 0 \quad (2.3) \\
    \nabla^2 \phi(x \leq x_{beam}, z) &= \frac{J(x)}{\epsilon_0 \sqrt{2e/m \phi(x, z)}} \quad (2.4)
\end{align*}

with the boundary conditions:
\( \phi(x, z = 0) = 0 \) \hspace{1cm} (2.5) \\
\( \phi(x, z = L) = V \) \hspace{1cm} (2.6) \\
\( \frac{\partial \phi}{\partial z}(x \leq x_{\text{beam}}, z = 0) = E_0 = 0 \) \hspace{1cm} (2.7)

This is not a system that can be solved by simple analytic process due to the nonlinearity in \( \phi \) in the beam, and the fact that \( J \) is not specified (it is actually the solution we want). Our scheme involves choosing two initial guesses for \( J \) based on the 1D prediction, and then solving the equation for \( \phi(x, z) \) without imposing the surface electric field \( (E_0) \) boundary condition. Once we have solved for a \( \phi \), we compare with the \( E_0 \) condition, and use Richardson extrapolation to pick a new \( J \), and repeat until \( \phi \) converges to a solution satisfying the \( E_0 \) condition \[59\]. Thus, each iteration of the scheme starts with a previous guess for the current profile: \( J(x) \) discretized as \( J_i \), defined along the \( x \)-axis.

**Inner Iteration: Finite Difference**

The inner (\( \phi \)) iteration scheme takes this preliminary \( J_i \) and performs a second order finite difference approach to Poisson’s equation:

\[
\nabla^2 \phi_{i,j} = \frac{\phi_{i+1,j} + \phi_{i-1,j} - 2\phi_{i,j}}{\Delta x^2} + \frac{\phi_{i,j+1} + \phi_{i,j-1} - 2\phi_{i,j}}{\Delta y^2} = -\frac{J_{\epsilon 0}}{v_{i,j}} \tag{2.8}
\]

With this approximation, \( \phi \) is evolved, using the scheme:

\[
\phi_{i,j}^{n+1} = \phi_{i,j}^{n} + f_{i,j}^{n} - \nabla^2 \phi_{i,j} \tag{2.9}
\]

where

\[ f \equiv \text{non-linear part of the Poisson equation} \]
\[ D \equiv -2\left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \right) \]

This scheme is evolved until \( \Delta \phi/\phi \) converges within some user specified parameter, \( 10^{-4} - 10^{-7} \) in our cases.

**Outer Iteration: Richardson Extrapolation**

Once we have solved for \( \phi \), we examine the \( E_0 \) condition. By looking at the previous two values for \( J_i \) (\( J^1 \) being the current guess, \( J^2 \) being the previous guess) and \( E_0 \) from the Poisson solve, we extrapolate for \( J_i \) to satisfy the \( E_0 \) boundary condition:
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Figure 2.2: Plots of current profile with wings and 2D/1D convergence for the 2D Cartesian case.

By weighting our current guess and the extrapolated $J^*$, we pick a new guess and send that back into the inner iteration to get a new $E$ until the $E_0$ condition is satisfied within another user specified parameter, $\Delta E_0/E_0 \leq 10^{-6}$ for our case.

In Figure 2.2, we see ‘wings’ in the current profile, as previously described [48]. We also recover a scaling law through a curve fit, similar to the Cartesian PIC results:

$$\frac{\bar{J}_{2DSCL}}{J_{1DSCL}} = 1.0307 + \frac{.261}{W/D} - \frac{.0036}{(W/D)^2}$$

(2.11)

where

$$\bar{J}_{2DSCL} = \frac{1}{W} \int_{-W/2}^{W/2} J_{2DSCL}(x) dx$$

(2.12)

Axisymmetric Case

In the axisymmetric case, the differential equations become:

$$\nabla^2 \phi(r, z) = \frac{\partial^2 \phi}{\partial z^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \phi}{\partial r} \right) = 0; \quad r > r_b$$

(2.13)

$$\nabla^2 \phi(r, z) = \frac{J(r)}{\epsilon_0 \sqrt{\frac{2e}{m} \phi(r, z)}}; \quad r \leq r_b$$

(2.14)

with the boundary conditions:
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$J_{2DSCL}/J_{1DSCL}$ vs $r/L$

Figure 2.3: Current profile

\[ \phi(r, z = 0) = 0 \]  
\[ \phi(r, z = L) = V \]  
\[ \phi(r = R, z) = V/2 \]  
\[ \frac{\partial \phi}{\partial z} (r \leq r_b, z = 0) = E_0 = 0 \]

Applying the same scheme, very little must change, except for the finite difference approximation of the \( r, z \) Laplacian:

\[ \nabla^2 \phi_{i,j} = \frac{\phi_{i+1,j} + \phi_{i-1,j} - 2\phi_{i,j}}{\Delta r^2} + \frac{1}{i\Delta r} \frac{\phi_{i+1,j} - \phi_{i-1,j}}{2\Delta r} + \frac{\phi_{i,j+1} + \phi_{i,j-1} - 2\phi_{i,j}}{\Delta z^2} \]

As shown in Figure 2.3 the current profile shows that similar wings form in the axisymmetric case, but the larger relative volume of the outer edge in a cylinder allows the wings to have an increased contribution. Again, we recover a scaling law, but the larger contribution of the wings slows the convergence to the 1D limit:

\[ \frac{\bar{J}_{2DSCL}}{\bar{J}_{1DSCL}} = 1.042 + \frac{.231}{r/L} - \frac{.01}{(r/L)^2} \]  

(2.15)  
(2.16)  
(2.17)  
(2.18)  
(2.19)  
(2.20)
where

\[
\bar{J}_{2DSCL} = \frac{1}{\pi R^2} \int_0^R J_{2DSCL}(r)(2\pi r) dr
\]

(2.21)

### 2.3 Simulation

The simulation was done in OOPIC, an electrostatic particle-in-cell code. Just as in the Cartesian case, we used a gap potential of \( V = 1kV \), and gap separation of \( L = 1cm \). However, our different definition for the SCL required using \((r, z)\) cell dimensions of \((10^{-4} \text{ m}, 2.5 \times 10^{-6} \text{ m})\) with a timestep of 0.125 ps - all much smaller than those used in the Cartesian case. The initial velocity distribution of the electrons was a \(10eV\) monoenergetic drift, with an additional thermal distribution of \(0.1eV\). The thermal component damps the oscillations that develop in the system [51].

This small initial velocity is just one percent of the gap potential, but Jaffe’s formula shows that even one percent produces a significant change in the predicted 1DSCL, versus Child’s law. If we plug \( E/V = 0.01 \) into Jaffe’s equation, then we see that

\[
\frac{J_{1DSCL}}{J_{CL}} = \left( (1.01)^{\frac{1}{2}} + 0.01^{\frac{1}{2}} \right)^3 = 1.105^3 = 1.35
\]

(2.22)

So, an initial velocity of one percent of the gap potential results in an increase of thirty-five percent in the 1DSCL analytic prediction.

The procedure we use for determining the 2DSCL is to inject a current that is 2-4 times the 1D prediction, and run the simulation for twenty nanoseconds, which is approximately twenty transit times, measuring the output current and current density profile over the last 1000 timesteps. Overinjecting the current produces oscillations in the system, but the small thermal distribution in initial electron velocity allows the oscillations to damp quickly, to near zero in 3-5 ns.


2.4 Discussion

To ensure that we reach a steady state, we added a small thermal distribution of initial velocity to damp oscillations. From the temporal evolution of the kinetic energy shown in Figure 2.5, the system is quickly damped in 3–4 oscillations, and since we measure after approximately twenty, we consider asserting steady state to be reasonable.

We do indeed find an axisymmetric scaling law for $J_{2DSCL}/J_{1DSCL}$, of the expected form. The larger relative contribution of the wings likely prevents the system from approaching the 1D limit as rapidly as was seen in the Cartesian case:

$$\frac{J_{2DSCL}}{J_{1DSCL}} \approx 1 + \frac{419}{r/L} + \frac{0.36}{(r/L)^2}$$  \hspace{1cm} (2.23)

As predicted in the numerical solution to the equations, we do see wings in the current density profile. The width of the wing seems to be fixed at approximately 0.05 cm, so while the contribution of the wing is larger relative to the Cartesian 2D case, it does eventually become negligible relative to the total transmitted current. We can see this readily by examining a rectangular beam with two wings of thickness $\epsilon$ and a cylindrical beam with an external wing of the same thickness. If the cylindrical beam has a radius of $r_b$ and the rectangular beam has a width $2r_b$ centered at $x = 0$, then if they had uniform current density $J$, then the current would be:
Figure 2.5: Kinetic energy (normalized to final value) of the particles versus time, shows damping oscillations.

**Cartesian**: \( \frac{dI_0}{dy} = 2 \int_0^{r_b} J dx \)  

**Axisymmetric**: \( I_0 = 2\pi \int_0^{r_b} Jrdr \)  

But if, as we see here, there are wings of a polynomial form with a peak of \( J(r_b) = 2J(0) \), then \( J \) becomes

\[
J(|x| < r_b - \epsilon) = J_0
\]

\[
J(|x| \geq r_b - \epsilon) = J_0 \left(1 + \frac{|x| - (r_b - \epsilon)}{\epsilon}\right)^p
\]

\[
J(r < r_b - \epsilon) = J_0
\]

\[
J(r \geq r_b - \epsilon) = J_0 \left(1 + \frac{r - (r_b - \epsilon)}{\epsilon}\right)^p
\]

in which case we can quantify the relative contribution of the wings in the Cartesian case:
Figure 2.6: The scaling law for the ratio of 2D axisymmetric SCL current to 1D analytic predictions. The convergence to the limit is slow.

\[ \frac{I}{I_0} = \frac{\int_0^{r_b-\epsilon} J dx + \int_{r_b-\epsilon}^{r_b} J \left(1 + \frac{x-(r_b-\epsilon)}{\epsilon} \right)^p dx}{\int_0^{r_b} J dx} \]

\[ = 1 + \frac{1}{r_b} \int_{r_b-\epsilon}^{r_b} \left( \frac{x-(r_b-\epsilon)}{\epsilon} \right)^p dx \]

\[ = 1 + \frac{1}{r_b} \int_0^\epsilon \left( \frac{x}{\epsilon} \right)^p dx \]

\[ = 1 + \frac{1}{p+1} \frac{\epsilon}{r_b} \]

So, as the size of the beam grows relative to the thickness of the wings, the contribution of the wings to the total current decreases with a coefficient of \((p+1)^{-1}\). Repeating the same analysis in the cylindrical case:
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Figure 2.7: Current density profiles from axisymmetric PIC simulations for \( r/L = 0.2, 0.4, 0.6, 0.8 \) exhibit radial wings.

\[
\frac{I}{I_0} = \frac{\int_0^{r_b-\epsilon} J r dr + \int_{r_b-\epsilon}^{r_b} J \left(1 + \frac{e-(r_b-\epsilon)}{\epsilon}\right)^p r dr}{\int_0^{r_{beam}} J r dr}
\]

\[
= 1 + \frac{2}{r_b^2} \int_{r_b-\epsilon}^{r_b} \left(\frac{r-(r_b-\epsilon)}{\epsilon}\right)^p r dr
\]

\[
= 1 + \frac{2 \left(2 + p - \frac{\epsilon}{r_b}\right)}{(p+1)(p+2)} \frac{\epsilon}{r_b}
\]

\[
\approx 1 + \frac{2 \epsilon}{p + 1} \frac{1}{r_b} \quad \text{(small } \frac{\epsilon}{r_b}\text{)}
\]

So the relative contribution of the wings for larger values or \( r_b/\epsilon \) in the cylindrical case is approximately twice that of the Cartesian case, but it is still a \( 1/r_b \) falloff. This explains why we do see slower asymptotic behavior, but still approaching the 1D limit.

The dip in \( J_{2DSCL} \) in the center of the beam, measured in the PIC simulations is not predicted by theory. The cause of this dip is not yet clear, but it contributes very little to the total transmitted current, so it does not have a significant effect on the scaling law. The dip is several cells wide,
and as seen in Figure 2.8, it has a similar shape relative to the peak current density independent of the beam width. Slight beam spreading has been excluded as a possible cause by using an infinite magnetic field particle advance. Statistical effects in the computational model have been eliminated by ensuring that there are many computational particles in the innermost cells of the beam, and using a variable weight emitter, and the dip is not seen when the current density is not space charge limited. None of these changes have provided a significant change in the current density in the center of the beam, and the cause remains a matter of discussion and the object of future work. It remains unclear whether this is a physical result, or the result of numerical effects in the simulation.

Running the simulation for $r = 4L$, but this time varying $R$ between $5L$ and $10L$, keeping the cell dimensions the same, shows that there is a small contribution to the SCL from the drift tube. As we move the wall closer to the beam, we see in Figure 2.9 that the transmitted current increased one to two percent in the range of our simulations. Since we keep the wall location fixed for all our scaling simulations, based on this observation there could be a small relative error, $\Delta J_{2DSCL}/J_{2DSCL}$, of one to three percent as the beam approaches the wall, since it has a small contribution limiting the space charge effects.
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2.5 Conclusions

We have extended prior work in 2DSCL from the Cartesian case to the axisymmetric case with axial emission. A scaling law is found, showing that the maximum space charge limited steady-state current density scales as $r/L$ relative to the 1D analytic predictions. Two-dimensional theoretical models support results found in both the Cartesian and axisymmetric cases, and a geometric analysis of the contribution of the wings is explored as an explanation of the slower convergence of the axisymmetric geometry, as well as the contribution of image charge in the drift tube. Spatial current profiles are found to have peaks, or ‘wings’, of nearly fixed width at the edges, similar to the Cartesian case. A dip in the current density in the center of the beam is observed in PIC simulations, and its cause remains unknown.

2.6 Future Work

Exploring the cause of the dip in current density in the center of the beam remains a task of interest, especially if its cause is physical. Should it be shown that flat tipped cathodes produce a current density minimum in the center of their beam, it could prove to be useful information. Expanding the scaling law to 3D cases, such as pin array cathodes also remains to be done.

Figure 2.9: Effects of varying the drift tube radius $R$ on the SCL, for $r/L = 4$. 
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Chapter 3

Optimizing Physical Parameters in 1-D Particle-in-Cell Simulations with Python

The work in this chapter is in collaboration with Ming-Chieh Lin and John Verboncoeur.

3.1 Background

There are many problems in PIC simulations where an iterative approach is taken to optimize physical parameters. When the only available interface to the simulation is a high-level GUI, then a great deal of human interaction is required in the iteration process \[44\]. This can be highly inefficient when each iteration may take hours or days. Our goal for this work is to develop a programming model where the input and analysis of simulations happen in the same environment (in our case, the Python programming language).

By having the input and analysis exist in the same interface, and that interface being a fully interactive general purpose programming language, we hope to greatly facilitate an automated analysis and feedback-loop-style simulation pattern, where researchers specify an initial simulation, and describe the analysis for determining when to update, change, or halt the simulation, all in the same place and in the same language. Python is just one example of a robust programming language with relatively simple syntax and high portability, which will allow deployment of multi-step algorithms of virtually unlimited complexity in the optimization process, both in terms of analysis and control. Python has been used in other environments to this effect, with great success \[5\] \[55\].

Field-emission of electrons in diodes is a matter of much interest, another extension of the basic Child-Langmuir system \[1\]. By adding ion current emitted from the anode, it has been shown that the field-emitted electron current can be enhanced well beyond that predicted by the familiar three-halves law in classical regimes \[37\]. Here we will expand that earlier work to relativistic energy regimes, and present a high-level approach for optimizing the emitted current via a new Python interface to low-level simulation code.
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3.2 Model

The System - bipolar flow

The physical system which we explore is that of field-emitted electrons in the presence of ion current in a one-dimensional diode. A fixed current of ions, with ionization level $Z = 1$, is emitted from the anode at a given current density. Electrons are emitted by field emission, governed by the Fowler-Nordheim equation, as expressed in Equation (3.1): [11] [20].

$$J = \frac{A E_s^2}{\phi t(y)^2} \exp \left( \frac{-B v(y) \phi^{3/2}}{E_s} \right)$$  \hspace{1cm} (3.1)

$$t(y)^2 = 1.1$$  \hspace{1cm} (3.2)

$$v(y) = 0.95 - y^2$$  \hspace{1cm} (3.3)

$$y = 3.79 \cdot 10^{-5} \frac{E_s^{1/2}}{\phi}$$  \hspace{1cm} (3.4)

where $E_s$ is the surface electric field, $\phi$ is the work function, and $J$ is our current density.

A fixed DC voltage is applied across the diode, as shown in Figure 3.1.

The transmitted electron current is limited by the space charge in the gap [60]. By adding an upstream ion current, some of the space charge is neutralized, and the maximum transmitted current density is increased. Our goal is to determine the maximum electron current limit for a variety of gap distances and voltages.

We can get a steady-state equation for current in the relativistic bipolar diode, by starting with Poisson's equation and the relativistic conservation of energy [30] [32] [31]:

Figure 3.1: The diode system. Ions are injected with fixed current, and electrons via field-emission.
\[ \nabla^2 \Phi = -\frac{\rho}{\varepsilon_0} \]  
\[ e\Phi = (\gamma_e - 1) m_e c^2 + (\gamma_i - 1) m_i c^2 \]

where \( \Phi \) is the potential, \( \rho \) is the total charge density, \( m_e \) and \( m_i \) are their respective masses, \( e \) is the magnitude of the electron charge, and \( \gamma_e \) and \( \gamma_i \) are the Lorentz factors for electrons and ions, respectively. Adding the relationship of current to charge density,

\[ \rho = \rho_e + \rho_i \]  
\[ J_i = \rho_i v_i \]  
\[ J_e = \rho_e v_e, \]

where \( J_e \) and \( J_i \) are the electron and ion current densities, a solution combining these with Equation (3.1) can be derived [61]:

\[ J_e = \frac{\varepsilon_0 m_e c^3}{2e d^2} \left\{ \int_1^{\gamma_{e0}} (\gamma_e^2 - 1)^{1/2} + q \Gamma + \frac{\varepsilon_0 e}{2m_e c J_e} E_s^2 \right\}^{-1/2} d\gamma_e \]  
\[ \Gamma = [(\gamma_i + 1)^{1/2}(\gamma_{e0} - \gamma_e)^{1/2} - (\gamma_{i0} + 1)^{1/2}(\gamma_{e0} - 1)^{1/2}] \]  
\[ q = (J_i/J_e)(m_i/Zm_e)^{1/2} \]  
\[ \gamma_{i0} = 1 + \frac{ZeV}{m_i c^2} \]  
\[ \gamma_{e0} = 1 + \frac{eV}{m_e c^2} \]

where the \( \gamma_0 \) factors correspond to electrons and ions at the full gap potential (V).

Equation (3.12) defines \( q \), a factor describing the ion current relative to the electron current.

We can solve for a steady state of this system in a self-consistent manner by alternating solutions of the Fowler-Nordheim equations with those of Poisson’s equation [37]:

We start with an initial guess for \( J_e \), then solve Fowler-Nordheim for \( E_s \). This \( E_s \) is plugged into Poisson’s equation to find a new value for \( J_e \). This process is repeated until \( J_e \) converges within a chosen tolerance, such as .01%:

\[ \frac{J_n - J_{n-1}}{J_n} < 10^{-4} \]  

This iterative process is illustrated in Figure 3.2.

**Saturation in various regimes**

Now that we have a mechanism for getting solutions for \( J_e \) in this system, we can explore various values of \( q \), our ion current parameter. \( q = 0 \) corresponds to no ion current at all, and increasing \( q \)
means increasing the ion current from the anode. We can define a saturation value \( q_s \) by setting the surface electric field to zero at the anode in Equation (3.10). This corresponds to space-charge limited emission of ions, and should indicate a maximum steady-state value for both \( J_i \) and \( J_e \).

\[
q_s = (\gamma_{i0} + 1)^{-1/2}(\gamma_{e0} - 1)^{-1/2} \left[ \left( \gamma_{e0}^2 - 1 \right)^{1/2} + \frac{\epsilon_0 e E_s^2}{2m_e c J_e} \right]
\]  

(3.16)

By expanding Equations (3.13)-(3.14) into Equation (3.16), we get Equation (3.17), a full expression of the saturation factor \( q_s \),

\[
q_s = \left( \frac{ZeV}{m_i c^2} + 2 \right)^{-1/2} \left( \frac{eV}{m_e c^2} \right)^{-1/2} \left[ \left( \frac{eV}{m_e c^2} + 1 \right)^2 - 1 \right]^{1/2} + \frac{\epsilon_0 e E_s^2}{2m_e c J_e},
\]  

(3.17)

and can proceed to make observations in various energy regimes, where different terms will vanish, depending on \( eV \) relative to the rest masses of our electrons and ions.

In the non-relativistic regime, we apply the limits

\[
eV \ll m_i c^2, m_e c^2
\]  

(3.18)
to Equation (3.17), and get $q_{sNR}$ for the non-relativistic case after plugging in the Fowler-Nordheim solution for $J_e$:

$$q_{sNR} \approx \frac{1}{\sqrt{2}} \left( \frac{eV}{m_ec^2} \right)^{-1/2} \left[ \left( \frac{2eV}{m_ec^2} \right)^{1/2} + \frac{\epsilon_0 e\phi t(y)^2}{2m_e c A \exp \left( \frac{-Bv(y)\phi^{3/2}}{E_s} \right)} \right]$$

(3.19)

In the intermediate regime, we have relativistic electrons and non-relativistic ions:

$$m_e c^2 << eV << m_i c^2$$

(3.20)

This gives our simplified $q_s$ as:

$$q_s \approx \frac{1}{\sqrt{2}} \left( \frac{eV}{m_ec^2} \right)^{-1/2} \left[ \left( \frac{eV}{m_ec^2} \right)^{1/2} + \frac{\epsilon_0 e\phi t(y)^2}{2m_e c A \exp \left( \frac{-Bv(y)\phi^{3/2}}{E_s} \right)} \right]$$

(3.21)

Finally, we have the ultra-relativistic regime ($q_{sUR}$), where applying the limits

$$m_e c^2, m_i c^2 << eV$$

(3.22)

gives us

$$q_{sUR} \approx \left( \frac{ZeV}{m_i c^2} \right)^{-1/2} \left( \frac{eV}{m_ec^2} \right)^{-1/2} \left[ \left( \frac{eV}{m_ec^2} \right)^{1/2} + \frac{\epsilon_0 e\phi t(y)^2}{2m_e c A \exp \left( \frac{-Bv(y)\phi^{3/2}}{E_s} \right)} \right]$$

(3.23)

**Confirming with Simulations**

By solving the system with $q = q_s$, we can find the ion current which corresponds to maximum enhancement of the electron current. We can then use this value for $J_i$ as an input to simulations with the PIC simulation code OOPD1 [62].

Running some simulations in each regime shows very good agreement with the theory, as seen in Figure 3.3.
Figure 3.3: Comparison of OOPD1 simulations with theoretical predictions.
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3.3 An Alternate Path to \( q_s \)

So, we have our solution for \( q_s \), and simulations that confirm the predicted relationship between \( J_e \) and \( J_i \). However, these simulations do not actually confirm that this is indeed the maximum value for \( J_e \) and \( J_i \), only that the \( J_e \) for a given \( J_i \) is correct. If we don’t take \( J_i \) as given, we can apply an optimization scheme to find the \( J_i \) that maximizes a steady-state \( J_e \). Simulations also allow us to explore the effects of non-zero initial velocities and temperatures, as well as multidimensional behavior, complicated geometry, or other extensions of the model where an analytic solution becomes intractable.

**Optimization Scheme**

Recall that our goal is to determine the maximum electron current (\( J_e \)) for this diode. The current limit is a function of the upstream ion current - increasing the ion current allows an increase in the transmitted electron current by suppressing the space charge effects, but there is a limit to this enhancement effect. Here we propose an iterative model for determining the minimum ion current that maximizes the electron output current.

The procedure we propose is rather simple. For each diode we wish to study, we use the following steps to determine the maximum current density:

1. Setting the initial current and advancing the simulation are fairly clear. The marked steps (with (‘-’) in the pseudocode, or blue in the flow chart) may require further specification.

2. The main purpose of the initial run to steady state is to fill the gap with electrons, and get a starting value for our measurements. We do this to make sure that no transients related to the initial traversal of the vacuum are included in our metrics for optimization at future points. This can be a very loose steady state, where the relative change of the electron current is small:

\[
\frac{dJ_e(t)}{dt} < fJ_e(t) \tag{3.24}
\]

where the averages are taken over a window \( \delta t \), (typically a few ion plasma periods \( \omega_{pi} \), and less than one ion transit \( \tau_i \)). \( f \) is a parameter defining a threshold, such as a relative change of .01% – 1% over the window.

Once we have reached an initial steady state we record our initial point \( (t, J_i, J_e) \), and can begin to search for the final value in earnest. Each interaction consists of a linear ramp of the ion current, which is set in terms of a fixed fraction \( (r) \) of the reference current \( (J_i(t = 0)) \) per \( \tau_i \):

\[
J_i(t) = J_i(t_0) + \left( \frac{rJ_i(t = 0)}{\tau_i} \right) \cdot (t - t_0) \tag{3.25}
\]

\[
r = 0.2 \tag{3.26}
\]

where our initial value for the ramp rate \( r \) is 0.2, or 20% of \( J_i(t = 0) \) per \( \tau_i \).

The simulation runs with the linearly increasing current until we see evidence of over-injection, which is the next detail to define. When the space charge limit is exceeded, the system is not stable.
inject an initial ion current density
advance the simulation
- while not steady(current):
  advance
  - while not converged:
    - ramp ion current linearly
      advance
      if ramp up:
        - while not overinjecting ions:
          advance
        else (ramp down):
          - while overinjecting ions:
            advance
        - reverse and reduce the ramp rate
          (a) pseudocode

Figure 3.4: The optimization scheme

The excess electrons in the system induce oscillations, which can be observed in the electron output current [51]. Our metric for over-injection is thus defined as when the oscillations exceed some threshold (discrete particle noise will register as small oscillations).

To quantify the oscillations, we look at the recent time history of $J_e$ at the anode. We measure oscillations in the current by looking only at the deviations of the current from a second order regression of it ($J_2$).

$$dJ(t) = J_e(t) - J_2(t)$$

where $J_2$ is the solution minimizing error $Err$ in the simple linear system:
\[ Err = \sum_{j=0}^{k} |J_2[j] - J[j]|^2 \]  

\[ J_2[j] = p_2t[j] + p_1t[j] + p_0 \]  

\[ p_2t[0]^2 + p_1t[0] + p_0 = J[0] \]  

\[ p_2t[1]^2 + p_1t[1] + p_0 = J[1] \]  

\[ \vdots \]  

\[ p_2t[k]^2 + p_1t[k] + p_0 = J[k] \]

where \( k \) is the number of points in the tail of the current used for the sample, and \( p_j \) are the coefficients of the polynomial \( J_2 \).

We can now use \( \frac{dJ(t)}{J(t)} \) to see the magnitude of oscillations. Once this value exceeds a threshold, we record another point \((t, J_i, J_e)\), and begin to ramp in the opposite direction, at a reduced rate, for example half the previous ramp rate:

\[ r_n = -0.5 \cdot r_{n-1} \]  

Ramping down is the same as ramping up, except that the oscillation threshold is now a lower bound, rather than an upper one. Due to the signal lag of \( \tau_i + \tau_e \), we can expect each point we record to be overshot by some fraction. As the ramp rate slows relative to \( \tau_i + \tau_e \), that overshoot diminishes, and we converge to a result. We halt the iteration when the difference between upper and lower bound is below a threshold.

### 3.4 Implementation

In order to implement the scheme described in Section 3.3, we must have access to a few aspects of the simulation. First, we must be able to repeatedly set the ion current at the cathode, and set it to a simple linear function of time. Second, we need access to diagnostic information in order to determine whether the current is steady, and observe oscillations in the output current.

To do this, the existing plasma simulation code OOPD1 was reorganized as a library, and the graphical user-interface replaced with an interface in the Python programming language [62] [63]. By using Python, and particularly the numerical array library numpy, we gain access to a wide variety of data analysis and visualization tools [64]. Using popular, standard, and open data formats means that we no longer need to develop and maintain our own visualization or analysis tools, because so many already exist [65] [66].

There are some caveats to adding the Python layer. The numpy wrapper must be made aware of the layout of the underlying C++ data structures. This does add some potential inconvenience, as some changes to the C++ data layout would necessitate a change in the numpy wrapper code.
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When wrapping C++ simulation code in Python, it is important that the overhead of the Python interpreter not be invoked during the inner loop. To minimize the conflict between the high-level interface code and the low-level C++ simulation code, the Cython language is used to expose the C++ OOPD1 objects via the Python C-API [7]. In particular, great care is taken to ensure that diagnostics, which are computed by C++, are never copied, only represented as read-only data via numpy arrays [64]. This minimizes the compute and storage overhead of the Python environment.

Using a sample input file (that will generate results later), and running it for a period of time (Figure 3.5) shows that the performance overhead of wrapping the code in Python does not incur a penalty visible beneath the statistical noise of multiple runs. The slope of the simulation time is initially shallow as the field solve dominates performance. The slope rises linearly as particles enter the gap. Once the gap is full of particles after one transit time (450 timesteps), the slope again becomes linear, as the particle push dominates the field solve, and the number of particles in the system is constant.

Figure 3.5: Python wrapper incurs no noticeable performance penalty over old C++ OOPD1

Cython and NumPy

When wrapping C++ simulation code in Python, it is important that the overhead of the Python interpreter not be invoked during the inner loop. To minimize the conflict between the high-level interface code and the low-level C++ simulation code, the Cython language is used to expose the C++ OOPD1 objects via the Python C-API [7]. In particular, great care is taken to ensure that diagnostics, which are computed by C++, are never copied, only represented as read-only data via numpy arrays [64]. This minimizes the compute and storage overhead of the Python environment.

Using a sample input file (that will generate results later), and running it for a period of time (Figure 3.5) shows that the performance overhead of wrapping the code in Python does not incur a penalty visible beneath the statistical noise of multiple runs. The slope of the simulation time is initially shallow as the field solve dominates performance. The slope rises linearly as particles enter the gap. Once the gap is full of particles after one transit time (450 timesteps), the slope again becomes linear, as the particle push dominates the field solve, and the number of particles in the system is constant.
Scheme Details

With the programmatic interface, expressing the scheme in Section 3.3 is quite straightforward. We need only express each step in Python code.

The initial setup starts with our initial selection for the ion current (typically the Child-Langmuir current density for ions in a vacuum diode):

\[
J_{i0} = J_{\text{CLI}} = \frac{4\varepsilon_0}{9\sqrt{2Ze/M_i}}V^{3/2}d^2
\]  
(3.34)

We then run the simulation for at least one ion transit plus one electron transit, and start measuring the electron current at the anode. These transit times \((\tau_i, \tau_e)\) are approximated by periodically simulating the transit of a test charge across the gap, with classical fourth-order Runge-Kutta (RK4) integration of the particle, while holding the system static:

\[
x_0 = L - \epsilon \\
v_0 = 0 \\
\dot{x}_n = v_n \\
\dot{v}_n = \frac{q}{m}E(x_n)
\]

(3.35) - (3.38)

OOPD1 records the electron current history at the anode \((J_e)\) in its diagnostics, which are made available to Python via Cython and NumPy.

Setting the ramp current is facilitated again by OOPD1, which allows the current to be defined as a simple mathematical expression of time, which is evaluated in C++ at each timestep. We can manipulate this text from Python, allowing us to set the current at the ramp at each turning point. No Python calls are made during the inner loop of the simulation, which is an important performance consideration.

Measuring oscillations uses the same current history diagnostic as the steady-state metric. We start by:

1. taking the most recent data points of the electron current at the cathode

\[
J_e = J_e(t > t' - \tau)
\]

(3.39)

where \(\tau\) is the sample window of time, and \(t'\) is the current time of the simulation.

2. subtracting a second order polynomial regression (provided by NumPy):

\[
p = \text{np.polyfit}(t, J, 2) \\
\text{Jvar} = J - \text{np.polyval}(p, t)
\]

where \text{np.polyfit} implements the second-order regression described in Equations (3.28)-(3.32).

Finally 3. applying a simple smoothing-window to suppress particle noise:

\[
\text{sJ} = \text{smooth(\text{Jvar})}
\]
where each element in $sJ$ is the average of the surrounding $k + 1$ points in $Jvar$:

$$sJ[i] = \frac{1}{k + 1} \sum_{j=i-k/2}^{i+k/2} Jvar[j]$$  \hspace{1cm} (3.40)

Now we have a quantification of the deviation from a smooth electron current, which we use to measure whether there are oscillations in the current due to over-saturation. This completed, we proceed with convergence as described in Figure 3.3.

### 3.5 Results

Our simulation results agree quite well with the theoretical predictions in 3.2, from the classical to the ultra-relativistic regime (Figure 3.6).

![Figure 3.6: Comparison of analytical solution and simulation results](image)

By collecting the input/steering interface and the analysis into the same environment, we have provided a powerful mechanism to express analysis-based simulation evolution. This mechanism allows much more efficient deployment of whole simulation procedures, and fine-grained interaction not convenient or sometimes even feasible via human interaction. With a single programmatic
expression of the simulation and analysis, it is straightforward to change the analysis approach, or apply similar analysis to different systems, with minimal difficulty.

Overestimation

$$M_i = M_p$$

![Graph showing overestimation](image)

Figure 3.7: A single convergence run for protons

While our measurements agree well with theory, there is a systematic overestimation by approximately two percent (Figure 3.8).

One potential source of this difference is that the theoretical calculation assumes zero initial electron and ion velocities, but the simulation uses room temperature (1/40 eV). However, calculations of nonzero initial velocities would suggest an excess of 0.1-0.2%, not 1-2%, so it is insufficient.

Another potential source for the overestimation is the threshold for determining the absence of oscillations, which sets our lower bounds during iteration. Since there is always some small oscillation, this lower threshold cannot be zero. It is possible that the finite lower bound is masking the small initial oscillations introduced by minor overinjection. Increasing the number of simulated particles (reducing the number of simulated particles per physical particle) has no significant effect on this threshold, so the effect does not appear to be due to finite particle noise.

To ensure that we are fully resolving the physics of the system, we can look at some diagnostics. We will look particularly at our $d = 1\, mm$, $E = 200\, MeV/m$ system.
Looking at the number density for ions and electrons, we see that throughout most of the gap, the ion current does indeed neutralize the electron space charge effects. Only very close to either wall do we see any significant space charge effects (Figure 3.9).

We can also look at the phase space of each species, which shows straightforward acceleration across the gap in either direction.

Combining the data in Figures 3.9 and 3.10, we can inspect the Debye length \( \lambda_{De} \)

\[
\lambda_{De} = \sqrt{\frac{\epsilon_0 k_B / e^2}{n_e/T_e + n_i/T_i}},
\]

and compare it to our grid resolution (\( \Delta x \)), to verify that we are resolving the Debye length everywhere. Figure 3.11 shows the Debye length throughout the diode relative to the grid resolution, demonstrating that it is indeed resolved.
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Figure 3.9: Density for ions and electrons, as well as their difference.

Figure 3.10: Phase space for ions and electrons
Figure 3.11: Debye length throughout the diode relative to the grid resolution. Clearly, it is well resolved.
Mass Scaling

The convergence time (in both real runtime terms and physical simulation time) is strongly dependent on the mass of ions \( (M_i) \). The time it takes for signal from a change in the ion injection current to be measured in the electron output current (both at the anode) scales with the ion transit time \( (\tau_i) \) plus the electron transit time \( (\tau_e) \). Making the steady state approximation that fields are constant over this interval:

\[
\tau_i \propto \sqrt{\frac{M_i}{ZeV}} \\
\tau_e \propto \sqrt{\frac{m_e}{eV}}
\]  

(3.42)  
(3.43)

So the total transit time is \( \tau_t + \tau_e = (1 + \sqrt{\frac{M_i}{M_e}})\tau_i \), which in the case of protons where \( M_i >> m_e \) gives

\[
\tau_t + \tau_e \approx \tau_i
\]

(3.44)

![Figure 3.12: Comparison of sweep samples and single-run values](image-url)
Figure 3.12 shows the lag effect of the transit time by plotting the electron current at time $t$ versus the ion current at $t -(\tau_i + \tau_e)$.

Reducing the ion mass reduces the signal propagation time, which proportionately affects the number of timesteps required for each iteration in the convergence. Reducing the mass by a factor of 100 should reduce the simulation runtime by a factor of 10. The Child-Langmuir current density also scales with $\sqrt{M_i}$. Since the current density and transit time scale inversely with the same factor, the total number of ions in the gap is actually unchanged.

When the ion mass is small enough, then the approximation in Equation 3.44 is no longer valid, and the electron transit time contributes to the feedback time and thus the simulation time.

![Figure 3.13: Same simulation procedure with $M_i = 10M_e$](image)

Figure 3.13 shows that changing the ion mass ultimately has no effect on the resulting electron current, effectively saving significant time in the simulation. The oscillations can clearly be seen as much larger, and measuring the amplitude of those oscillations shows that it, too, scales with $\sqrt{M_i}$.

To summarize the scalings by the ion mass:
all of which are readily observed in the simulations. Ultimately, the same simulation with protons, redone with $M_i = 10m_e$, converged to the same result for $J_e$ and $J_i/J_{i CL}$ (within 0.1%) in less than one third of the time. The only source of difficulty here was the increase in amplitude of the current oscillations, which required adjustments to the oscillation detection thresholds.

### 3.6 Conclusions

We have shown an analytical solution for maximizing the space-charge limited current through a diode with an upstream ion current, and confirmed this result with two different simulation approaches. The feedback scheme should prove quite useful for systematically exploring different physical systems, particularly where theoretical results are untenable. In exploring the reduced-mass model of the same system, we found an efficient way to explore simulations where transit time is a limiting factor, and are interested in further exploring the applicability of this model. A theoretical analysis of the system suggested that we would see a scaling law, where the runtime of the simulation would be proportional to $\sqrt{M_i}$, and experiments with changing $M_i$ confirm this analysis.

### Future Work

This work reveals a few avenues of future study. We explored just one iterative approach to optimizing a physical parameter, but the tools developed here could be applied to numerous other approaches, which could be explored in comparison to the one presented here, or for new physical systems entirely. Of particular interest is exploring in detail the upper and lower bound metrics, which are the weakest part of this scheme, and should be better understood.

It would also be interesting to explore in further detail the implications of the reduced mass model, which may allow more efficient modeling of systems where transit time is a dominant factor in simulation time. The oscillations induced by the parameter change are problematic, because they prolong the simulation time, so it would be valuable to investigate approaches to damping those oscillations. We could also apply this general tool for optimizing a physical parameter to other optimization schemes, which should facilitate the comparison among schemes.
Chapter 4

Relaxing Assumptions in Field-Limited Emission, and an Iterative Approach to the Axisymmetric Scaling Law

Here, we set out to further explore the system described in Chapter 2, with an automated iterative approach developed in Chapter 3.

4.1 Background

We have developed a scaling law for the Child-Langmuir space-charge limited current density in axisymmetric geometry [44]. The previous approach leaves much to be desired. It was known from previous work [48] that the current profile would have peaks at the edge, and the simulation took a significant amount of time (roughly five days on a single-processor workstation). The procedure was to dramatically overinject a uniform electron current, most of which would be turned back by space-charge effects. The overinjection would also lead to oscillations in the system, which would eventually damp out, increasing the minimum duration of the simulation. The last significant shortcoming was the lack of any programmatic interface to the simulation - offline simulations required a specified runtime at the beginning, wait for “long enough,” then reload the simulation in an interactive session to extract diagnostics.

Here, we take two approaches to improving the efficiency of this same problem. First, is a field-based emission scheme, based on prior work [67]. This scheme aims to balance Gauss’s law at each node with zero surface electric field \( E = 0 \). The scheme is modified to account for nonzero electric field, in order to account for the effects of initial electron velocity [27], and even explore gradients in the profile of that surface field. The scheme is extended to account for errors in weighting due to cylindrical coordinates and nonzero initial velocity. The ultimate goal of this scheme is to locate the space-charge limit without the need to dramatically overinject the beam.

The second improvement is to add a layer of Python code, to allow interactive programmatic steering of the simulation [63]. This programmatic interface allows sophisticated high-level in-
teraction with the simulation, enabling a finer decision-making process. For instance, the initial approach ran for a pre-determined time, in order to ensure that oscillations in the scheme are damped out. With the Python interface, it is possible to “run until oscillations damp out,” eliminating wasted cycles.

4.2 The Basic Emission Model

Following Shiffler, Cartwright et al., we use Field-limited emission \[^{67}\]. However, the system we simulate does not have zero initial velocity in general, so the electric-field at the cathode is not zero at the space charge limit \[^{27}\]. For this, we modify the scheme such that, instead of solving Gauss’s law with \( E = 0 \), we solve it with \( E = E' \), where \( E' \) is a factor we can tune in order to optimize the transmitted current.

For each node, we solve Gauss’s law
\[
\oint_S \vec{E} \cdot d\vec{A} = \frac{1}{\epsilon} \int_V \rho dV, \tag{4.1}
\]
where \( \rho \) is the charge density at the node, \( \vec{E} \) is the electric field at the node, and \( d\vec{A} \) and \( dV \) are the differential area normal to the closed surface, and volume, respectively. In discrete form, this is
\[
\sum_{\text{node}_i} \vec{E} \cdot \Delta \vec{S}_n = \frac{\rho}{\epsilon} (\Delta V)_i, \tag{4.2}
\]
where \( \Delta \vec{S} \) and \( \Delta V \) are the surface and half-cell volumes respectively. We want to satisfy this equation, so at each timestep we determine the amount of charge to be added \( Q_{G(i)} \) to the \( i \)th node to be
\[
Q_{G(i)} = \sum_{\text{node}_i} \epsilon (\vec{E} - \vec{E}') \cdot \Delta \vec{S} - \rho (\Delta V)_i, \tag{4.3}
\]
such that Equation (4.3) is satisfied at the \( i \)th node, and Gauss’s law is balanced when \( E = E' \), our tuned target surface electric field.

Equation (4.3) gives us the amount of charge that should be added at each node, but we actually distribute particles throughout the cell. There are two basic approaches to emission based on this information. First, is Primary Cell Emission (PCE), where the two surrounding node solutions for \( Q_G \) are used to determine the emission throughout a given cell, and current is interpolated linearly across the cell. An alternative is Dual Cell Emission (DCE), where the Gauss solution at a single node determines the emission in the half-cell on either side. These two approaches have been shown to be equivalent after integrating across cells, with the exception of the last half-cell \[^{67}\].

We will start with PCE, where we use the Gauss-balancing \( Q_G \) at the node on either side of the cell, which we will call \( Q_{G(i)} \) and \( Q_{G(i+1)} \). The total charge we add to the cell is the average
\[
Q_{\text{cell}(i)} = \frac{1}{2} \left( Q_{G(i)} + Q_{G(i+1)} \right). \tag{4.4}
\]
For a continuous emitted charge distribution $Q(x)$, we weight the particle distribution linearly across the cell, such that

$$Q(\zeta) = (1 - \zeta)Q_G(i) + (\zeta)Q_G(i+1),$$

(4.5)

where

$$\zeta = \frac{x - x_i}{x_{i+1} - x_i}$$

(4.6)

$$\zeta(x = x_i) = 0$$

(4.7)

$$\zeta(x = x_{i+1}) = 1,$$

(4.8)

such that $\zeta$, normalized to 1, describes the position across the cell, and $Q(\zeta)$ describes the emitted charge distribution across the cell. This ensures that our emission profile $Q(x)$ is continuous from one cell to the next, and that $Q(x)$ matches the Gauss’s law solution at each node:

$$Q(\zeta = 0) = Q(x = x_i) = Q_G(i)$$

(4.9)

$$Q(\zeta = 1) = Q(x = x_{i+1}) = Q_G(i+1)$$

(4.10)

### 4.3 Analysis

With the various weighting schemes, there can be a lot of values to keep track of, and since they all are various representations or approximations of $Q$, we will start with a notation table.
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\( Q(x) \) Emitted charge profile as a function of \( x \), the position on the boundary.

\( Q(\zeta) \) A segment of \( Q(x) \) on a given cell, where \( \zeta \) is the normalized position within the cell.

\( Q_G(i) \) Charge that, if added, would balance Gauss’s law at the \( i \)th node.

\( Q_n(i) \) Charge weighted by the emission scheme to the \( i \)th node.

\( Q_{n(i)}^- \) Component of \( Q_n(i) \) weighted from the \((i-1)\)th cell.

\( Q_{n(i)}^+ \) Component of \( Q_n(i) \) weighted from the \( i \)th cell.

\( Q_{cell(i)} \) Charge emitted in the \( i \)th cell.

\( Q_{w(i)}^+ \) \( Q \) value used as the weight at the \( i \)th node, for emission in the cell above.

\( Q_{w(i)}^- \) \( Q \) value used as the weight at the \( i \)th node, for emission in the cell below.

Using linear particle weighting, the charge contribution to the node on either side of the cell is the integral of \( Q(\zeta) \) times the distance:

\[
Q_n(i)^+ = \int_0^1 (1 - \zeta)Q(\zeta)d\zeta \quad (4.11)
\]

\[
Q_n(i+1)^- = \int_0^1 \zeta Q(\zeta)d\zeta \quad (4.12)
\]

Since \( Q(\zeta) \) is linear, these integrals are straightforward, such that in the \( i \)th cell

\[
Q_n(i)^+ = \frac{1}{3} \left[ Q_G(i)^+ + \frac{1}{2}(Q_G(i+1)) \right] \quad \text{and} \quad (4.13)
\]

\[
Q_n(i+1)^- = \frac{1}{3} \left[ Q_G(i+1) + \frac{1}{2}(Q_G(i)) \right] \quad (4.14)
\]

as illustrated in Figure 4.2, which we can expand to show the full charge weighted to each node:

\[
Q_n(i)^- = \frac{1}{3} \left( Q_G(i) + \frac{1}{2}Q_G(i-1) \right) \quad (4.15)
\]

\[
Q_n(i)^+ = \frac{1}{3} \left( Q_G(i) + \frac{1}{2}Q_G(i+1) \right) \quad (4.16)
\]

\[
Q_n(i) = Q_n(i)^- + Q_n(i)^+ \quad (4.17)
\]

\[
= \frac{2}{3}Q_G(i) + \frac{1}{6} \left( Q_G(i-1) + Q_G(i+1) \right) \quad (4.18)
\]

where \( Q_n(i)^+ \) is the contribution from the cell above the \( i \)th node, and \( Q_n(i)^- \) is the contribution from the cell below the \( i \)th node. This is to say, two parts the expected charge at the node from Gauss’s law, plus one part of the average of the two adjacent nodes.

We can compare the actual emitted charge weighted to the node \( Q_n(i) \) with the expected charge \( Q_G(i) \), to see the error in this scheme:
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Figure 4.2: \( Q_{n(i)} \) for each node with continuous-\( Q(x) \) PCE weighting, which systematically overestimates \( Q \) at each node. The colored areas indicate the area of influence for the charge weighted to each node, while the points indicate the final weighted value at each node, integrated over the two adjacent cells.

\[
Q_{G(i)} - Q_{n(i)} = -\frac{1}{3} Q_{G(i)} + \frac{1}{6} \left( Q_{G(i-1)} + Q_{G(i+1)} \right) \quad (4.19)
\]

\[
= \frac{1}{6} \left[ \left( Q_{G(i+1)} - Q_{G(i)} \right) - \left( Q_{G(i)} - Q_{G(i-1)} \right) \right], \quad (4.20)
\]

and we can define a useful parameter \( \delta Q_i \), the change in \( Q_G \) across the \( i \)th cell,

\[
\delta Q_i = Q_{G(i)} - Q_{G(i-1)}, \quad (4.21)
\]

and we see that the error in the emitted charge \( Q_{n(i)} \) is one sixth of the difference between \( \delta Q \) across the cell before and after the node:

\[
Q_{G(i)} - Q_{n(i)} = \frac{1}{6} \left( \delta Q_{i+1} - \delta Q_i \right). \quad (4.22)
\]

Now, we can look at a few cases for the current profile, to examine the accuracy of this scheme.
First, in the case of uniform current the error is zero everywhere, because adjacent $Q_G$ values are everywhere equal, so $\delta Q$ is always zero. No difference, thus no error.

In the case of a linear current profile, Equation (4.20) shows that the error is in terms of the difference between $\delta Q$ values on two adjacent nodes, which is zero for a constant slope on a uniform grid. The reason being that the current weighted to the node from the lower cell is underestimated, but the contribution from the upper cell is overestimated by the same amount.

If the current profile is any polynomial other than linear, then there will be a small error at every node, depending on how well a line approximates the profile, still assuming uniform grid.

We can look at the scaling of this error in terms of $\delta Q_i$, since every error in the emission is proportional to a point in this array. Rewriting this in terms of physical parameters,

$$Q_{G(i)} = J_i \Delta x \Delta z \Delta t$$

$$\delta Q_i = (J_i - J_{i-1}) \Delta x \Delta z \Delta t,$$

where $\Delta x$ is the spatial cell size and $\Delta t$ is the timestep, and $J_i$ is the current density weighted to a given node,

$$J_i = \frac{1}{x_{i+1} - x_{i-1}} \int_{x_{i-1}}^{x_{i+1}} J(x) W(x) dx,$$

where $W(x)$ is a weighting function. A simple Taylor expansion of $J_i$ around $x_i$ gives

$$J_{i-1} = J_i - \frac{dJ_i}{dx} \Delta x + O(\Delta x^2),$$

so

$$J_i - J_{i-1} = \frac{dJ_i}{dx} \Delta x + O(\Delta x^2),$$

which we can plug back into Equation (4.24) to get

$$\delta Q = \frac{dJ_i}{dx} \Delta x^2 \Delta z \Delta t + O(\Delta x^3),$$

thus showing that this scheme is indeed second order accurate in $\Delta x$, and proportional to the spatial derivative of the current profile $J$ on a uniform grid.

### 4.4 Particle-Weighting across a Cell

We have seen that applying PCE with linear weight based on the $Q_G$ at each node will not actually satisfy the DCE condition. This is critically important, because a $Q_{G(i+1)}$ significantly higher than $Q_{G(i)}$ will inappropriately affect $Q_{n(i)}$, and be expressed in $\rho_i$ in subsequent Gauss’s law calculations. This ultimately causes a spatial oscillation error, overinjecting and underinjecting at every other cell. We can address this with a modification to the linear weighting scheme.

Instead of using $Q_{G(i)}$ and $Q_{G(i+1)}$ directly as the weights, we use weights $Q_{w(i)+}$ and $Q_{w(i+1)-}$, where
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\[ Q_w(i) = \frac{1}{a - 1}(aQ_G(i) - Q_G(i+1)) \quad \text{and} \quad Q_w(i+1) = \frac{1}{a - 1}(aQ_G(i+1) - Q_G(i)) \]  
(4.29)

(4.30)

where \( a \) is a parameter to be determined. From this, we get a new form of Equation (4.5),

\[ Q(\zeta) = (1 - \zeta)Q_w(i)_- + \zeta Q_w(i)_+, \]  
(4.31)

which is the same as Equation (4.5), just with new values for the upper and lower weights, taken from Equations (4.29)-(4.30). We divide by \( (a - 1) \) in order to ensure that we always satisfy the PCE condition for total particles emitted in a cell, where

\[ \frac{1}{2}(Q_G(i)) = \frac{1}{2(a - 1)} \left[ (aQ_G(i+1) - Q_G(i)) + (aQ_G(i) - Q_G(i+1)) \right] \]  
(4.32)

\[ \frac{1}{2}(Q_G(i)) = \frac{1}{2(a - 1)} \left[ (a - 1)Q_G(i) + (a - 1)Q_G(i+1) \right] \]  
(4.33)

\[ \frac{1}{2}(Q_G(i)) = \frac{1}{2}(Q_G(i) + Q_G(i+1)) \]  
(4.34)

Now, to satisfy the DCE condition that Gauss's law is balanced at each node, we analyze the charge deposited on either side of the cell, as we did previously in Equations (4.13)-(4.14). Only this time, we use the new weights from Equations (4.29)-(4.30):

\[ Q_n(i)_+ = \frac{1}{3} \left( Q_w(i)_+ + \frac{1}{2}Q_w(i+1)_- \right) \]  
(4.35)

\[ Q_n(i)_- = \frac{1}{3} \left( Q_w(i+1)_- + \frac{1}{2}Q_w(i)_+ \right) \]  
(4.36)

The DCE condition is that the actual charge deposited on each node is equal to that expected by the Gauss's law solution at that node, so for the lower node of a given cell

\[ Q_n(i)_+ = \frac{1}{2}Q_G(i), \]  
(4.37)

where \( Q_G \) is halved because it is only half of the node’s charge, the other half coming from the cell on the other side of the node. In order to satisfy DCE, we set Equation (4.35) equal to (4.37):

\[ Q_n(i)_+ = \frac{1}{3} \left( Q_w(i)_+ + \frac{1}{2}Q_w(i+1)_- \right) = \frac{1}{2}Q_G(i) \]  
(4.38)

and plug in Equations (4.29)-(4.30), giving
\[ Q_{n(i)+} = \frac{1}{3(a-1)} \left[ (aQ_{G(i)} - Q_{G(i+1)}) + \frac{1}{2}((aQ_{G(i+1)} - Q_{G(i)}) \right] = \frac{1}{2}Q_{G(i)}. \] (4.39)

Simplifying the algebra,
\[ 2(aQ_{G(i)} - Q_{G(i+1)}) + (aQ_{G(i+1)} - Q_{G(i)}) = 3(a-1)Q_{G(i)} \] (4.40)
\[ = (2a-1)Q_{G(i)} + (a-2)Q_{G(i+1)} = 3(a-1)Q_{G(i)}, \] (4.41)
gives us two expressions for \( a \) in order for this to satisfy Gauss’s law at each node independent of the relationship of \( Q_{G(i)} \) and \( Q_{G(i+1)} \):
\[ 2a - 1 = 3(a - 1) \] (4.42)
\[ a - 2 = 0, \] (4.43)
where it is apparent that the solution to both is \( a = 2 \). This scheme now satisfies the PCE condition for emission in each cell, and the DCE condition for current weighted to each node, assuming linear weighting. This analysis can be repeated for nearest-grid-point (NGP) weighting, where it will be found that \( a = 3 \) satisfies the DCE condition. The final profile for \( Q(x) \) with \( a = 2 \) is shown in Figure 4.3.

Comparing the difference between the injected \( Q_{n(i)} \) and the Gauss-balancing target \( Q_{G(i)} \) for continuous \( Q(x) \) (equivalent to \( a = \infty \)), and \( Q(x) \) with \( a = 1.5, 2, 3 \) in Figure 4.4, we see that when \( a \) is too large \( Q_{n(i)} \) is overestimated, and it is underestimated when \( a \) is too small. Weighting with \( a = 2 \) gives precisely the correct value [67].
Figure 4.3: Current profile for Gauss-satisfying PCE emission scheme.
Figure 4.4: Relative error in charge weighted to nodes with PCE for linear $Q(x)$. 
4.5 The Last Cell

The analysis of the scheme holds true for any interior cell, but care must be taken when addressing the final cell. This is because the final $Q_{G(i+1)}$ is defined at a node whose surrounding region resides half in the edge of the beam, and half in the vacuum outside the beam. If we treated this cell as all the others, there would be significant errors.

Take the first timestep, where $\rho$ is zero everywhere, and $E$ is constant. Every Gauss solution will balance with the same $Q_G$, but the area surrounding the outermost node will only emit half the charge of interior nodes. This difference will be represented in the $\rho$ values for future Gauss's law solutions. $\rho$ will be half what is expected by the solutions, and Gauss's law will never balance at the outermost node because $Q_n$ is chosen according to Equation (4.3), assuming that half of the charge will be emitted on either side of the node, which is not the case at the outermost node.

The expression in Equation (4.18) is different for the last node ($i = K + 1$),

\[ Q_{n(K+1)^+} = 0 \]
\[ Q_{n(K+1)} = Q_{n(K+1)^-} = \frac{1}{2} Q_{G(K+1)}, \]  

(4.44)

(4.45)

because there is no charge deposited in the outer half-cell. The error expression in Equation (4.20) becomes the same

\[ Q_{G(K+1)} - Q_{n(K+1)} = \frac{1}{2} Q_{G(K+1)}. \]

(4.46)

There are a few potential approaches to address this discrepancy. One would be to double the final $Q_{G(i+1)}$, such that the added charge in the last half-cell balances Gauss's law at the edge node. This approach will introduce a huge amount of current in the outermost half-cell. Before doing that, however, we must note that it is not clear that balancing Gauss's law at the edge node is actually correct. The interior scheme is based on the assumption that Gauss's law should be balanced, and that half of the charge applied to a given node will be applied on either side, which is not true ad the edge node.

We analyze two approaches to the final node:

- No special treatment ($Q_{n(K+1)} = \frac{1}{2} Q_{G(K+1)}$).
- Balance Gauss's law ($Q_{n(K+1)} = Q_{G(K+1)}$).

We can compare each of these to the continuous solution ($\Delta x \to 0$ limit). We start with a simple polynomial profile

\[ J(x) = a + x^p. \]  

(4.47)
If we normalize the beam width to $x = 1$, then we can analyze the error and convergence of each of these approaches. The exact charge deposited in the last cell should be

$$Q'_{\text{cell}(K)} = \int_{1-\Delta x}^{1} J(x)dx \Delta z \Delta t$$  \hspace{1cm} (4.48)

$$= \Delta z \Delta t \left[ a \Delta x + \frac{1}{p+1} x^{p+1} \right]_{1-\Delta x}^{1}$$  \hspace{1cm} (4.49)

$$= \Delta z \Delta t \left[ a \Delta x + \frac{1}{p+1} (1 - (1 - \Delta x)^{p+1}) \right]$$  \hspace{1cm} (4.50)

In each of our proposed schemes for the last cell, the charge in the last cell is the simple average of the two final nodes

$$Q_{\text{cell}(K)} = \frac{\Delta x}{2} (Q_{n(K)} + Q_{n(K+1)})$$  \hspace{1cm} (4.51)

In the first simple case of no special treatment, we have

$$Q_{n(K+1)} = Q(1) = J(1) \Delta x \Delta z \Delta t$$  \hspace{1cm} (4.52)

$$Q_{n(K)} = Q(1 - \Delta x) = J(1 - \Delta x) \Delta x \Delta z \Delta t$$  \hspace{1cm} (4.53)

$$Q_{\text{cell}(K)} = \frac{1}{2} (Q(1) + Q(1 - \Delta x))$$  \hspace{1cm} (4.54)

$$= \Delta z \Delta t \left[ a \Delta x + \frac{\Delta x}{2} ((1 - \Delta x)^p + 1) \right]$$  \hspace{1cm} (4.55)

Hereafter, we will set $\Delta z$ and $\Delta t$ to one, since they have no effect. Combining Equations (4.50) and (4.55), we get the difference between the two

$$\Delta Q_K = \frac{1}{2(1+p)} (-2 + (1+p) \Delta x + (1 - \Delta x)^p(2 + (p - 1) \Delta x))$$  \hspace{1cm} (4.56)

Stopping here, if we plug a linear current profile ($p = 1$) into Equation (4.56), we get

$$\Delta Q_K = \frac{1}{2(1+1)} (-2 + (1+1) \Delta x + (1 - \Delta x)(2))$$  \hspace{1cm} (4.57)

$$= \frac{1}{4} (-2 + 2 \Delta x + 2 - 2 \Delta x)$$  \hspace{1cm} (4.58)

$$= 0,$$  \hspace{1cm} (4.59)

showing that the approximation is exactly correct for a linear profile, as should be expected. If we do a simple Taylor expansion of Equations (4.50) and (4.55) around $\Delta x = 0$, we can see that the
error

$$\Delta Q_K = \left[ (1 + a) \Delta x - \frac{p \Delta x^2}{2} + \frac{1}{4} p(p-1) \Delta x^3 + O(\Delta x^4) \right]$$ (4.60)

$$- \left[ (1 + a) \Delta x - \frac{p \Delta x^2}{2} + \frac{1}{6} p(p-1) \Delta x^3 + O(\Delta x^4) \right]$$ (4.61)

$$= \frac{1}{12} p(p-1) \Delta x^3 + O(\Delta x^4)$$ (4.62)

converges to third order in $\Delta x$, so the contribution will be small, since we have already shown that our scheme across the whole emission surface is second order overall. For $p > 1$, or a steep wing in the profile, $\Delta Q_K$ will be positive, slightly overestimating the current in the cell. For $p < 1$, there will be a slight underestimation of the current.

**Balancing Gauss’s Law**

Applying the same analysis with the Gauss-balancing scheme of

$$Q_{n(K+1)} = 2Q(1)$$ (4.63)

we get

$$Q_{cell(K)} = \frac{1}{2} (2Q(1) + Q(1 - \Delta x))$$ (4.64)

$$= a \Delta x + \frac{\Delta x}{2} ((1 - \Delta x)^p + 2 + a)$$ (4.65)

And performing the same Taylor expansion in Equation (4.60),

$$\Delta Q_K = \left[ \frac{3}{2} (1 + a) \Delta x - \frac{p \Delta x^2}{2} + \frac{1}{4} p(p-1) \Delta x^3 + O(\Delta x^4) \right]$$ (4.66)

$$- \left[ (1 + a) \Delta x - \frac{p \Delta x^2}{2} + \frac{1}{6} p(p-1) \Delta x^3 + O(\Delta x^4) \right]$$ (4.67)

$$= \frac{1}{2} (1 + a) \Delta x + \frac{1}{12} p(p-1) \Delta x^3 + O(\Delta x^4)$$ (4.68)

So, while this scheme does balance Gauss’s law at the final node, the current in the final cell is overestimated to first-order in $\Delta x$. Further, the error is sensitive to the absolute value of the emission $a$, not just its spatial variation, so it will be extremely problematic to balance Gauss’s law at the final node in the case of a high intensity beam.

Thus, this scheme is not acceptable, and suggests that balancing Gauss’s law is not the right thing to do at the edge node. Figure 4.5 shows the convergence in the last cell current, which is third-order for the basic scheme, and first-order for the Gauss-balancing correction. Figure 4.6 shows the error for the integral of the current, where the second-order nature of the scheme as a whole dominates the error, while the first-order Gauss-balancing scheme provides the dominating error, reducing the overall accuracy of the scheme.
Another approach

Yet another solution is to center injection on the nodes, as in DCE in general. This has no effect on any node or cell but the final one \((K + 1)\), and it increases the beam width by one half cell, as indicated in Figure 4.7, such that the last node to have an effect on the beam is now \(K + 2\). What was the outermost cell \((K)\) is now treated as a regular interior cell, and the node that defined the edge of the beam is now interior to the beam \((K + 1)\). Since the outer node is now unambiguously outside the beam,

\[
Q_G(K+2) = 0, \tag{4.69}
\]

so the total charge emitted in the last cell is \(Q_G(K+1)/2\). The weighting described in Section 4.4 ensures that no charge is emitted in the outer half of the final cell, so that entire \(Q_G(K+1)/2\) is weighted to node \(K + 1\), resulting in the total \(Q_n(K+1) = Q_G(K+1)\), fully satisfying Gauss’s law at every node. In the end, this extra scheme has been deemed not to be useful, as it changes the actual width of the beam.

Ultimately, the effects of these various approaches are small, because any additional charge added in the last half-cell has a suppressing effect on the rest of the beam, resulting in no net...
enhancement of the transmitted current, but slightly redistributing $J$ near the edge may result in other errors, such as beam interaction with a slow wave circuit, dominated by edge effects.
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Figure 4.7: Increasing the beam width by a half cell allows balancing Gauss’s law at the last \((K + 1)\) node, without any additional treatment.

### 4.6 Cylindrical Coordinates

Our analysis this far has assumed Cartesian coordinates, but the system we actually intend to address is an axisymmetric diode, so we have to make sure the scheme works for emission as a function of radius \((r)\). There are three steps involved in the emission process:

- Solve Gauss’s law to determine \(Q_{G(k)}\) at nodes
- Distribute new particles across each cell
- Weight emitted particles back to the nodes

Given a particular current profile \(f(r)\), the appropriate emission has been developed previously \([68]\)

\[
n_k = \frac{\int f(r)W_k(r)dr}{\int W_k(r)2\pi rdr} \tag{4.70}
\]
where $n_k$ is the particle density at node $k$, and $f(r)$ is the emission profile. $W_k(r)$ is the weighting function used to weight particles to the mesh. We use linear weighting, so

\[
W_k^-(r) = \frac{r - r_{k-1}}{r_k - r_{k-1}} \quad r_{k-1} < r < r_k \quad \text{and} \quad (4.71)
\]

\[
W_k^+(r) = \frac{r_{k+1} - r}{r_{k+1} - r_k} \quad r_k < r < r_{k+1} \quad (4.72)
\]

describe the weight functions for the contribution from the lower and upper cell around node $k$. So, fully expanded, Equation (4.70) becomes

\[
n_k = \frac{\int_{r_{k-1}}^{r_k} f(r) \frac{r - r_{k-1}}{r_k - r_{k-1}} dr + \int_{r_k}^{r_{k+1}} f(r) \frac{r_{k+1} - r}{r_{k+1} - r_k} dr}{\int_{r_{k-1}}^{r_k} 2\pi r \frac{r - r_{k-1}}{r_k - r_{k-1}} dr + \int_{r_k}^{r_{k+1}} 2\pi r \frac{r_{k+1} - r}{r_{k+1} - r_k} dr} \quad (4.73)
\]

The numerator is the total particles weighted to the node, and the denominator is the partial volumes, integrated with the same weights. But notice that Equation (4.71)-(4.72) are identically the $\zeta$ and $1 - \zeta$ linear weighting of the Cartesian case in Equation (4.5). So the third (weight) step is identical to Cartesian.

Now we can analyze the distribution scheme we developed above with this information. Recall that the distribution is defined, such that given linear weighting of a value at one node ($Q_{G(i)}$) to that at another ($Q_{G(i+1)}$), the distribution will satisfy the condition that the total charge in the cell is the average of the two nodes, and the charge weighted to each node is identically the input value at those nodes. So, since we weight particles the same in cylindrical as Cartesian, we should also distribute them the same. Thus, the only place cylindrical coordinates enter into our scheme is in determining how many particles belong on each node. If we get that right, the rest of the scheme should be self-consistent.

Equation (4.2) sets forth the solution to Gauss’s law that determines the charge that should be weighted to each node. Cylindrical coordinates enter in $\Delta V$, the half-cell volumes around each node. Now, this is simply the denominator in Equation (4.73)

\[
\Delta V_k = \int_{r_{k-1}}^{r_k} 2\pi r \frac{r - r_{k-1}}{r_k - r_{k-1}} dr + \int_{r_k}^{r_{k+1}} 2\pi r \frac{r_{k+1} - r}{r_{k+1} - r_k} dr \quad (4.74)
\]

and from [68], the center and edge volumes are

\[
\Delta V_0 = \int_{r_0}^{r_1} 2\pi r \frac{r_1 - r}{r_1 - r_0} dr \quad (4.75)
\]

\[
\Delta V_K = \int_{r_{K-1}}^{r_K} 2\pi r \frac{r - r_{K-1}}{r_K - r_{K-1}} dr \quad (4.76)
\]

Using these values for $\Delta V_k$, we ensure that we have a consistent scheme in cylindrical coordinates, satisfying Gauss’s law at every node.
4.7 Initial Velocity

So far, we have assumed that particles are deposited along the boundary with no initial displacement, but this is not actually the case with nonzero initial velocity. In fact, it is not even the case for zero initial velocity.

Particles are emitted throughout the preceding timestep, so the initial position of the particle at the time of weighting is in fact, for the unmagnetized case,

\[ z_f = \frac{q}{m} E(z(t), t) \]  

(4.77)

\[ \dot{z}_f = v' + \int_{t_n}^{t_n + t'} \frac{q}{m} E(z(t), t) dt \]  

(4.78)

\[ z_f(v', t') = \epsilon + v't' + \int_{t_n - t'}^{t_n} \frac{q}{m} E(z(t), t) dt \]  

(4.79)

where \( t' \) is the difference between the emission time and the current simulation time, strictly less than the simulation timestep \( \Delta t \), \( \epsilon \ll \Delta z \) is the initial emission location, a very small offset from the wall, to ensure that the particle starts inside the cell, and \( v' \) is the initial velocity of the particle, such that

\[ v(t_n - t') = v'. \]  

(4.80)

\( z_f \) is the final position of the particle at the current timestep, when it will actually be weighted to the mesh. With linear weighting, the relative weight to the wall used for balancing Gauss’s law is

\[ 1 - \frac{z_f}{\Delta z} \]  

(4.81)

the relative distance across the cell. This means that particles will generally end the step away from the wall, so neglecting initial velocity results in a systematic underestimation of the emission necessary to satisfy our boundary conditions.

One important case is a drifting Maxwell-Boltzmann distribution of particle velocities \( f(v') \), around a uniform velocity \( v_0 \)

\[ f(v') = \sqrt{\frac{m}{2\pi kT}} e^{-\frac{m(v' - v_0)^2}{2kT}}, \]  

(4.82)

and particles emitted uniformly across the timestep \( \Delta t \)

\[ f(t') = \frac{1}{\Delta t}. \]  

(4.83)

We need to integrate over all of the particles emitted in a given timestep, so we must integrate over the total distribution

\[ f(v', t') = f(v')f(t') = \frac{1}{\Delta t} f(v') \]  

(4.84)
in order to get the weight of particles emitted throughout the timestep

\[
w = 1 - \frac{1}{\Delta t \Delta z} \int_0^{\Delta t} \int_{-\infty}^{\infty} u(z_f) z_f(v', t') f(v') dv' dt',
\]

(4.85)

where \( u(z_f) \) is a Heavyside step function, defined as

\[
u(z_f) = \begin{cases} 0 & z_f < 0 \\ 1 & z_f \geq 0, \end{cases}
\]

(4.86) (4.87)

so that particles that would be emitted outside the system are not counted in the weight. If we take a simple test case of zero electric field everywhere, and zero electron temperature, Equation (4.79) becomes

\[
z_f = v_0(t_n - t')
\]

(4.88)

and the weight correction in Equation (4.85)

\[
w = 1 - \frac{1}{\Delta t \Delta z} \frac{1}{2} v_0(\Delta t)^2
\]

(4.89)

\[
= 1 - \frac{v_0 \Delta t}{2 \Delta z}
\]

(4.90)

So, when \( v_0 \) would take each particle a certain distance across the cell, the weight is one minus half of the maximum displacement for constant current, indicating an average particle position at half that distance from the wall, as one should expect.

A less trivial example to test would be the Child’s law case, where the electric field is a simple function of space,

\[
E(z, t) = E_0 z^{1/3},
\]

(4.91)

where

\[
E_0 = \frac{4}{3} \frac{V}{D^{4/3}}.
\]

(4.92)

and electrons are emitted with zero initial velocity, so

\[
f(v', t') = \frac{1}{\Delta t} \delta(v'),
\]

(4.93)

where \( \delta(v') \) is the delta function. The differential equation for \( z \) in this case is

\[
\frac{d^2 z}{dt^2} = A z^{1/3},
\]

(4.94)

where

\[
A = \frac{q}{m} E_0 = \frac{4}{3} \frac{q}{m} \frac{V}{D^{4/3}}.
\]

(4.95)
If we perform the substitution
\[ v = \frac{dz}{dt} \]  
\[ \frac{d^2 z}{dt^2} = \frac{dv}{dt} = \frac{dv}{dz} \frac{dz}{dt} = v \frac{dv}{dz}, \]  
Equation (4.94) becomes the first-order differential equation
\[ v \frac{dv}{dz} = Az^{1/3}; \]  
which we can solve for \( v(z) \), giving
\[ v(z) = \left( \frac{3}{2} A \right)^{1/2} z^{2/3}. \]  
We can now plug Equation (4.96) back in for \( v \):
\[ \frac{dz}{dt} = \left( \frac{3}{2} A \right)^{1/2} z^{2/3}, \]  
and solve for \( z \), giving
\[ z(t) = \frac{1}{27} \left[ \left( \frac{3}{2} A \right)^{3/2} t^3 + 3C_2 \left( \frac{3}{2} A \right) t^2 + 3C_2^2 \left( \frac{3}{2} A \right)^{3/2} t + C_2^3 \right], \]  
where, again, initial conditions set \( C_2 = 0 \), so we get
\[ z(t) = \frac{1}{27} \left( \frac{3}{2} A \right)^{3/2} t^3, \]  
our final expression for position as a function of time since emission. Now we can plug Equations (4.93) and (4.103) into our weighting function in Equation (4.85), to get
\[ w = 1 - \frac{1}{\Delta t \Delta z} \int_0^{\Delta t} \int_{-\infty}^{\infty} \delta(z_f) z_f(v', t') f(v') dv' dt' \]
\[ = 1 - \frac{1}{\Delta t \Delta z} \int_0^{\Delta t} \frac{1}{27} \left( \frac{3}{2} A \right)^{3/2} t^3 dt' \]
\[ = 1 - \frac{1}{108} \left( \frac{3}{2} A \right)^{3/2} \frac{\Delta t^3}{\Delta z}, \]
and now we can plug in Equation (4.95) for $A$, giving our final weight

$$w = 1 - \frac{1}{108} \left( 2 \frac{q}{m} \frac{V}{D^{4/3}} \right)^{3/2} \frac{\Delta t^3}{\Delta z}. \quad (4.107)$$

Plugging in values we used in simulations in Chapter 2, emitting electrons across a gap separation of $D = 1 \text{cm}$, and gap potential $V = 1 \text{kV}$, we can plot the weight correction $(1 - w)$ for a variety of values of $\Delta t$ and $\Delta z$ in this system. Figure 4.8 shows that the correction is quite small, except for large timesteps and/or small cell size, for instance a timestep $\Delta t = 100 \text{ps}$ and cell size of $\Delta z = 1\text{m}$, the error is more than half, so emitted current will be underinjected significantly. However, since the correction scales with $\Delta t^3$, a small reduction in timestep dramatically reduces the size of the correction, so reducing the timestep by one order of magnitude to $\Delta t = 10\text{ps}$ reduces the correction well below one tenth of one percent. An initial velocity can increase the error significantly, particularly in the case of high gradient field emission.
Applying the correction

Applying this correction in practice is straightforward. The scheme thus far will give us the number of particles that should be weighted to the wall. We use this as our starting condition \( N \). Each time we emit and push a particle, rather than taking a unit value out of the target, we take the weighted value of that particle’s destination \( (1 - x) \). So if particles arrive halfway across a cell, then on average \( 2N \) particles will be emitted, rather than \( N \). The only remaining factor to consider is to adjust the stop condition for the iteration. Previously, it was while the remaining number of particles to emit is at least 0.5, so that the error in discrete particles is centered on \( N \). Instead, we take the expected weight of an average particle as the limit, rather than unity, so the stop condition is when the remaining number of particles to emit drops below \( 0.5\langle w \rangle \). This value is calculated following previous work, taking into account temporal variations in the electric field, and time-centering the velocity for a leap-frog method, ensuring second order accuracy \([69]\). Ultimately, it amounts to a full emission of a test particle at the average velocity \( v_0 \), and measuring its resulting position as the weight factor.

For PIC, we use the leap-frog advance to push particles, where velocities are defined at half-timesteps, and position is defined at whole timesteps, so the equations of motion (for the unmagnetized case) become

\[
\begin{align*}
v_{n+1/2} &= v_{n-1/2} + e(z_n, t_n) \Delta t \\
x_{n+1} &= x_n + v_{n+1/2} \Delta t,
\end{align*}
\]

where \( e = qE/m \). But this means we need to make some corrections to the emission to keep it second-order accurate, since our initial velocity and position are defined at the same time, rather than half-timestep offsets \([69]\). In general, the time offset of positions and velocities will be called \( s \), where the standard case illustrated above is \( s = 1/2 \). We also define \( g \), the fractional timestep before \( t_n \) at which the particle is emitted, such that

\[
t' = g \Delta t,
\]

so

\[
\begin{align*}
x_{n-g} &= \epsilon \\
v_{n-g} &= v
\end{align*}
\]

our starting position and velocity at the boundary. To bring our velocity and position in-line, so they can be used in the rest of the scheme, we define

\[
v_{n-s} = v_{n-g} + (g - s)e_v \Delta t
\]

and

\[
x_n = x_{n-g} + g v'_{n-g/2} \Delta t,
\]
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where

\[ e_v = (1 - d)e(x_{n-g}, t_{n-1}) + d e(x_{n-g}, t_{n-2}) + (d + 1 - s)(v_{n-g} \cdot \nabla)e(x_{n-g}, t_{n-1}) \Delta t \]  \hspace{1cm} (4.115)

\[ d = \frac{g + s}{2} - 1 \]  \hspace{1cm} (4.116)

\[ v'_{n-g/2} = v_{n-g} + \frac{1}{2} g \left[ e(x_{n-g}, t_{n-1}) \right] \Delta t, \]  \hspace{1cm} (4.117)

So we now have our initial position and velocity, defined at the right points in time for the rest of the leap-frog scheme. We use this final position \( x_n \) for the weight when measuring each particle's contribution to the target emission.

4.8 Locating \( E' \)

Having established a basic model for current injection that will maintain a given \( E' \), we can now set out to determine the value for \( E' \) that will maximize the transmitted current. We do this with a simple iteration scheme, illustrated in Figure 4.9. We start with \( E' = 0 \) and iterate. First, we run the simulation with \( E = E' \) for a number of electron transits (2-4), then continue, measuring the output current at the anode. When anode current stabilizes, indicating a steady state, the output current is recorded, and \( E' \) is increased by a fixed amount. Once increasing \( E' \) ceases to increase the output current, this sets an upper bound on the optimal \( E' \), and we proceed to sweep \( E' \) down in the same manner, with a smaller step. This iteration proceeds until \( E' \) is known within a specified tolerance, e.g. one percent.

Implementation

To implement this scheme, the two-dimensional Particle-in-cell simulation code OOPIC has been wrapped in a Python interface [6]. As in Chapter 3, the underlying C++ implementation of physics and diagnostics is exposed in a non-copying manner via Cython and numpy [7] [64], enabling access to the many scientific visualization and analysis tools of the scientific Python community [66] [65].

The high-level logic of decision-making in Figure 4.9 is implemented in the Python language, allowing rapid prototyping and iterative development, without significantly impacting the inner simulation performance.
Figure 4.9: The iteration scheme for locating $E'$. 
4.9 Results and Discussion

The first result, to verify our scheme, is the one-dimensional case illustrated in Figure 4.10. We simulate an infinite parallel plate diode, with gap separation $D = 1\, cm$, gap potential $V = 1\, kV$, and initial drift energy of one to four percent the gap potential ($KE = 10 - 40eV$). The Jaffe correction

$$\frac{J_{1DSCL}}{J_{CL}} = \left(1 + \frac{KE}{V}\right)^{\frac{3}{2}} + \frac{KE^{\frac{3}{2}}}{V}$$

(4.118)

to the space-charge limit in this regime ranges from 35 – 80%. This is achieved in a 2D simulation with periodic boundary conditions in the transverse dimension. Using the emission scheme with cathode surface field $E' = 0$, we find an underestimation of the Jaffe limit by two to nine percent. It is important to note that $E' = 0$ does not result in emitting the 1D Child-Langmuir limit, rather it is significantly enhanced, though the enhancement is not fully what the Jaffe theory predicts. Applying our scheme to locate a nonzero surface field $E'$ closes the gap between the $E' = 0$ case and the Jaffe limit, as seen in Figure 4.11.
Having established that the scheme does produce the result expected by theory in the one-dimensional case, we can proceed to the actual motivating case - a new approach to the two-dimensional axisymmetric scaling law developed in Chapter 2. As in Chapter 2, we simulate the system described in Figure 2.1, with aspect ratio $r/L$ ranging from 1-8. Applying the scheme described in Section 4.8, we do indeed find good agreement with prior results for an axisymmetric scaling law [44] via a very different scheme.

As in the one-dimensional case, $E = 0$ injection will systematically underestimate the space-charge limit. By adding a positive electric field, we are able to close the gap between field-limited emission and the space-charge limit, shown in Figure 4.12, where agreement between the iterative scheme and the overinjection scheme is good.

We also see in Figure 4.13 the familiar current wings and center-dip, characteristic of the current profile from our previous 2DCL approach, further validating the approach.

Figure 4.11: Transmitted current with $E = 0$ and $E = E'$ for infinite diode.
Figure 4.12: Axisymmetric scaling laws with $E = 0$ and $E = E'$. The line shows the polynomial fit to the $2DCL$ data collected in Chapter 2.
Figure 4.13: Anode current profile for $r/L = 4$. 
4.10 Variations

Field Profile

In the case of zero initial velocity, it is obvious that the SCL implies an electric field of zero everywhere on the cathode. However, when allowing for finite initial velocity, this is no longer immediately apparent, but our scheme is not sensitive to spatial variations in $E'$. We can make a test case, by applying local enhancement effects of E-field profile at the center and edge of the beam. The effects of local enhancement at the center of the beam can be seen in Figure 4.14. Comparing the profile shows no discernible difference resulting from the stronger E-field at the center. The only difference appears to be an accumulation of electrons at the potential minimum, near the axis, which ultimately has no effect on the total transmitted current or its profile.

Similarly, enhancing the surface electric field at the edge of the beam, with an Electric-field profile that matches that of the transmitted current, does not have an apparent effect on the total transmitted current. It does, however, have a very small effect on the profile, slightly enhancing the peaks of the wings, but at the expense of the width of the wings, ultimately having no effect on the total current, as illustrated in Figure 4.15a.
CHAPTER 4. RELAXING ASSUMPTIONS IN FIELD-LIMITED EMISSION, AND AN ITERATIVE APPROACH TO THE AXISYMMETRIC SCALING LAW

Removing the Magnetic Field Confinement

In all of these cases, we confine radial motion of the electrons by applying an infinite magnetic field. We can explore this effect by eliminating this magnetic field, and observing the effects of the confinement. Figure 4.16 shows the spread of the beam, where the high current density in the wings is allowed to spread when the B-field is relaxed. The difference in potential shows the space-charge effects pushing the beam out from the center.

Ultimately, relaxing the B-field results in the wings spreading out, and the current profile flattening (Figure 4.17). Recall from Figure 4.3, that the actual current profile is a sawtooth pattern, in order to satisfy the DCE and PCE conditions simultaneously. The severity of the sawtooth is proportional to the relative difference between each pair of nodes. If the weights assigned to two
adjacent nodes differ by a factor greater than two, then there will actually be a gap in the beam near the lower value. When the magnetic field is relaxed, the sawtooth pattern is allowed to spread, and is observed at the anode, and the gap in the beam near the outer edge is observed in the dashed line in Figure 4.17. To alleviate this, the mesh must be refined to minimize the sawtooth slope, at which point a simple smoothing of the profile is observed. The total transmitted current does not change significantly, as the spread beam does not have a significant effect on the surface field at the cathode, which determines the current injection. An increase in total transmitted current of one percent is observed.

### 4.11 Conclusions

We have extended previous work on field-based emission, taking care to preserve consistency in cylindrical coordinates and at the edge cells, and specifically analyzing alternate approaches that are ultimately deemed inappropriate. Starting with prior work that ensures Gauss’s law is balanced at nodes and cells, the scheme is extended to preserve this condition in cylindrical coordinates, taking particular care at the edge and center of the beam, where prior errors have been known to occur. We further relax assumptions by accounting for nonzero velocity in the emission, which
previously would produce a systematic underestimation of the current needed to balance Gauss's law. In analyzing this velocity correction, we find it to be quite small for the Child's law regimes that we have explored, but can be large for finite initial velocities or high gradient field emission. Further analysis is provided, showing that the scheme is second-order accurate at every node, including on-axis and at the edge of the beam in cylindrical coordinates. It is our finding that forcing Gauss's law to balance at the edge node will not result in an accurate result, despite the fact that it will balance in the continuous limit. The scheme is validated in the one-dimensional case via periodic boundary conditions, and prior results recovered for the two-dimensional axisymmetric scaling law.

The iterative approach to this same result has proven dramatically more efficient than prior work described in Chapter 2. Rather than attempting to inject a uniform beam with a current dramatically exceeding the limit, our new scheme does not overinject at all. Instead, our scheme stays very near the current limit (within ten percent) throughout iteration, which means pushing eighty percent fewer particles, and a result is found in fewer timesteps. This has indeed proven significantly more efficient than the previous brute-force approach. Fewer particles are emitted, fewer timesteps are taken, and a more detailed understanding of the system is achieved.

This more efficient scheme has also allowed further exploration into the finer detail of the system, not previously achieved. The effects of the magnetic confinement, assumed to be the case in all prior simulations, is suggested to have an effect only on the current profile transmitted at the anode, but not the total transmitted current. It was suspected that local enhancements of the field at the wings, such that the surface field might reflect the profile of the current, but this has turned out not to be the case. Local field enhancements only seem to shift the profile, again not changing the total transmitted current.
Chapter 5

Conclusions

5.1 Extensions of Child’s Law

We have seen a few physical results, extending our understanding of space-charge effects on current through a circular parallel plate diode with finite radius. In Chapter 2, we developed a new scaling law for axisymmetric geometry, which has been shown to agree well with experiment [4], and extended prior work in planar geometry [2]. We find a scaling law for the maximum space charge limited steady-state current density, which scales as $r/L$ relative to the predictions of 1D analytic solutions. We also develop a theoretical model to support these results in both geometries, and a take on a geometric analysis on the relative contribution of the current density peaks at the outer edge of the beam. These ‘wings’ are found to have a fixed width, independent of the width of the beam. Our approach converges to the one-dimensional limit slower than other, similar work [45], and it is suggested that the contribution from the current-density wings may be responsible for this slower convergence. One anomaly that continues to elude analysis is a region of low current density in the center of the beam. No analytic model has predicted this in the current profile, but the contribution to the overall emitted current is very small.

Chapter 4 took us deeper into the surface field of the same system, by following a different approach to emission. Instead of overinjecting everywhere, as in Chapter 2, we balance Gauss’s law at the surface, to eliminate any overinjection. The new results agreed well with the earlier approach, but it allowed further exploration into the profile and field characteristics, due to the use of a new, more programmable Python interface. We showed that local enhancements to the surface field at both the edge and the center of the beam do not have significant effects on the total emitted current, and that the electric-field profile for space-charge-limited current is flat, unlike the current profile, which has wings at the edge and a dip in the center. Chapter 3 explored the enhancement effects of upstream ions mitigating space-charge limits across relativistic and non-relativistic energy regimes, with an analytic solution, and confirmation by simulation.
5.2 Field Emission Scheme

Chapter 4 showed the development of a comprehensive scheme for a consistent field-emission scheme based on balancing Gauss’s law in two-dimensional systems. By taking prior work, and extending it to carefully account for conditions at edge and center cells, as well as nonzero initial injection velocity and particle weighting, we should have a scheme that is applicable in a wide variety of systems. The scheme is shown to recover Jaffe’s space-charge-limit for an infinite parallel plate diode, and the scaling law developed in Chapter 2. Error analysis also shows the scheme to be second-order accurate at every node in both Cartesian and Cylindrical coordinates.

5.3 Simulation Tools and Techniques

We have wrapped the PTSG-developed C++ simulation codes OOPIC and OOPD1 in a Python interface, which has enabled dramatically improved interaction and analysis. In Chapter 3, we showed a feedback-based scheme for optimizing transmitted electron current based on upstream ion injection. This was done with the one-dimensional code OOPD1. We also found a useful application of mass-scaling to further improve simulation efficiency, when simulation time scales with transit time, which, in turn, scales with the ion mass.

We took this to two-dimensions with OOPIC in Chapter 4, where we automated the axisymmetric parallel-plate diode, optimizing the transmitted current by tuning the surface field at the cathode.

The choice of Python for the interface here is not significant on its own, as almost any programming language has the capacity to use the physics codes now that they have been exposed as dynamic libraries. Python was chosen for the ecosystem of tools around data analysis and visualization, which is particularly strong, and this decision has proven quite fruitful.

Of particular value were the packages Cython, NumPy, matplotlib, and IPython. Cython makes the transition layer from C to Python particularly seamless, and allowed the avoidance of many of the performance penalties of native Python code. NumPy is known as the Lingua Franca of scientific Python, allowing easy and efficient access to a huge number of analysis tools. The IPython Notebook, in particular, allowed for a document-based approach, which facilitated collaboration and communication of results, and recording the history of each simulation run. All of the figures in this dissertation (excluding schematic diagrams) were produced with matplotlib in the IPython Notebook. Using NumPy, matplotlib, and the IPython Notebook makes for an extremely efficient workflow from running simulations to final figures for publication. The main takeaway here is that tools are of great scientific importance, as they strongly influence the actual research that is feasible.

5.4 Future Work

While this work has answered some questions, the value of a successful scientific endeavor is often in the new questions it raises more than the answers it provides. The two-dimensional axisymmetric scaling law has now been approached a few times [44] [45]. Li’s work differed from ours, in that the
emitted electrons had zero velocity, whereas our approach used a finite injection velocity, requiring
the potential minimum to be resolved by a fine mesh. This means that while Li's work converged
to Child's law itself, ours converged to Jaffe's correction for a finite initial velocity. The result is a
modest disagreement in the scaling law with respect to the aspect-ratio $r/L$. What remains to be
done is to investigate any relationship the initial velocity may have on the scaling law. It is possible
that the scaling law, even relative to Jaffe's correction, is a function of both $r/L$ and $mv_0^2/V$.

Almost all of these simulations have been done with infinite magnetic field, confining the par-
ticles to longitudinal motion. While one example of relaxing the magnetic field has been shown,
there is still much to learn about the possible effects of the magnetic field. Such examples may
include finite magnetic fields, or even transverse fields, relevant to crossed-field devices such as
magnetrons.

We have explored a couple of boundary conditions for these systems. In all cases, we held the
anode and cathode to be conductors at a fixed potential, but there are other options to explore, such
as floating conductors, dielectrics, or open boundaries.

While we have shown two simple and useful applications of the Python-wrapped codes, pro-
viding schemes for optimization of input parameters, there are many other physical systems and
optimization schemes to which it may be applied. This is perhaps where the greatest amount of
future work is to be done: Using the new, more general, tools to more easily experiment with
optimizing physical parameters of other systems.
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