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Sorting is one of the most well studied algorithmic problems in Computer Science. It is a fundamental building block in many other algorithms. In this dissertation, we consider several variants of the classical sorting problem all motivated by modern challenges or technologies. We present algorithms to solve these problem variants and provide lower bounds when possible.

The online list labelling problem attempts to maintain integer labels for a dynamic ordered list. As new elements are inserted, old elements may need to be relabeled to make room in the label space. Previous work has looked at minimizing the total number of relabels that need to be performed. However we analyze the version of the problem where the goal is to minimize the maximum number of times any one element is relabeled. We call this the online house numbering problem. This problem is motivated by the modern solid-state memories which have a limited write life. We provide two solutions to the house numbering problem: one that comes within a logarithmic factor of the optimal label space size with optimal maximum relabelings and one that has optimal label space size, but is a logarithmic factor off of the optimal maximum relabelings.

Sorting can also mean to split a set of elements into groups of similar elements. Cryptographic handshakes, where two parties securely identify if they belong to a privileged group, motivate...
studying this form of sorting that we call *equivalence class sorting*. Instead of sorting with a
< operator, our goal is to use an ≡ operator to group a set of elements into their equivalence
classes. We prove tight lower bounds that match the runtime of previously known algorithms
as well as provide algorithms for performing equivalence class sorting in several models of
parallel computation.

Classical sorting algorithms output the sorted order for a given input list. When the data is
continually changing or “evolving”, the output of a classical algorithm cannot be guaranteed
to be accurate. So we consider a new model for algorithms called the evolving data model.
In this model, every time a comparison is performed, two elements that are adjacent in the
underlying order are swapped. No algorithm can ever compute the exact correct order of the
elements in such an evolving list. Instead the goal is to, over time, converge to be as close to
the correct order as possible. We show that simply repeatedly running insertion sort achieves
the best possible $O(n)$ inversions relative to the underlying order with exponentially high
probability.
Chapter 1

Introduction

Sorting predates the modern computer. In fact, an automated sorting machine was used to count United States census data in 1880 [59]. Some of the earliest computer programmers worked on writing sorting algorithms [64]. Since then sorting has become a foundational topic of study. Knuth [59] makes the claim that “every important aspect of programming arises somewhere in the context of sorting or searching!”

Formally given an input list of \( n \) elements \( l \), the sorting problem is to output the list containing the same set of elements permuted into an order respecting some \(<\) operator i.e., if \( i < j \), then in the output \( l[i] < l[j] \). Ford and Johnson [41] introduced the comparison model in which algorithms are permitted to compare list elements using the \(<\) operator and are assessed based on the worst case or expected number of these comparisons that they perform. The elements of the input list are often called \( \textit{keys} \) and are contained in some larger set of possible keys called a \textit{universe}. Each key may carry some auxiliary information. For example in a contact list, entries may be sorted by last name while also being associated with emails, phone numbers, and other personal information. Oftentimes the keys to be sorted are integers where
the \(<\) operator is the natural numeric order or strings where the \(<\) operator is lexicographic order such as in a dictionary.

As every academic who has had to return a stack of graded papers to students knows, sorting is a useful subroutine to speed up future processing. In an unsorted list, looking up an element may require \(O(n)\) time, but after sorting a list, one can use binary search to find an element in \(O(\log n)\) time [29]. Similarly, finding the element of a given rank in an unsorted list may require \(O(n)\) steps, but in a sorted list it only takes \(O(1)\) time [29]. Aside from these two relatively simple applications, sorting algorithms are used as black boxes in algorithms in computational geometry [46], graph theory [63], and nearly every other computer science subfield.

Over the course of an undergraduate computer science education, students learn several classical sorting algorithms including bubble sort, selection sort, insertion sort, merge sort, quicksort, and heapsort [29, 44]. Although relatively simple, these sorting algorithms illustrate important algorithmic design and analysis techniques such as loop invariants, recursion, worst-case analysis, and the usage of basic data structures. The principles in these algorithms will also be applied frequently in more advanced areas of study. In fact, Chapter 5.5 of Knuth [59] describes sophisticated applications which apply the ideas used in each of these classical sorting algorithms. Even bubble sort finds an application in two-tape sorting.

There is a well known comparison based sorting lower bound that \(\Omega(n \log n)\) comparisons are required by any algorithm in the worst case. The classical sorting algorithms can be divided into those that achieve the optimal \(\Theta(n \log n)\) run time (quicksort, merge sort, and heapsort) and those that do not (bubble sort, selection sort, and insertion sort). However interestingly in some cases “slower” algorithms may perform much better. When there are \(o(n \log n)\) inversions in the input list, insertion sort has an asymptotically better runtime than the \(\Theta(n \log n)\) algorithms quicksort, merge sort, and heapsort.
Because the comparison based model ignores the availability of certain powerful computing techniques as well as the difficulties that arise when sorting on real hardware, many variants of the classical sorting problem have been studied.

**External memory sorting**  When the data to be sorted is too large to fit into main memory on a computer, the classical sorting algorithms can become infeasibly slow. Instead new techniques are required to minimize the amount of reading from and writing to the external memory. Agarwal [1] implemented a merge sort based algorithm to compare how the run time was divided up between reading, writing, and non-i/o operations.

**Integer Sorting**  Instead of exclusively using the $<$ operator to interact with the input elements, using other operations on the elements may be advantageous in certain contexts. For example, when the list elements are integers in some polynomial range, radix sort uses bit-level operations to achieve $O(n \log \frac{U}{\log n})$ operations, where $U$ is the size of the universe, breaking the $\Omega(n \log n)$ operation comparison sorting lower bound when $U = poly(n)$. Fusion trees were used by Fredman and Willard [42] to sort integers in $O(n \log n / \log \log n)$ time which is independent of $U$. Han and Thorup [48] improved this bound further and managed to use just $O(n \sqrt{\log n \log n})$ time.

**Parallel sorting**  As computers have become more sophisticated the prospect of using multiple processors in parallel to solve problems has become viable. In this context, the goal is to sort a list of numbers using some number $p$ of processors with, depending on the exact model, some form of shared access to memory. Shiloach and Vishkin [75] and Hirschberg [49] both describe parallel algorithms to sort in $O(k \log n)$ rounds using $n^{1+1/k}$ processors which all have complete access to the shared memory. Cole [26] gives a parallel merge sort using only $n$ processors and $O(\log n)$ time. The AKS sorting network [2] is also a parallel sorting algorithm using $n$ processors that also takes $O(\log n)$ time.
Online list labeling  The online list labeling problem [15, 32, 60] can be thought of as a form of online sorting. Elements are assigned integer labels respecting the $<$ operator. When new elements arrive and are placed into the sorted order, they must receive a label between the labels of their two neighbors. If there is no such label available, then the labels for elements must be reallocated. Using a label space of $[1, 2^n]$ allows $n$ elements to be inserted without a single relabel being required. So online list labeling data structures optimize two competing goals: minimize the number of relabelings and minimize the size of the label space used. Several papers give solutions when the label space is constrained to be of size $O(n)$ [15, 18, 80, 81]. When the label space is polynomial in size, $O(\log n)$ relabels suffice [60] and are required [23].

1.1 Results

In this dissertation, we consider three variants of the sorting problem and will provide algorithms and lower bounds.

House numbering problem  In Chapter 2, we analyze the house numbering problem which is a modification of online list labeling. Some modern memories such as flash memory only support a limited number of writes [19, 71, 82]. Using naive online list labeling solutions with these memories could lead to a particular memory cell being overwritten repeatedly. Supposing the elements are stored in flash memory, we consider the slightly different problem of minimizing the maximum number of times any single element is relabeled. The conventional online list labeling data structures cannot be easily adapted to this goal.

We give two data structures for the house numbering problem. Our first guarantees no element will be relabeled more than $O(\log^2 n)$ times using an $O(\log n)$-bit label space and our second uses at most $O(\log n)$ relabels for any element with an $O(\log^2 n)$-bit label space.
Thus each solution is optimal in one parameter while being within a logarithmic factor of optimal in the other parameter.

The first of our two data structures uses a tree on the label space and moves elements throughout the tree always maintaining the correct relative order of elements. As an element undergoes relabels it is moved higher up in the tree and is thus less likely to be moved in the future. Interestingly there is no immediately obvious reason why the tree should not grow to an unbounded height. Proving that the elements stay somewhat low in the tree and so only use a small number of labels requires a particularly sophisticated potential argument.

**Equivalence class sorting**  Jayapaul *et al.* [56] considered a slightly unconventional notion of sorting where instead of using a $<$ operator, they use an $\equiv$ operator. Obviously the goal cannot be to place the elements in order. So instead we attempt to group elements into their equivalence classes and our goal is to minimize the number of equivalence tests we need to perform. We call this the equivalence class sorting problem. This problem naturally arises when several individuals wish to use cryptographic handshakes to identify themselves as belonging to certain groups. Jayapaul *et al.* [56] showed that while in general beating $\Omega(n^2)$ equivalence tests is impossible, it is possible to equivalence class sort using $O(n^2/\ell)$ equivalence tests, where $\ell$ is the size of the smallest equivalence class. They also showed that even when $\ell$ is known, one cannot sort using fewer than $\Omega(n^2/\ell^2)$ equivalence tests.

In Chapter 3, we prove lower bounds for the equivalence class sorting problem and provide some parallel algorithms. We prove that any algorithm must use at least $\Omega(n^2/\ell)$ equivalence tests implying the algorithm of Jayapaul *et al.* [56] is optimal. When $k$ the number of equivalence classes is constant with respect to $n$, we show that we can sort the input using just a constant number of parallel rounds of equivalence tests. However when $k$ is non-constant, we are only able to sort in $O(k + \log \log n)$ or $O(k \log n)$ tests depending on the power of our parallel computation model. We also provide some experimental results on how
long it takes to sort when the elements are drawn from a few common discrete distributions.

**Sorting evolving data** Motivated by the idea that underlying data might change during the execution of an algorithm, a new evolving data framework was introduced by Anagnostopoulos *et al.* [7]. Imagine that while processing a particularly long list of web pages several pages are deleted and several new pages are created. The output of such a process could be highly inaccurate. Instead if we use an algorithm that repeatedly resamples the input, we can provide a guarantee on the accuracy of our output. While generally sorting can be performed very quickly (so the data might not have changed very much), the foundational nature of sorting means it is interesting to investigate how to sort evolving data.

In the evolving data model for sorting, the order underlying the input elements slowly changes over time. Whenever the algorithm performs a comparison, an adjacent pair of elements in the underlying order are swapped. Algorithms are judged based on the number of inversions between the list they maintain and the underlying order. Anagnostopoulos *et al.* [7] were able to show that in this model no algorithm can achieve fewer than $\Omega(n)$ inversions with high probability and gave a quicksort based algorithm that achieves $O(n \log \log n)$. In Chapter 4, we show that simply repeating insertion sort forever guarantees the optimal $O(n)$ inversions with exponentially high probability.

If the random swaps in the underlying order and the work of insertion sort can be considered separately it is relatively easy to see that this algorithm works well. However understanding the interplay between the algorithm and the running swaps requires some care. We ultimately show that after $t$ steps of insertion sort, the number of inversions insertion cannot fix is bounded by the sum of squares of $t$ balls thrown uniformly at random into $n$ bins. So if there are a linear number of inversions, then with high probability a linear number of steps will be performed and most of the steps will fix inversions.
Chapter 2

The Online House Numbering Problem: Min-Max Online List Labeling

2.1 Introduction

In this chapter we study a new version of the fundamental online monotonic list labeling problem [15, 32, 60] (OMLL), where the goal is to maintain labels for a dynamic ordered list of at most $n$ elements that, due to monotonicity requirements of appropriate applications, must have (integer) labels that strictly increase in the direction of the ordering. When a new element is inserted into the list, either between two existing elements or at an endpoint of the list, we must assign a label to the new element that is consistent with the order of the list. To avoid labels becoming too long, algorithms for list-labeling problems relabel elements from time to time to maintain the ordering using relatively few bits for the labels. There are several common variants of OMLL that differ in the number of bits allowed for each label.
For example, the special case of allowing \( \log n + O(1) \) bits\(^1\) is known as the file-maintenance problem \([15,18,80,81]\) as the labels can be viewed as corresponding to addresses in a size-\(O(n)\) array.

Solutions for OMLL are used as foundational building blocks in several areas of computer science, ranging from cache-oblivious data structures \([16,17,22]\) to distributed computing \([36]\), and they play a central role in deamortization \([21,32,34]\). As an illustration of the data structure's central role in the field, it is used as a black box in order-maintenance data structures \([32,60]\), which themselves are used as black boxes throughout computer science (for examples see \([5,6,27,33,37,39,61]\)).

The focus of previous work solving the OMLL problem in the RAM model has been on minimizing the worst-case or amortized number of relabels per update. For example, when using \(O(\log n)\) bits per label the worst-case number of relabels per update is known to be \(O(\log n)\) \([60]\), which is tight \([23]\). A particular element, however, can be relabeled as many as \(\Omega(n)\) times during a sequence of \(n\) insertions using existing algorithms. This chapter considers the goal of minimizing the maximum number of times an element in the list is relabeled, while using only a small number of bits per label. We refer to this version of OMLL as the **online house numbering problem**, since it captures the challenges that take place when maintaining a strictly increasing numbering for a collection of houses representing their order along a road. When a new house is built between any two existing houses (or at either end of the row of houses), this new house needs to be assigned a house number. If no such integer house number is available, however, then other houses need to be relabeled (or renumbered) to make room for a number for the new house. Formally stated, the online house numbering

---

\(^1\)Unless another base is indicated, all logarithms in this thesis are base 2.
problem is to maintain a labelling of an initially empty ordered list subject to \( n \) operations of the form, \( \text{insert}(x, a) \): insert \( x \) immediately after \( a \) in the ordered list. Remarkably, existing solutions for list labeling problems do not seem to lead to efficient solutions for the online house numbering problem.

Solutions to the online house numbering problem address label-update complexity, which is motivated from use of solid-state memories, like flash memory, that have an upper bound on the number of erasures that can occur for any memory cell [19,71,82]. For example, consider a database stored in flash memory with an ordered set of large records, where each record maintains a label respecting the order. Due to the use of memory with an erasure limit, the number of times that the label is changed must be minimized, since each relabeling entails rewriting that area in memory. A typical assumption in models for solid-state memories is that the algorithm or data structures also have access to a sublinear amount of additional scratch space for computational purposes (see Ben-Aroya and Toledo [14]), which is exempt from the erasure limits. In the context of our online house numbering, this would mean that each element in the data structure has a fixed record containing, e.g., the label and any other auxiliary information that is updated whenever a label changes (for our solution, we also store a counter as part of the record). Any additional components of the data structure must be restricted to the \( o(n) \) scratch space.

There are two competing objectives that we consider in designing solutions for the online house numbering problem. The first objective is to minimize, over all elements in the list, the maximum number of times that the label of the element changes throughout the \( n \) insertions. Notice that with large labels, a trivial solution in which no relabels are needed is obtainable by assigning \( x \) the average of \( a \) and \( b \), where \( b \) is the element succeeding \( x \). This trivial solution requires \( \Omega(n) \) bits per label, and so if each word of memory contains \( \Theta(\log n) \) bits (which is a standard assumption), each label requires \( \Omega(n/\log n) \) words. A large number of words directly impacts the efficiency of establishing the order of two elements, since comparing
their labels entails scanning that many words. Thus, the second objective is to minimize the number of bits used in labels.

Since we are interested in minimizing two competing objectives, we express the complexities of our data structures using a pair of functions. A data structure supporting $n$ insertions with $g(n)$ maximum relabels and using $h(n)$ bits per label is said to have complexity of $\langle g(n), h(n) \rangle$. Notice that $h(n) \geq \lceil \log n \rceil$ since $n$ elements must be labeled. If one is interested in $h(n) = O(\log n)$ (constant number of words per label), then the OMLL lower bounds of [23] imply that $g(n) = \Omega(\log n)$. Thus, if there existed a solution for online house numbering with complexity $\langle O(\log n), O(\log n) \rangle$, it would be asymptotically optimal.

### 2.1.1 Our Results

In this chapter we describe two data structures that are close to the target bound of $\langle O(\log n), O(\log n) \rangle$, but each solution introduces an extra logarithmic factor in one of the functions. In a third solution, we investigate the dependence on the leading constant of $h(n)$ and provide a solution with complexity $\langle O(n^\epsilon), \log n + O(1/\epsilon) \rangle$. Our solutions, which can be adapted to work with $o(n)$ scratch space, establish the following results.

**Theorem 2.1.** There exists a house numbering data structure with complexity $\langle O(\log^2 n), O(\log n) \rangle$.

**Theorem 2.2.** There exists a house numbering data structure with complexity $\langle O(\log n), O(\log^2 n) \rangle$.

**Theorem 2.3.** For any positive constant $\epsilon$, there exists a house numbering data structure with complexity $\langle O(n^\epsilon), \log n + O(1/\epsilon) \rangle$.

Proofs of Theorem 2.1 and Theorem 2.3 appear in Section 2.3. Theorem 2.2 is proved in Section 2.5. Our solution complexities exhibit an interesting feature: the online house numbering problem seems to exhibit a different tradeoff from OMLL, depending more strongly on the label lengths.
Overview of Challenges and Techniques. The main idea of our approach is that once a particular element has been relabeled many times, structural restrictions assure that this element will not be relabeled much in the future. To achieve this goal, we employ a tree-like structure similar to an $(a, b)$-tree (or B-tree) that stores at most $O(\gamma)$ elements in nodes of the tree, where $\gamma \geq 2$ is a parameter controlling the tradeoff between the two objectives. (For the purpose of this overview it is helpful to assume $\gamma = 2$.) Roughly speaking, the inorder traversal of this tree corresponds to the order of elements in the list. The elements in a node each have a local label, which is local to that node. The global label assigned to an element corresponds to the concatenation of the local labels on the path from the root to the element (with 0s padded at the end if the element is in an inner node). We require the local labels of elements to respect the order of elements in each node, thereby guaranteeing that the global labels respect the total order of the list. To simplify things when extending to non-constant $\gamma$, we employ (classic) file-maintenance data structures within each node for maintaining the local labels. Notice that changing the local label of an element also changes the global labels, which must be stored explicitly, of all elements in that element’s subtree.

Our main strategy is to employ node splits to “promote” elements that have been relabeled too many times to higher levels in the tree. Promoting an element $e$ that is currently in node $u$ entails: splitting the elements of $u$ around $e$ into two new nodes, moving $e$ into $u$’s parent, and making the two new nodes children of $u$’s parent. The intuition behind the promotions is that elements in higher nodes are less affected by insertions, and hence these elements need not be relabeled as often.

There are three reasons to promote an element: (1) if the element has been relabeled too many times since its last promotion, (2) if the node has too many elements, which would cause the performance of the file-maintenance black box to degrade, or (3) if the node becomes sufficiently imbalanced, according to a non-obvious weight-balance rule.

The key component of the analysis is ensuring that the height $H$ of the data structure is
well bounded, i.e., that elements are never promoted too far. The height $H$ not only places an upper bound on the length of the labels, but in conjunction with the first trigger for element promotion also directly implies a bound on the number of times each element can be relabeled. We emphasize that the analysis bounding $H$ leverages a potential argument in an atypical and non-obvious way, which we view as a surprising component of our data structure.

2.1.2 Related Prior Work

There is no prior work for the online house numbering problem, but it is closely related to the classic file maintenance and online list labeling problems for which several authors have shown how to achieve optimal polylogarithmic update times, in either worst-case or amortized senses (e.g., see [15, 18, 23, 32, 54, 60]).

Regarding algorithms in computational models that capture the challenges of solid-state memory, Ben-Aroya and Toledo [14] provide competitive analyses for several such algorithms, but they do not study OMLL problems as a specific topic of interest. See also the work of Irani et al. [53]. Subsequent work on efficiently implementing specific data structures and algorithms in such models includes methods for database algorithms [25] and hash tables [38].

2.2 Preliminaries

We prove Theorems 2.1, 2.2, and 2.3 using amortized analysis. Traditionally given a potential function $\Phi$ mapping data structure states to real numbers, the amortized cost of an operation $x$ is $\text{cost}(x) + \Phi(D_{\text{after}}) - \Phi(D_{\text{before}})$ where $\text{cost}(x)$ is the actual cost of operation $x$, $D_{\text{before}}$ is the state of the data structure before $x$, and $D_{\text{after}}$ is the state of the data structure after $x$ [77]. When summing the amortized costs of a sequence of operations, the $\Phi(D_{\text{after}})$ and
\( \Phi(D_{\text{before}}) \) terms telescope and cancel out. So the total cost of a sequence of \( N \) operations is at most the actual cost of the operations plus the potential in the final data structure state minus the starting potential. Our arguments do not use a potential function to analyze time costs. Instead our potential function is designed so that we can bound the height of a tree. First, we prove insertions will increase the potential of the tree by a small amount and promotions will have no effect on the potential. Second, we show that a tall tree requires a large amount of potential. Therefore for a given number of insertions, there is a maximal height to the tree.

In our house numbering data structures, we make use of instances of file maintenance data structures. The following lemma highlights the features that our algorithms leverage. Here, a file-maintenance data structure corresponds to an array, where placing an element in the \( i \)th slot in the array corresponds to assigning a label of \( i \) to the element.

**Lemma 2.1.** For any capacity \( \eta \), there exists a file maintenance data structure with the following properties:

- The data structure assigns to each element a slot in the range \([1, 4\eta]\). Slots are such that \( a \) is before \( b \) if and only if in the total order \( a \)'s slot is before \( b \)'s slot.
- If the data structure has at most \( \eta \) elements then it can be split into two data structures with each element being moved at most once.
- Starting from an empty data structure, or a data structure that is the output of a split, as long as the number of elements in the structure does not exceed \( \eta \), the amortized number of elements that are moved to a new slot per insertion is \( O(\log^2 \eta) \).

**Proof.** A data structure by Itai et al. satisfies these conditions [54].

Using the notation of the statement of Lemma 2.1, a file maintenance data structure \( f \) is characterized by a capacity (i.e., \( \eta \)), a slot range (i.e., \([1, 4\eta]\)), and an amortized moving cost
cost(\eta) (i.e., O(\log^2 \eta)), which are all static. The capacity specifies how many elements can be inserted while still maintaining the cost(\eta) bound. In addition, we define the usage of \( f \), denoted usage(\( f \)), to be the number of elements currently inside \( f \).

### 2.3 A Generic House Numbering Data Structure

We describe our data structure in terms of several variables, namely \( \kappa_1, \kappa_2, \kappa_3, \pi_1, \) and \( \pi_2 \). These will allow us to balance various overheads in the data structure and shall be fixed in the analysis. Additionally, our house numbering data structure is parameterized by a value \( \gamma \geq 2 \), which controls a tradeoff between the label lengths and the number of relabels performed. Setting \( \gamma \) to a constant attains the \( \langle O(\log^2 n), O(\log n) \rangle \) data structure. When considering a data structure for flash memory, the data structure itself, in addition to the actual list, should reside in scratch space.

**The tree.** Our house-numbering structure is a perfect rooted \((4\kappa_1\gamma + 1)\)-ary tree \( T \). Each internal node \( u \) in the tree maintains an instance \( f_u \) of a \( \kappa_1\gamma \)-capacity file-maintenance data structure (à la Lemma 2.1) and the leaves of the tree are associated with space for a single element. The leaves store the actual elements \( e \) in the tree, but leaves may be empty. Each element \( e \) also maintains a relabel counter \( c(e) \).

The internal nodes store (conceptual) copies of elements, which we call representatives, that have been promoted to a higher level in the tree. We refer to all the copies of a particular element \( e \) as the representatives \( e \). Representatives are analogous to duplicate keys in internal nodes of a B\(^+\) tree, with each non-empty node containing exactly one representative that has been promoted to the parent node.

Each file-maintenance data structure \( f_u \) assigns slots in the range \([1, 4\kappa_1\gamma]\) to the represen-
tatives in node $u$. Equivalently, the file-maintenance structure specifies how to store the representatives in a size-$\kappa_1 \gamma$ array, starting from slot 1. We use the 0th slot in the array for a special dummy representative $d_u^-$, which corresponds to the only representative in node $u$ that has also been promoted to the parent. (As such, $d_u^-$ is a representative of the leftmost left element in $u$'s subtree.) Note that since the slot storing the dummy representative is not part of the file-maintenance structure $f_u$, the dummy representative never moves from slot 0. The $i$-th slot in $f_u$ corresponds to the $i$-th child of $u$ in an inorder tree walk. For representative $r$ in $f_u$ let $s(r)$ denote the slot in $f_u$ that is assigned to $r$.

Without yet worrying about precisely how elements are labelled, we state a property about how they must appear in $T$. Naturally, the order property constrains the way we label elements.

1. **Order Property:** An inorder traversal of $T$ encounters the elements in their house numbering order.

We use $T_u$ to denote the subtree rooted at node $u$. Let $v$ be the parent of $u$ in $T$. Since $u$ is represented as a slot $s$ in the slot range of $f_v$, we will abuse notation and sometimes denote $T_u$ by $T_s$. A subtree is empty if it contains no elements.

**The labels.** The label for an element $e$, denoted $\ell_T(e)$, is based on the root-to-leaf path down to the leaf node containing $e$. In particular, labels are base-$(4\kappa_1 \gamma + 1)$ numbers with a number of digits equal to the height of the tree. Consider the path $u_1, u_2, \ldots, u_{H_T+1}$ down to the leaf containing $e$, where $u_1$ is the root, $u_{H_T+1}$ is the leaf containing $e$, and $H_T$ is the height of $T$. For $1 \leq i \leq H_T$ let $s_i$ denote the slot of $u_{i+1}$ in $f_{u_i}$. Then $e$'s label is the concatenation of digits $s_1, s_2, \ldots, s_{H_T}$. An example of determining the labels of elements is depicted in Figure 2.1. The label of each element uses $\lceil \log(4\kappa_1 \gamma + 1) \rceil$ bits per level of $T$ for a total of $H_T \lceil \log(4\kappa_1 \gamma + 1) \rceil$ bits.
Figure 2.1: This tree illustrates how elements are labelled based on their representative’s node’s file maintenance labels and the node labels of their parents. Empty leaf nodes are omitted and we note that the root node is violating the Capacity Property.

Notice that by construction and the Order Property, the labels of elements respect the order of the elements in the house numbering.

**Relabeling and subtrees.** To maintain the Order Property, whenever a representative $r$ is moved from slot $s$ to slot $s'$ in $f_u$, all of the elements and file-maintenance representatives in $T_s$ are moved to the same exact location, but in $T_{s'}$. The following property will guarantee that this movement does not violate the Order Property.

2. **Representative Property:** The representatives for an element $e$ induce a path from the parent of the leaf containing $e$ to the highest representative. Each representative of $e$ except for the highest one is the dummy representative of its corresponding node.

Following the Representative Property, we refer to the highest representative of an element $e$ as the canonical representative of $e$, and denote this representative by $r(e)$.

### 2.3.1 Insertions

We now discuss the implementation of the \texttt{insert}(\(x, a\)) operation. Let $u$ be the parent of the leaf node containing $a$, and assume for now that $usage(f_u) < \kappa_1 \gamma$. A new representative $r$
of \( x \) is inserted into \( f_u \) immediately after the representative representing \( a \) in \( f_u \) (possibly causing elements in \( f_u \) to change slots). Because this insertion is into a file maintenance data structure, this insertion may cause some movement of other elements. Element \( x \) is placed into the leaf node corresponding to the slot assigned to \( r \) in \( f_u \).

The insertion respects the Order Property, so \( x \) receives a valid label. The insertion causes some number of other representatives in \( f_u \) to be relabeled and also increases the usage of \( f_u \). Eventually \( f_u \) will reach capacity. The capacity of the file maintenance instances needs to be respected and so when \( f_u \) reaches capacity we move around representatives in \( T \) to create room (thereby guaranteeing again that \( f_u \) is below capacity before the next insertion). This is captured by the following property.

3. **Capacity Property:** For any internal node \( u \) in \( T \), usage\((f_u) < \kappa_1 \gamma \).

In order to maintain the Capacity Property, the data structure employs the promotion of canonical representatives to higher nodes in \( T \). The promotion procedure is detailed in Section 2.3.2.

**Relabel counters.** The relabel counter of an element is incremented whenever the label of the element is changed. To prevent any one element from being relabeled too many times, we enforce a bound on the relabel counter. Recall that the \( \text{cost}(\eta) \) function is defined in Section 2.2.

4. **Counter Property:** For any element \( e \), \( c(e) < \kappa_2 \text{cost}(\kappa_1 \gamma) \).

In order to enforce the Counter Property, whenever the counter of element \( e \) reaches its threshold, \( r(e) \) is moved one level higher in the tree by a promotion operation, which we describe shortly, and sets \( c(e) = 0 \).

Notice that moving a representative to a new slot higher up in \( T \) will tend to relabel more
elements compared to moving a representative to a new slot in a lower node in $T$. This presents a subtle challenge. Consider two representatives in $f_u$ where $u$ is relatively high up in $T$, such that one representative $r$ has every file maintenance instance in $T_{s(r)}$ half full while the other representative $r'$ has every file maintenance instance in $T_{s(r')}$ just below capacity. This implies that the ratio of the number of elements contained in $T_{s(r)}$ to the number of elements contained in $T_{s(r')}$ is exponentially small in the height of $u$. The consequence of this imbalance is that insertions of elements into the lighter subtree $T_{s(r)}$ can cause frequent promotions into $f_u$, each time causing $r'$ to move to a new slot in $f_u$. When $r'$ moves to a new slot, all of the elements in $T_{s(r')}$ must be relabeled. This imbalance creates some difficulties in keeping a tab on the complexities of the data structure. To overcome these difficulties, we enforce a requirement on the data structure to have the following property, which helps ensure a promotion does not relabel too many elements that are too high in the tree. This requirement restricts the total weight of elements in subtrees. For a representative $r$ in $f_u$ where $u$ has height $h$ in $T$, let $w(r) = \gamma^h$.

5. **Balance Property:** For any node $u$, $\sum_{\text{node } v \in T_u} \sum_{\text{canonical representative } r \in f_v} w(r) < \kappa_3 \gamma^{\text{height}(u)}$.

### 2.3.2 Promotions

For element $e$, the promotion of $r = r(e)$ from $f_u$ to $f_v$, where $v$ is a proper ancestor of $u$, is performed as follows. Let $\hat{r}$ be the representative in the slot in $f_v$ that contains $e$ in its subtree.

1. Insert $r'$, which is a new representative of $e$, into $f_v$ immediately after $\hat{r}$ in the order $f_v$ is maintaining (this may cause some elements in $f_u$ to change their slots).

2. Move any element in $T_{s(\hat{r})}$ that is after $e$ (inclusive) and its representatives in $T_{s(\hat{r})}$ into identical locations in the subtree of $T_{s(r')}$. 
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Promoting the full node’s median element

Figure 2.2: The blue median representative of the full file maintenance data structure is promoted dividing the subtree into two parts.
Figure 2.3: The black representative’s subtree passed the threshold of the Balance Property and the weighted median representative, shown in green, is promoted. The subtrees of representatives less and greater than the median are copied and possibly shifted if they need a new root representative. Empty subtrees are omitted.
3. The previous step partitions some file maintenance instances into two pieces. In each
such instance, respace the representatives it contains according to the split operation
of Lemma 2.1. Notice that if the dummy representative is part of one piece, the data
structure adds a new dummy representative in the other piece. This new dummy
representative is a representative of $e$.

Examples of promotions are shown in Figures 2.2 and 2.3.

**Lemma 2.2.** Promotions preserve the Order and Representative Properties.

*Proof.* Before the promotion, the Order Property held and so an inorder traversal encountered
the elements with label less than $\ell_T(e)$, then $e$, and then the elements with label greater
than $\ell_T(e)$. After the promotion, the inorder traversal will traverse $T_{s(\hat{r})}$ which contains the
elements less than $e$ and then $T_{s(r')}$ which contains $e$ followed by the elements greater than $e$.
The two new subtrees preserved the original inorder traversal of their contained elements.
So the inorder traversal before and after the promotion traverses the elements in $T$ in the
exact same order and the Order Property holds. The last step of a promotion ensures that
the representatives of $e$ still behave properly with respect to the Representative Property.
Since we split along the path of elements less than and greater than $e$, no other path of
representatives was altered and the Representative Property still holds. \qed

The only operations we perform on $T$ are insertions of elements at leaves and promotions. Both
of these preserve the Order and Representative Properties. Violations of the Capacity, Balance,
and Counter Properties are fixed by promoting certain representatives. When a node $u$ with
parent $v$ violates the Capacity Property, promote the median representative in $f_u$ (which
must be a canonical representative) into $f_v$. When the subtree of $s(r)$ becomes too heavy and
violates the Balance Property, promote the weighted median canonical representative in the
subtree of $s(r)$ into the node that contains $r$. When $c(e)$ passes the threshold of the Counter
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Property, promote the canonical representative of $e$ into the parent of its current node, and reset $c(e)$ to be zero. Figure 2.3 shows a promotion due to a violation of the Balance Property and Figure 2.2 shows a promotion due to a violation of the Capacity Property.

Promoting a representative may introduce new property violations. For example, suppose $f_u$ for some internal node $u$ contains $\kappa \gamma$ representatives and its parent $v$ has exactly $\kappa \gamma - 1$ representatives. Promoting the median representative from $f_u$ to $f_v$ will cause the $f_v$ to violate the Capacity Property.

The very rough pseudocode in Algorithms 1 and 2 describes the high level steps for insertions and promotions. We describe exactly how violations are processed next.

**Algorithm 1** Insert $x$ into the house numbering data structure immediately after element $a$.

1: function INSERT($x, a$)
2:     $u \leftarrow$ parent of $a$’s leaf
3:     insert a representative of $x$ into $f_u$
4:     move any relabeled elements to their new leaves
5:     place $x$ into the corresponding leaf of $u$
6:     repeatedly fix property violations using promote()
7: end function

**Algorithm 2** Promote an element $x$ into a node $u$

1: function PROMOTE($x, u$)
2:     $v \leftarrow$ node containing the canonical representative for $x$
3:     remove $x$ from $f_v$
4:     $a \leftarrow$ predecessor of $x$ in $f_u$
5:     insert a new canonical representative of $x$ after $a$ in $f_u$
6:     move the entire subtree of any relabeled elements
7:     split the subtree below $a$’s canonical representative into:
8:         - $T_1$ a subtree of elements $< x$ and $>= a$
9:         - $T_2$ a subtree of elements $>= x$
10:    place $T_1$ below $a$’s canonical representative
11:    place $T_2$ below $x$’s canonical representative
12: end function

**Property violations.** Since several properties may be violated at the same time, we employ the following prioritization for fixing these violations. We process the property violations...
by alternating between processing all violations of the Capacity and Balance Properties in a highest first fashion and then processing a single violation of the Counter Property. Algorithm 3 shows this procedure in pseudocode.

Algorithm 3 Process the violations in the tree

1: function PROCESS_VIOLATIONS  
2:    while there is a violated property do  
3:        while there is a violation of the capacity or balance properties do  
4:            process the highest capacity or balance violation  
5:                (capacity violations have priority)  
6:        end while  
7:        if there is a violation of the counter property then  
8:            process one violation of the counter property  
9:        end if  
10:    end while  
11: end function

It is not yet clear that this processing terminates. We address this in Section 2.4. Whenever the initial insertion or a promotion causes an element to be relabeled, we increment the corresponding relabel counter.

During the processing of violations, a given relabel counter may be increased well past the bound in the Counter Property. But our potential argument only allows us to charge for relabelings that occur when the counter is at or below the threshold. To keep from relabeling the corresponding element each time an above-threshold counter is pushed even higher during a single (recursive) house numbering insertion, we perform the invariant violation processing on a logical copy of the data structure and only relabel elements with the final label. While a relabel counter may be incremented many times, any element is only relabeled at most once per insert operation.
2.4 Bounding the Height and Complexities

Let $H(n)$ denote an upper bound on the maximum possible height of a canonical representative in our house-numbering data structure after $n$ elements are inserted. (We shall bound $H(n)$ as a function of $\gamma$ in Lemma 2.6.) Then we can directly bound the length of labels at $H(n) \cdot \lceil \log(4\kappa_1\gamma + 1) \rceil$ bits. In particular, if $\kappa_1$ and $\gamma$ are constants, we will prove that $H(n) = O(\log n)$ and hence the labels use $O(\log n)$ bits. Moreover, since we guarantee the Counter Property, each element $e$ can be relabeled at most $\kappa_2 \text{cost}(\kappa_1\gamma)$ times before $r(e)$ is moved up a level. So the maximum number of times that an element is relabeled is $O(\kappa_2 H(n)) = O(\kappa_2 \log n)$, assuming $\kappa_1\gamma$ is a constant and $H(n) = O(\log n)$.

The intuition behind our height analysis is as follows. Each insertion causes $\text{cost}(\kappa_1\gamma)$ representatives to be relabeled. Thus we need roughly $\kappa_2$ insertions to trigger enough relabels that a single representative could be promoted by the Counter Property. In other words, at most a $1/\kappa_2$ fraction of representatives are promoted due to insertions of elements and the Counter Property. This argument extends up the tree; promotions into height-$h$ nodes can cause at most a $1/\kappa_2$ fraction of representatives to be promoted from height $h$. If this were the only effect, we would see $(1/\kappa_2)^h$ representatives promoted to height $h$.

This challenge turns out to be even more complex, since each promotion into a height-$h$ node $u$ also causes the elements in subtrees of any locally relabeled representatives in $u$ to be completely relabeled. The Balance Property helps us to bound the total weight of representatives in these subtrees by $\kappa_3\gamma^h$. By increasing $\kappa_2$ enough, we effectively amortize the high number of relabelings due to moving a subtree against the geometrically decreasing number of promotions to that height, i.e., about $\kappa_3\gamma^h / \kappa_2^h$ per insertion. Since there are some “feedback” effects that arise from the interaction of fixing property violations, the analysis must proceed with care.

Before we turn to bounding the height, we prove a useful lemma.
Lemma 2.3. If the Capacity, Balance, and Counter properties hold before an insertion, the processing of the resulting violations will never promote a representative into a node that:

- violates the Capacity Property or
- contains a representative whose subtree violates the Balance Property.

Proof. Call a promotion into such a node an invalid promotion. We claim that in addition to never performing an invalid promotion, the violation processing maintains the property that violations of the Capacity and Balance Properties each occur at most once in each level of $T$. We call this the Once Per Level Property. When a representative is inserted or promoted into $u$: the usage of $u$ is increased, the weight of every subtree of every representative on the path to the root is increased, and the relabel counters of any relabeled elements are increased. So an insertion or promotion will only introduce violations of the Capacity Property at $u$ and violations of the Balance Property along the path from $u$ to the root (and some other violations of the Counter Property). For example in Figures 2.2 and 2.3, each promotion can only create Counter Property violations lower in the subtree while it may introduce Capacity and Balance Property violations at the root. Hence the initial insertion or promotion from processing a Counter Property violation in a tree with no violations of the Capacity or Balance Properties is valid and will maintain the Once Per Level Property.

When the Once Per Level Property holds, there is some highest violation of each type. There is a highest node violating the Capacity Property and a highest node containing a representative violating the Balance Property. Let $u$ be the higher of these two nodes. If both nodes have equal height, then let $u$ be the highest node violating the Capacity Property. We consider the cases when $u$ violates the Capacity Property or when $u$ does not violate the Capacity Property and violates the Balance Property.

In the first case, $f_u$ violates the Capacity Property by containing $\kappa_1\gamma$ representatives. Because
the parent of \( u \) is not violating either of the two properties, promoting the median of \( f_u \) is valid. That promotion may introduce violations at the parent of \( u \) or higher, but they will only be in levels of the tree where there were previously no violations. The violations that were either at \( u \) or below will be unaffected by the promotion (except for the one being processed). Therefore the Once Per Level Property still holds after the violation is processed.

In the second case, \( f_u \) does not violate the Capacity Property but it does have one representative violating the Balance Property. Because no other representative in \( f_u \) violates the Balance Property due to the Once Per Level Property, processing the violation is valid. By promoting the weighted median descendant into \( u \), only \( f_u \) can be newly in violation of the Capacity Property and only representatives in ancestors of \( u \) can be newly in violation of the Balance Property. Both of these types of new violations are introduced at levels that did not contain a violation of that type before. The splitting of the subtree below into two pieces can only eliminate violations in the levels below \( u \). So after validly processing this violation, the Once Per Level Property holds.

In either case, processing a violation does not make an invalid promotion and maintains the Once Per Level Property. Thus, the invariant processing never promotes a representative into a node violating the Capacity Property or containing a representative whose subtree violates the Balance Property.

\[ \square \]

**Potential argument.** To formalize the intuition outlined in the beginning of this section, we analyze our data structure using the following three potential functions, each of which corresponds to one of our properties:

\[ \Phi_{fmds} = \pi_1 \sum_{\text{internal nodes } u} \max \left( 2^\gamma \text{height}(u) \cdot \text{usage}(f_u) - \kappa_1 \gamma \text{height}(u) + 1, 0 \right) \]

\[ \Phi_{counters} = \sum_{e} \text{weight}(r(e)) \cdot \text{count}(e) \]
The total potential, $\Phi(T)$, is the sum of these three potential functions, that is $\Phi = \Phi_{fmds} + \Phi_{counters} + \Phi_{\text{tree}}$. Each potential function corresponds to one of our three properties and guarantees that when a property is violated we have sufficient potential to “pay” for the promotion.

The next few lemmas show how the potential functions work with the properties. The change in $\Phi$ due to a processing a violation can be separated into the two phases of a promotion. First, there is the decrease in potential when the promoted element’s relabel counter is reset and the node containing the canonical representative of the element is split. Second, there is the increase in potential due to the insertion of the canonical representative of the element into a higher up node which results in relabeling many other elements, increasing that node’s usage, and increasing the weight of every subtree containing the higher up node. Lemma 2.4 gives an upper bound on the increase in potential due to either an insertion or the second part of a promotion. Lemma 2.5 gives a lower bound on the decrease in potential due to the first part of a promotion. In conjunction these two Lemmas show that as long as the maximum height $H(n)$ is small, the lower bound on the decrease in potential is greater than the upper bound on the increase in potential. So a promotion results in a net decrease in potential and only insertions of new elements at the leaves increase the potential. Finally Lemma 2.6 contrasts the amount of potential gained from these insertions with the amount of potential needed to promote one representative to a height of $\log_\gamma n$. Because the former is strictly smaller, the height of the tree must be $H(n) < \log_\gamma n$.

**Lemma 2.4.** During a promotion, the insertion of a representative into a file maintenance data structure at height $h$ increases $\Phi(T)$ by at most $(2\pi_1 + \kappa_3 \text{cost}(\kappa_1 \gamma) + 2\pi_2 \text{height}(T))\gamma^h$. Moreover, the insertion of an element increases $\Phi(T)$ by at most $2\pi_1 + \kappa_3 \text{cost}(\kappa_4 \gamma) + 2\pi_2 \text{height}(T)$. 


Proof. Placing a canonical representative into a node $u$ at height $h$ causes the potential functions to change as follows:

- $\Delta(\Phi_{fmds}) \leq 2\pi_1 \gamma^h$, because $f_u$ had its size increased by 1
- $\Delta(\Phi_{counters}) \leq \kappa_3 \gamma^h \cos(\kappa_1 \gamma)$, because $\cos(\kappa_1 \gamma)$ representatives in $f_u$ are relabeled, each causing subtrees with total weight at most $\kappa_3 \gamma^h$ to be relabeled.
- $\Delta(\Phi_{tree}) \leq 2\pi_2 \text{height}(T) \gamma^h$, because each representative on the path to the root has the potential of its subtree increased by at most $\gamma^h$

The bound on $\Delta(\Phi_{counters})$ deserves some more elaborate explanation. Because by Lemma 2.3 we never promote a representative into a node that is violating the Capacity Property, there are at most $\cos(\kappa_1 \gamma)$ relabels by Lemma 2.3. Lemma 2.3 also implies we never promote into a node violating the Balance Property, and so incrementing the relabel counters of each subtree costs at most $\kappa_3 \gamma^h$ potential. Combining these two facts gives us the stated bound.

Note that the $\cos(\kappa_1 \gamma)$ term is an amortized upper bound across all of the file maintenance data structure insertions we perform. So one insertion of a canonical element may individually violate this inequality, but the increase can be amortized across the entire sequence of file maintenance insertions our data structure performs.

In total these sum up to $(2\pi_1 + \kappa_3 \cos(\kappa_1 \gamma) + 2\pi_2 \text{height}(T))\gamma^h$ which upper bounds the increase in all three potential functions.

**Lemma 2.5.** If $\text{height}(T) \leq H(n)$, there exist settings of $\pi_i$’s and $\kappa_i$’s such that promoting a representative to fix a violation does not increase the total potential and $\kappa_2 = O(\gamma H(n))$.

Proof. Depending on which violation caused the promotion, we must analyze the decrease in potential differently to account for the potential increase from Lemma 2.4 of
\( (2\pi_1 + \kappa_3 \text{cost}(\kappa_1 \gamma) + 2\pi_2 H(n)) \gamma^h \) where \( h \) is again the height of the node the promoted element is moved into.

- If a Capacity Property violation was processed, then \( \Phi_{fmds} \) decreased by at least \( \pi_1 \kappa_1 \gamma^h \).

- If a Counter Property violation was processed, then \( \Phi_{counters} \) decreased by at least \( \gamma^{h-1} \kappa_2 \text{cost}(\kappa_1 \gamma) \) due to the potential from \( c(e) \).

- If a Balance Property violation was processed, then \( \Phi_{tree} \) decreased by more than \( \pi_2 \kappa_3 \gamma^h \) because of the subtree containing \( r \).

To ensure the potential available is always at least the potential cost \( \pi_1 \kappa_1, \frac{\kappa_2 \text{cost}(\kappa_1 \gamma)}{\gamma}, \) and \( \pi_2 \kappa_3 \) must all be greater than \( 2\pi_1 + \kappa_3 \text{cost}(\kappa_1 \gamma) + 2\pi_2 H(n) \). Analyzing the system of inequalities leads to setting \( \kappa_1 = 3, \kappa_2 = 72\gamma H(n), \kappa_3 = 12 H(n), \pi_1 = 24 \text{cost}(3\gamma) H(n), \) and \( \pi_2 = 6 \text{cost}(3\gamma) \).

Plugging these values back into the original formula, the potential increases by at most

\[
(2(24 \text{cost}(3\gamma) H(n)) + (12 H(n)) \text{cost}(3\gamma) + 2(6 \text{cost}(3\gamma)) H(n)) \gamma^h = 72 \text{cost}(3\gamma) H(n) \gamma^h.
\]

On the other hand, the potential decrease is at least

- \( (24 \text{cost}(3\gamma) H(n))(3) \gamma^h \) in the case of a Capacity Property violation,

- \( \gamma^{h-1}(72\gamma H(n)) \text{cost}(3\gamma) \) in the case of a Counter Property violation, or

- \( (6 \text{cost}(3\gamma))(12 H(n)) \gamma^h \) in the case of a Balance Property violation.

In all three cases, the lower bound of the decrease in potential is equal to \( 72 \text{cost}(3\gamma) \gamma^h H(n) \) and therefore it is at least the increase in potential due to a promotion.
Lemma 2.6. For the same setting of $\pi_i$’s and $\kappa_i$’s as Lemma 2.5, and $\gamma \leq n$, after $n$ insertions there are no promotions to height above $\log_\gamma n$.

Proof. Initially the tree is empty and has height zero. By Lemma 2.5, setting $\log_\gamma n = H(n)$, until $\text{height}(T)$ exceeds $H(n)$ promoting a representative does not increase the potential. Thus, while the height bound holds the only mechanism for increasing the potential is by inserting a new element. By Lemma 2.4, the increase in potential from inserting an element is at most $72 \text{cost}(3\gamma) \log_\gamma n$ and so after $n$ insertions, the potential of the entire data structure is at most $72 \text{cost}(3\gamma)n \log n$.

To complete the proof, we observe that a representative can only be promoted to height $h$ if the total potential in the data structure is at least $72 \text{cost}(3\gamma) \gamma^h \log_\gamma n$. Specifically, the proof of Lemma 2.5 shows that the potential has to decrease by at least this amount when performing the promotion, so the potential has to exist before the promotion. In order to reach a height of at least $\log_\gamma n + 1$, we would need at least $72 \text{cost}(3\gamma) \gamma^{\log_\gamma n + 1} \log_\gamma n > 72 \text{cost}(3\gamma)n \log n$ potential. Thus, a height $\log_\gamma n$ structure cannot have enough potential. □

Theorem 2.4. There exists a house numbering data structure with complexity $\langle O(\gamma \log^2 n), \log_\gamma n \cdot \lceil \log(12\gamma + 1) \rceil \rangle$.

Proof. By Lemma 2.6, after $n$ insertions there are no promotions into nodes at height higher than $\log_\gamma n$, so a tree of this height suffices. Thus, each label uses $\log_\gamma n$ “digits”, where each digit uses $\lceil \log(12\gamma + 1) \rceil$ bits, for a total of $\log_\gamma n \cdot \lceil \log(12\gamma + 1) \rceil$ bits per label. For the relabel bound, by the Counter Property, each canonical representative is promoted at most $\kappa_2 \text{cost}(3\gamma) = O(\gamma H(n)) \text{cost}(3\gamma) = O(\gamma \log_\gamma n \cdot \log^2 \gamma)$ times. Summing on all possible levels and applying Lemma 2.1, each element is only relabeled $O(\gamma \log^2 n)$ times. □

Theorem 2.1 is a special case of Theorem 2.4 obtained by setting $\gamma = 2$. 
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2.4.1 Achieving \( \langle O(n^\epsilon), \log n + O(1/\epsilon) \rangle \)

Proof of Theorem 2.3. Setting \( \gamma = n^\epsilon \) in Theorem 2.4, the number of bits used is \( \lfloor 1/\epsilon \log(12n^\epsilon + 1) \rfloor = \log n + O(1/\epsilon) \). The maximum relabel bound becomes \( O(n^\epsilon \log^2(n^\epsilon)) = O(n^\epsilon \log^2 n) \).

That is, when \( \gamma = n^\epsilon \), it is an \( \langle O(n^\epsilon \log^2 n), \log n + O(1/\epsilon) \rangle \) house numbering data structure. This bound is improved to \( \langle O(n^\epsilon), \log n + O(1/\epsilon) \rangle \) by using the same solution with \( \gamma = n^{\epsilon/2} \).

2.5 A \( \langle O(\log n), O(\log^2 n) \rangle \) house numbering data structure

Our \( \langle O(\log n), O(\log^2 n) \rangle \) house numbering data structure also maintains a tree \( T' \) of nodes of instances of file maintenance data structures. In this data structure, the file maintenance data structure instances do not all use the same label range. Instead, the instance \( f_u \) for node \( u \) at height \( h \) is set to store at most \( 2^{h+1} - 1 \) representatives. The data structure uses the same labelling method for the representatives and so the Representative Property holds.

Level \( h \) uses \( \log(2^{h+1}) = h + 1 \) bits and the total number of bits used for a label is, again, going to depend on the height of the tree.

The insert operation. On an insert \((x, a)\) operation insert \( x \) into the appropriate leaf bucket and its immediate parent’s file maintenance data structure. If an attempted insertion would overflow a node, take every representative in the subtree rooted at that node and insert them into the parent. If this immediately overflows the parent, recursively repeat the process until a node is large enough. An example of this cascading overflow process can be seen in Figure 2.4.
Figure 2.4: An insertion causes a cascade of overflowing buckets until a node is reached which can contain the whole subtree. Only canonical elements are drawn.
Lemma 2.7. After $n$ insertions the height of the tree is at most $\log n$.

Proof. We only insert into a higher node when the previously highest node was filled up. A node at height $\log n$ has room for $2^{\log n + 1} - 1 = 2n - 1$ representatives and so will never be overflowed.

As representatives are moved throughout $T'$, they cause relabels to other representatives. We say a relabeling of a representative is caused by an insertion if the representative was in the node being inserted into, was one of the representatives being inserted, or was in a descendant of that node.

Lemma 2.8. For any $h$, over the course of $n$ insertions, a representative undergoes at most two relabelings caused by insertions at level $h$.

Proof. Each node has size one less than twice the size of its immediate children. So when a node overflows the parent is filled at least halfway after the insertions. Therefore a set of insertions into any node can only happen twice before that node is overfilled. Each of these insertions causes every descendant of the node to be relabeled. Once the node is overfilled every descendant will be inserted into a node at level $h + 1$ and can no longer be affected by insertions into nodes at lower levels.

Proof of Theorem 2.2. By Lemma 2.7, the height of the tree is at most $\log n - 1$ and we use at most $\sum_{h=0}^{\log n} h = \left(\log n + 1\right)$ bits. Because of Lemma 2.8, any representative is relabeled at most twice per level of the tree for a total of at most $2\log n$ relabels.
2.6 Conclusion

The house numbering problem is an interesting variant of the very well studied file maintenance and online list labelling problems. It poses some unique challenges that previous techniques do not solve. Our two data structures are able to come near optimal for the problem, but an \(O(\log n), O(\log n)\) house numbering data structure remains as an open problem.
Chapter 3

Parallel Equivalence Class Sorting

3.1 Introduction

In the Equivalence Class Sorting problem, we are given a set, $S$, of $n$ elements and an equivalence relation, and we are asked to group the elements of the set into their equivalence classes by only making pairwise equivalence tests (e.g., see [56]). For example, imagine a convention of $n$ political interns where each person at the convention belongs to one of $k$ political parties, such as Republican, Democrat, Green, Labor, Libertarian, etc., but no intern wants to openly express their party affiliation unless they know they are talking with someone of their same party. Suppose further that each party has a secret handshake that two people can perform that allows them to determine whether they are in the same political party (or they belong to different unidentified parties). We are interested in this chapter in the computational complexity of the equivalence class sorting problem in distributed and parallel settings, where we would like to minimize the total number of parallel

comparison rounds and/or the total number of comparisons needed in order to classify every element in $S$.

An important property of the equivalence class sorting problem is that it is not possible to order the elements in $S$ according to some total ordering that is consistent with the equivalence classes. Such a restriction could come from a general lack of such an ordering or from security or privacy concerns. Additionally hashing elements by their equivalence class is not permitted. For example, consider the following applications:

- **Generalized fault diagnosis.** Suppose that each of $n$ different computers are in one of $k$ distinct malware states, depending on whether they have been infected with various computer worms. Each worm does not wish to reveal its presence, but it nevertheless has an ability to detect when another computer is already infected with it (or risk autodetection by an exponential cascade, as occurred with the Morris worm [69]). But a worm on one computer is unlikely to be able to detect a different kind of worm on another computer. Thus, two computers can only compare each other to determine if they have exactly the same kinds of infections or not. The generalized fault diagnosis problem, therefore, is to have the $n$ computers classify themselves into $k$ malware groups depending on their infections, where the only testing method available is for two computers to perform a pairwise comparison that tells them that they are either in the same malware state or they are in different states. This is a generalization of the classic fault diagnosis problem, where there are only two states, “faulty” or “good,” which is studied in a number of interesting papers, including one from the very first SPAA conference (e.g., see [11–13, 43, 72, 73]).

- **Group classification via secret handshakes.** This is a cryptographic analogue to the motivating example given above of interns at a political convention. In this case, $n$ agents are each assigned to one of $k$ groups, such that any two agents can perform a cryptographic “secret handshake” protocol that results in them learning only whether
they belong to the same group or not (e.g., see [24, 55, 76, 83]). The problem is to perform an efficient number of pairwise secret-handshake tests in a few parallel rounds so that each agent identifies itself with the others of its group.

- **Graph mining.** Graph mining is the study of structure in collections of graphs [28]. One of the algorithmic problems in this area is to classify which of a collection of $n$ graphs are isomorphic to one another (e.g., see [70]). That is, testing if two graphs are in the same group involves performing a graph isomorphism comparison of the two graphs, which is a computation that tends to be nontrivial but is nevertheless computationally feasible in some contexts (e.g., see [9]).

Note that each of these applications contains two important features that form the essence of the equivalence class sorting problem:

1. In each application, it is not possible to sort elements according to a known total order, either because no such total order exists or because it would break a security/privacy condition to provide such a total order.

2. The equivalence or nonequivalence between two elements can be determined only through pairwise comparisons.

There are nevertheless some interesting differences between these applications, as well, which motivate our study of two different versions of the equivalence class sorting problem. Namely, in the first two applications, the comparisons done in any given round in an algorithm must be disjoint, since the elements themselves are performing the comparisons. In the latter two applications, however, the elements are the objects of the comparisons, and we could, in principle, allow for comparisons involving multiple copies of the same element in each round. For this reason, we allow for two versions of the equivalence class sorting problem:
• **Exclusive-Read (ER) version.** In this version, each element in $S$ can be involved in at most a single comparison of itself and another element in $S$ in any given comparison round.

• **Concurrent-Read (CR) version.** In this version, each element in $S$ can be involved in multiple comparisons of itself and other elements in $S$ in any comparison round.

In either version, we are interested in minimizing the number of parallel comparison rounds and/or the total number of comparisons needed to classify every element of $S$ into its group.

Because we expect the number of parallel comparison rounds and the total number of comparisons to be the main performance bottlenecks, we are interested here in studying the equivalence class sorting problem in Valiant’s parallel comparison model [78], which only counts steps in which comparisons are made. This is a synchronous computation model that does not count any steps done between comparison steps, for example, to aggregate groups of equivalent elements based on comparisons done in previous steps.

### 3.1.1 Related Prior Work

In addition to the references cited above that motivate the equivalence class sorting problem or study the special case when the number of groups, $k$, is two, Jayapaul *et al.* [56] study the general equivalence class sorting problem, albeit strictly from a sequential perspective. For example, they show that one can solve the equivalence class sorting problem using $O(n^2/\ell)$ comparisons, where $\ell$ is the size of the smallest equivalence class. They also show that this problem has a lower bound of $\Omega(n^2/\ell^2)$ even if the value of $\ell$ is known in advance.

The equivalence class sorting problem is, of course, related to comparison-based algorithms for computing the majority or mode of a set of elements, for which there is an extensive set of prior research (e.g., see [3, 4, 35, 74]). None of these algorithms for majority or mode result
in efficient parallel algorithms for the equivalence class sorting problem, however.

In some contexts, it may be possible to hash elements according to their equivalence class. For example, when counting word or item frequencies, a well known linear time solution is to use a hash table. If the equivalence classes can be totally ordered, sorting the elements by their equivalence class leads to an $O(n \log n)$ time solution.

### 3.1.2 Our Results

In this chapter, we study the equivalence class sorting (ECS) problem from a parallel perspective, providing a number of new results, including the following:

1. The CR version of the ECS problem can be solved in $O(k + \log \log n)$ parallel rounds using $n$ processors, were $k$ is the number of equivalence classes.

2. The ER version of the ECS problem can be solved in $O(k \log n)$ parallel rounds using $n$ processors, were $k$ is the number of equivalence classes.

3. The ER version of the ECS problem can be solved in $O(1)$ parallel rounds using $n$ processors, for the case when $\ell$ is at least $\lambda n$, for a fixed constant $0 < \lambda \leq 0.4$, where $\ell$ is the size of the smallest equivalence class.

4. If every equivalence class is of size $f$, then solving the ECS problem requires $\Omega(n^2/f)$ total comparisons. This improves a lower bound of $\Omega(n^2/f^2)$ by Jayapaul et al. [56].

5. Solving the ECS problem requires $\Omega(n^2/\ell)$ total comparisons, where $\ell$ is the size of the smallest equivalence class. This improves a lower bound of $\Omega(n^2/\ell^2)$ by Jayapaul et al. [56].

6. In Section 3.4, we study how to efficiently solve the ECS problem when the input is drawn from a known distribution on equivalence classes. In this setting, we assume
$n$ elements have been sampled and fed as input to the algorithm. We establish a relationship between the mean of the distribution and the algorithm’s total number of comparisons, obtaining upper bounds with high probability for a variety of interesting distributions.

7. We provide the results of several experiments to validate the results from Section 3.4 and study how total comparison counts change as parameters of the distributions change.

Our methods are based on several novel techniques, including a two-phased compounding-comparison technique for the parallel upper bounds and the use of a new coloring argument for the lower bounds.

### 3.2 Parallel Algorithms

In this section, we provide efficient parallel algorithms for solving the equivalence class sorting (ECS) problem in Valiant’s parallel model of computation [78]. We focus on both the exclusive-read (ER) and concurrent-read (CR) versions of the problem, and we assume we have $n$ processors, each of which can be assigned to one equivalence comparison test to perform in a given parallel round. Note, therefore, that any lower bound, $T(n)$, on the total number of comparisons needed to solve the ECS problem (e.g., as given by Jayapaul et al. [56] and as we discuss in Section 3.3), immediately implies a lower bound of $\Omega(T(n)/n)$ for the number of parallel rounds of computation using $n$ processors per round. For instance, these lower bounds imply that the number of parallel rounds for solving the ECS problem with $n$ processors must be $\Omega(n/\ell)$ and $\Omega(k)$, respectively, where $k$ is the number of equivalence classes and $\ell$ is the size of the smallest equivalence class.

With respect to upper bounds, recall that Jayapaul et al. [56] studied the ECS problem from a sequential perspective. Unfortunately, their algorithm cannot be easily parallelized, because
the comparisons performed in a “round” of their algorithm depend on the results from other comparisons in that same round. Thus, new parallel ECS algorithms are needed.

### 3.2.1 Algorithms Based on the Number of Groups

In this subsection, we describe CR and ER algorithms based on knowledge of the number of groups, \( k \).

If two sets of elements are partitioned into their equivalence classes, merging the two partitions of elements into the equivalence class partition for the union of the two sets requires at most \( k^2 \) equivalence tests by simply performing a comparison between every pair of equivalence classes: one from the first partition and one from the partition. This idea leads to the following algorithm, which uses a two-phased compounding-comparison technique to solve the ECS problem:

- Initialize a list of \( n \) sets containing the individual input elements and associate with each set the trivial partition containing the single element in the set.

- While the number of processors per partition is less than \( 4k^2 \), merge pairs of equivalence class partitions by performing all \( k^2 \) pairwise comparisons between the \( k \) equivalence classes in the two partitions.

- While there is more than one equivalence class partition remaining, if \( m \) is the number of processors per partition remaining, then let \( c = \frac{m}{k^2} \) and merge \( c \) partitions together simultaneously by performing all \( k^2 \) pairwise comparisons between the \( k \) equivalence classes for each of the \( \binom{c}{2} \) pairs of partitions.

We analyze this algorithm in the following two lemmas and we illustrate it in Figure 3.1.
<table>
<thead>
<tr>
<th>Number of answers</th>
<th>Processors per answer</th>
<th>Answer size</th>
<th>Rounds needed</th>
<th>Answer reduction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>n</td>
<td>k</td>
<td>1</td>
<td>$2^i$</td>
</tr>
<tr>
<td>$\leq n/2^i k^2$</td>
<td>$\geq 2^i k^2$</td>
<td>$\leq k$</td>
<td>$\sim n/k$</td>
<td></td>
</tr>
<tr>
<td>$\leq n/8 k^2$</td>
<td>$\geq 8 k^2$</td>
<td>$\leq k$</td>
<td>1</td>
<td>$\sim 2^8$</td>
</tr>
<tr>
<td>$\leq n/4 k^2$</td>
<td>$\geq 4 k^2$</td>
<td>$\leq k$</td>
<td>1</td>
<td>$2^4$</td>
</tr>
<tr>
<td>$\sim n/2 k^2$</td>
<td>$\sim 2 k^2$</td>
<td>$\leq k$</td>
<td>1</td>
<td>$2^2$</td>
</tr>
<tr>
<td>$\sim n/k^2$</td>
<td>$\sim k^2$</td>
<td>$\leq k$</td>
<td>1</td>
<td>$2$</td>
</tr>
<tr>
<td>$\sim n/2 k$</td>
<td>$\sim 2 k$</td>
<td>$\leq k$</td>
<td>$k/2$</td>
<td>2</td>
</tr>
<tr>
<td>$\sim 2n/k$</td>
<td>$\sim k/2$</td>
<td>$\leq k/2$</td>
<td>$k/2$</td>
<td>2</td>
</tr>
<tr>
<td>$\sim n/4$</td>
<td>4</td>
<td>$\leq 4$</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>$\sim n/2$</td>
<td>2</td>
<td>$\leq 2$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$n$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 3.1: A visualization of the parallel algorithm with a table on the right keeping track of relevant numbers for each loop iteration.
Lemma 3.1. The first while loop takes $O(k)$ rounds of parallel comparisons to complete.

Proof. In each round of parallel comparisons, the number of equivalence classes in a partition at most doubles until it reaches the upper bound of $k$. In loop iteration $i \leq \lceil \log k \rceil$, the partitions are size at most $2^i$ and there are $2^i$ processors per set. Therefore it takes at most $2^i$ rounds to merge two partitions. So the number of rounds to reach loop iteration $\lceil \log k \rceil$ is $O(k)$.

For loop iterations $\lceil \log k \rceil < i < \lceil \log k \rceil^2$, the partitions are size at most $k$, but there are still $2^i$ processors per partition. Therefore the number of processors available doubles each loop iteration. The total number of parallel comparison rounds needed for these iterations is also $O(k)$, as it forms a geometric sum that adds up to be $O(k)$. This part of the algorithm is illustrated in the bottom half of Figure 3.1. \qed

Lemma 3.2. The second while loop takes $O(\log \log n)$ rounds to complete.

Proof. When entering the second while loop, there are many more processors per partition than needed to merge just two partitions. If a set has access to $ck^2$ processors, then a group of $\binom{c}{2}$ partitions can merge into one partition in a single round. This means that if there are $n/(ck^2)$ sets at the start of a round, then we merge groups of $c^2/2$ partitions into one partition and there are $n/(c^3k/2)$ partitions remaining. Because $c \geq 4$ by the condition of the first while loop, in iteration $i$ of the second while loop, there are at most $n/(2^i k)$ partitions. And so the second while loop will terminate after $O(\log \log n)$ rounds with the single partition for the entire input. This is illustrated in the top half of Figure 3.1. \qed
Combining these two lemmas, we get the following.

**Theorem 3.1.** The CR version of the equivalence class sorting problem on $n$ elements and $k$ equivalence classes can be solved in $O(k + \log \log n)$ parallel rounds of equivalence tests, using $n$ processors in Valiant’s parallel comparison model.

*Proof.* Lemmas 3.1 and 3.2.

We also have the following.

**Theorem 3.2.** The ER version of the equivalence class sorting problem on $n$ elements and $k$ equivalence classes can be solved in $O(k \log n)$ parallel rounds of equivalence tests, using $n$ processors in Valiant’s parallel comparison model.

*Proof.* Merging two equivalence class partitions for the ER version of the ECS problem model will always take at most $k$ rounds. Repeatedly merging equivalence partitions will arrive at one partition in $\log n$ iterations. So equivalence class sorting can be done in $O(k \log n)$ parallel rounds of equivalence tests.

### 3.2.2 Algorithms Based on the Smallest Group Size

In this subsection, we describe ER algorithms based on knowledge of $\ell$, the size of the smallest equivalence class. We assume in this section that $\ell \geq \lambda n$, for some constant $\lambda > 0$, and we show how to solve the ECS problem in this scenario using $O(1)$ parallel comparison rounds. Our methods are generalizations of previous methods for the parallel fault diagnosis problem when there are only two classes, “good” and “faulty” [11–13, 43]. Let us assume, therefore, that there are at least 3 equivalence classes. We begin with a theorem from Goodrich [43].
Theorem 3.3 (Goodrich [43]). Let $V$ be a set of $n$ vertices, and let $0 < \gamma, \lambda < 1$. Let $H_d = (V, E)$ be a directed graph defined by the union of $d$ independent randomly-chosen\(^1\) Hamiltonian cycles on $V$ (with all such cycles equally likely). Then, for all subsets $W$ of $V$ of $\lambda n$ vertices, $H_d$ induces at least one strongly connected component on $W$ of size greater than $\gamma \lambda n$, with probability at least

$$1 - e^{n[(1+\lambda)\ln 2 + d(\alpha \ln \alpha + \beta \ln \beta - (1-\lambda)\ln(1-\lambda))] + O(1)},$$

where $\alpha = 1 - \frac{1-\gamma}{2} \lambda$ and $\beta = 1 - \frac{1+\gamma}{2} \lambda$.

In the context of the present chapter, let us take $\gamma = 1/4$, so $\alpha = 1 - (3/8)\lambda$ and $\beta = 1 - (5/8)\lambda$. Let us also assume that $\lambda \leq 0.4$, since we are considering the case when the number of equivalence classes is at least 3; hence, the smallest equivalence class is of size at most $n/3$.

Unfortunately, standard approximations for the natural logarithm are not strong enough for us to employ the above probability bound and achieve our desired result for small values of $\lambda$. So instead we use the following inequalities, which hold for $x$ in the range $[0, 0.4]$ (e.g., see [62]), and are based on the Taylor series for the natural logarithm:

$$-x - \frac{x^2}{2} - \frac{x^3}{2} \leq \ln(1 - x) \leq -x - \frac{x^2}{2} - \frac{x^3}{4}.$$

These bounds allow us to bound the term, $t = \alpha \ln \alpha + \beta \ln \beta - (1 - \lambda)\ln(1 - \lambda)$, in the

\(^1\)That is, $H_d$ is defined by the union of cycles determined by $d$ random permutations of the $n$ vertices in $V$, so $H_d$ is, by definition, a simple directed graph.
above probability of Theorem 3.3 (for $\gamma = 1/4$) as follows:

$$
t = (1 - \frac{3}{8}\lambda) \ln(1 - \frac{3}{8}\lambda) + (1 - \frac{5}{8}\lambda) \ln(1 - \frac{5}{8}\lambda) - (1 - \lambda) \ln(1 - \lambda) \\
\leq (1 - \frac{3}{8}\lambda) \left( -\frac{3}{8}\lambda - \frac{1}{2} \left( \frac{3}{8}\lambda \right)^2 - \frac{1}{4} \left( \frac{3}{8}\lambda \right)^3 \right) \\
+ (1 - \frac{5}{8}\lambda) \left( -\frac{5}{8}\lambda - \frac{1}{2} \left( \frac{5}{8}\lambda \right)^2 - \frac{1}{4} \left( \frac{5}{8}\lambda \right)^3 \right) \\
- (1 - \lambda) \left( -\lambda - \frac{\lambda^2}{2} - \frac{\lambda^3}{2} \right) \\
\leq -\frac{3743}{8192}\lambda^4 + \frac{19}{256}\lambda^3 - \frac{15}{64}\lambda^2,
$$

which, in turn, is at most

$$
-\frac{\lambda^2}{8},
$$

for $0 < \lambda \leq 0.4$. Thus, since $t$ is negative for any constant $0 < \lambda \leq 0.4$, we can set $d$ large enough (depending on $\lambda$) so that $dt + (1 + \lambda) \ln 2 < 0$ and Theorem 3.3 holds with high probability.

Our ECS algorithm, then, is as follows:

1. Construct a graph, $H_d$, as in Theorem 3.3, as described above, with $d$ set to a constant so that the theorem holds for the fixed $\lambda$ in the range $(0, 0.4]$ that is given. Note that this step does not require any comparisons; hence, we do not count the time for this step in our analysis (and the theorem holds with high probability in any case).

2. Note that $H_d$ is a union of $d$ Hamiltonian cycles. Thus, let us perform all the comparisons in $H_d$ in $2d$ rounds. Furthermore, we can do this set of comparisons even for the ER
version of the problem. Moreover, since $d$ is $O(1)$, this step involves a constant number of parallel rounds (of $O(n)$ comparisons per round).

3. For each strongly connected component, $C$, in $H_d$ consisting of elements of the same equivalence class, compare the elements in $C$ with the other elements in $S$, taking $|C|$ at a time. By Theorem 3.3, $|C| \geq \lambda n/8$. Thus, this step can be performed in $O(1/\lambda) = O(1)$ rounds for each connected component; hence it requires $O(1)$ parallel rounds in total. Moreover, after this step completes, we will necessarily have identified all the members of each equivalence class.

We summarize as follows.

**Theorem 3.4.** Suppose $S$ is a set of $n$ elements, such that the smallest equivalence class in $S$ is of size at least $\lambda n$, for a fixed constant, $\lambda$, in the range $(0, 0.4]$. Then the ER version of the equivalence class sorting problem on $S$ can be solved in $O(1)$ parallel rounds using $n$ processors in Valiant’s parallel comparison model.

This theorem is true regardless of whether or not the true $\lambda$ is known. If the true value of $\lambda$ is not known, it is possible to repeatedly run the ECS algorithm starting with an arbitrary constant of 0.4 for $\lambda$ and halving the constant whenever any of the final equivalence classes are smaller than $\lambda n$ for the current value of $\lambda$. Once the value is less than the unknown true $\lambda$, the algorithm will succeed and the number of rounds will be independent of $n$ and a function of only the constant $\lambda$.

As we show in the next section, this performance is optimal when $\ell \geq \lambda n$, for a fixed constant $\lambda \in (0, 0.4]$. 
3.3 Lower Bounds

The following lower bound questions were left open by Jayapaul et al. [56]:

- If every equivalence class has size $f$, is the total number of comparisons needed to solve the equivalence class sorting problem $\Theta(n^2/f)$ or $\Theta(n^2/f^2)$?

- Is the total number of comparisons for finding an element in the smallest equivalence class $\Theta(n^2/\ell)$ or $\Theta(n^2/\ell^2)$?

Speaking loosely these lower bounds can be thought of as a question of how difficult it is for an element to locate its equivalence class. The $\Theta(n^2/f)$ and $\Theta(n^2/\ell)$ bounds can be interpreted as saying the average element needs to compare to at least one element in most of the other equivalence classes before it finds an equivalent element. Because there must be $\binom{x}{2}$ comparisons between $x$ equivalence classes, the $\Theta(n^2/f^2)$ and $\Theta(n^2/\ell^2)$ bounds say we do not need too many more comparisons then the very minimal number needed just to differentiate the equivalence classes. It seems unlikely that so few comparisons are required and we prove that this intuition is correct by proving lower bounds of $\Omega(n^2/f)$ and $\Omega(n^2/\ell)$ comparisons.

Note that these lower bounds are on the total number of comparisons needed to accomplish a task, that is they bound the work a parallel algorithm would need to perform. By dividing by $n$, they also give simple bounds on the number of rounds needed in either the ER or CR models.

With respect to such lower bound questions as these, let us maintain the state of an algorithm’s knowledge about element relationships in a simple graph. At each step, the vertex set of this graph is a partition of the elements where each set is a partially discovered equivalence class for $S$. Thus, each element in $S$ is associated with exactly one vertex in this graph at each step of the algorithm, and a vertex can have multiple elements from $S$ associated with it. If
Figure 3.2: We test if $x$ and $y$ are in the same equivalence class. If they are, their vertices are contracted together. If they are not, an edge is added.

Figure 3.3: On the left we have a graph with an equitable 3-coloring and on the right we have a graph with a weighted equitable 3-coloring.

An equitable $k$-coloring of a graph is a proper coloring of a graph such that the size of each color class is either $\lfloor n/k \rfloor$ or $\lceil n/k \rceil$. A weighted equitable $k$-coloring of a vertex weighted graph is a proper coloring of a graph such that the sum of the weight in each color class is either $\lfloor n/k \rfloor$ or $\lceil n/k \rceil$. Examples of these can be seen in Figure 3.3. Equitable coloring was
introduced by Meyer [66].

An adversary for the problem of equivalence class sorting when every equivalence class has
the same size $f$ (so $f$ divides $n$) must maintain that the graph has a weighted equitable
$n/f$-coloring where the weights are the size of the vertex sets. The adversary we describe
here will maintain such a coloring and additionally mark the elements and the color classes
in a special way. It proceeds as follows.

First, initialize a starting graph that consists of $n$ vertices and no edges and arbitrarily color
the graph in an equitable manner. For each comparison of two elements performed by a sorting
algorithm, the adversary reacts based on the following case analysis:

- If either of the two elements is unmarked and this comparison would increase its degree
to higher than $n/4f$, then the adversary marks it as having “high” element degree.

- If either of the two elements is still unmarked, the two elements currently have the same
color, and there is another unmarked vertex such that it is not adjacent to a vertex
with the color involved in the comparison and no vertex with its color is adjacent to
the unmarked vertex in the comparison (i.e. we can have it swap colors with one of the
vertices in the comparison), then the adversary swaps the color of that element and the
unmarked element in the comparison.

- If either of the two elements is still unmarked, the two elements currently have the same
color, and there is no other unmarked vertex with a different unmarked color not
adjacent to the color of the two elements being compared, then the adversary marks all
elements with the color involved in the comparison as having “high” color degree and
marks the color as having “high” degree.
Marking an element with high element degree:

Swapping two colors:

Marking blue with high color degree:

Figure 3.4: Three cases of how the adversary works to mark vertices and swap colors. The dashed line indicates the two elements being compared. Marked vertices are denoted with stars.

- At this point, either both elements are marked and the adversary answers the algorithms comparison based on their color, or one of the elements is unmarked and they have different colors, so the adversary can reply “not equal” to the algorithm’s comparison.

At all times, the vertices that contain unmarked elements all have weight one, because the adversary only answers equivalent for comparisons involving two marked vertices. When a color class is marked, all elements in that color class are marked as having “high” color degree. A few of the cases the adversary goes through are depicted in Figure 3.4.
Lemma 3.3. If $n/8$ elements are marked during the execution of an algorithm, then $\Omega(n^2/f)$ comparisons were performed.

Proof. There are three types of marked vertices: those with “high” element degree marks, those with “high” color degree marks, and those with both marks.

The color classes must have been marked as having “high” degree when a comparison was being performed between two elements of that color class and there were no unmarked color candidates to swap colors with. Because one of the elements in the comparison had degree less than $n/4f$, only a quarter of the elements have a color class it cannot be swapped with. So if there were at least $n - n/4$ unmarked elements in total, then the elements in the newly marked color class must have been in a comparison $n/2$ times.

The “high” element degree elements were involved in at least $n/4f$ comparisons each. So if $i$ color classes were marked and $j$ elements were only marked with “high” element degree, then the marked elements must have been a part of a test at least $ni/2 + nj/4f \geq (i + j/f)n/4$ times. Once $fi + j \geq n/8$, then at least $n^2/64f$ equivalence tests were performed.

\[ \square \]

Theorem 3.5. If every equivalence class has the same size $f$, then sorting requires at least $\Omega(n^2/f)$ equivalence comparisons.

Proof. When an algorithm finishes sorting, each vertex will have weight $f$ and so the elements must all be marked. Thus, by Lemma 3.3, at least $\Omega(n^2/f)$ comparisons must have been performed.

\[ \square \]

We also have the following lower bound as well.

Theorem 3.6. Finding an element in the smallest equivalence class, whose size is $\ell$, requires at least $\Omega(n^2/\ell)$ equivalence comparisons.
Proof. We use an adversary argument similar to the previous one, but we start with \( \ell \) vertices colored a special smallest class color (scc) and separate the remaining \( n - \ell \) vertices into \( \lfloor (n - \ell)/(\ell + 1) \rfloor \) color classes of size \( \frac{n}{\lfloor (n - \ell)/(\ell + 1) \rfloor} \) or \( \frac{n}{\lfloor (n - \ell)/(\ell + 1) \rfloor} + 1 \).

There are two changes to the previous adversary responses. First, the degree requirement for having “high” degree is now \( n/4 \ell \). Second, if an scc element is about to be marked as having “high” degree, we attempt to swap its color with any valid unmarked vertex. Otherwise, we proceed exactly as before.

If an algorithm attempts to identify an element as belonging to the smallest equivalence class, no scc elements are marked, and there have been fewer than \( n/8 \) elements marked, then the identified element must be able to be swapped with a different color and the algorithm made a mistake. Therefore, to derive a lower bound for the total number of comparisons, it suffices to derive a lower bound for the number of equivalence tests until an scc element is marked.

The scc color class cannot be marked as having “high” color degree until at least one scc element has high element degree. However, as long as fewer than \( n/8 \) elements are marked, we will never mark an scc element with “high” degree. So at least \( n/8 \) elements need to be marked as having “high” element degree or “high” color degree and, by the same type of counting as in Lemma 3.3, \( \Omega(n^2/\ell) \) equivalence tests are needed.

\[ \square \]

3.4 Sorting Distributions

In this subsection, we study a version of the equivalence class sorting problem where we are given a distribution, \( D \), on a countable set, \( S \), and we wish to enumerate the set in order of most likely to least likely, \( s_0, s_1, s_2, \ldots \). For example, consider the following distributions:

- Uniform: In this case, \( D \) is a distribution on \( k \) equivalence classes, with each equivalence
class being equally likely for every element of $S$.

- **Geometric**: Here, $D$ is a distribution such that the $i$th most probable equivalence class has probability $p^i(1 - p)$. Each element flips a biased coin where heads occurs with probability $p$ until it comes up tails. Then that element is in equivalence class $i$ if it flipped $i$ heads.

- **Poisson**: In this case, $D$ is model of the number of times an event occurs in an interval of time, with an expected number of events determined by a parameter $\lambda$. Equivalence class $i$ is defined to be all the samples that have the same number of events occurring, where the probability of $i$ events occurring is

$$\frac{\lambda^i e^{-\lambda}}{i!}.$$

- **Zeta**: This distribution, $D$, is related to Zipf’s law, and models when the sizes of the equivalence classes follows a power law, based on a parameter, $s > 1$, which is common in many real-world scenarios, such as the frequency of words in natural language documents. With respect to equivalence classes, the $i$th equivalence class has probability

$$\frac{i^{-s}}{\zeta(s)},$$

where $\zeta(s)$ is Riemann zeta function (which normalizes the probabilities to sum to 1).

So as to number equivalence classes from most likely to least likely, as $i = 0, 1, \ldots$, define $D_N$ to be a distribution on the natural numbers such that

$$\Pr_{x \sim D_N}[x = i] = \Pr_{y \sim D}[y = s_i].$$
Furthermore, so as to “cut off” this distribution at \( n \), define \( D_{\mathbb{N}}(n) \) to be a distribution on the natural numbers less than or equal to \( n \) such that, for \( 0 \leq i < n \),

\[
\Pr_{x \sim D_{\mathbb{N}}(n)} [x = i] = \Pr_{y \sim D_{\mathbb{N}}} [y = i]
\]

and

\[
\Pr_{x \sim D_{\mathbb{N}}(n)} [x = n] = \Pr_{y \sim D_{\mathbb{N}}} [y \geq n].
\]

That is, we are “piling up” the tail of the \( D_{\mathbb{N}} \) distribution on \( n \).

The following theorem shows that we can use \( D_{\mathbb{N}}(n) \) to bound the number of comparisons in an ECS algorithm when the equivalence classes are drawn from \( D \). In particular, we focus here on an algorithm by Jayapaul et al. [56] for equivalence class sorting. This algorithm involves a round-robin testing regiment, such that each element, \( x \), initiates a comparison with the next element, \( y \), with an unknown relationship to \( x \), until all equivalence classes are known.

**Theorem 3.7.** Given a distribution, \( D \), on a set of equivalence classes, then \( n \) elements who have corresponding equivalence class independently drawn from \( D \) can be equivalence class sorted using a total number of comparisons stochastically dominated by twice the sum of \( n \) draws from the distribution \( D_{\mathbb{N}}(n) \).

**Proof.** Let \( V_i \) denote the random variable that is equal to the natural number corresponding to the equivalence class of element \( i \) in \( D_{\mathbb{N}}(n) \). We denote the number of elements in equivalence class \( i \) as \( Y_i \). Let us denote the number of equivalence tests performed by the algorithm by Jayapaul et al. [56] using the random variable, \( R \).

By a lemma from [56], for any pair of equivalence classes, \( i \) and \( j \), the round-robin ECS algorithm performs at most \( 2 \min(Y_i, Y_j) \) equivalence tests in total. Thus, the total number
of equivalence tests in our distribution-based analysis is upper bounded by

\[
R \leq \sum_{i=0}^{\infty} \sum_{j=0}^{i-1} 2 \min(Y_i, Y_j)
\]

\[
= 2 \sum_{i=0}^{n} \sum_{j=0}^{i-1} \min(Y_i, Y_j) + 2 \sum_{i=n+1}^{\infty} \sum_{j=0}^{i-1} \min(Y_i, Y_j)
\]

\[
\leq 2 \sum_{i=0}^{n} \sum_{j=0}^{i-1} Y_i + 2 \sum_{i=n+1}^{\infty} nY_i
\]

\[
\leq 2 \left( \sum_{i=0}^{n} iY_i + \sum_{i=n+1}^{\infty} nY_i \right) = 2 \sum_{i=1}^{n} V_i
\]

The second line in the above simplification is a simple separation of the double summation and the third line follows because \( \sum_{j=0}^{i-1} \min(Y_i, Y_j) \) is zero if \( Y_i \) is zero and at most \( n \), otherwise. So the total number of comparisons in the algorithm is bounded by twice the sum of \( n \) draws from \( D_n(n) \). \( \square \)

Given this theorem, we can apply it to a number of distributions to show that the total number of comparisons performed is linear with high probability.

**Theorem 3.8.** If \( D \) is a discrete uniform, a geometric, or a Poisson distribution on a set equivalence classes, then it is possible to equivalence class sort using linear total number of comparisons with exponentially high probability.

**Proof.** The sum of \( n \) draws from \( D_n(n) \) is stochastically dominated by the sum of \( n \) draws from \( D_n \). Let us consider each distribution in turn.

- **Uniform:** The sum of \( n \) draws from a discrete uniform distribution is bounded by \( n \) times the maximum value.
• Geometric: Let $p$ be the parameter of a geometric distribution and let $X = \sum_{i=0}^{n-1} X_i$ where the $X_i$ are drawn from $\text{Geom}(p)$, which is, of course, related to the Binomial distribution, $\text{Bin}(n,p)$, where one flips $n$ coins with probability $p$ and records the number of “heads.” Then, by a Chernoff bound for the geometric distribution (e.g., see [67]),

$$\Pr[X - (1/p)n > k] = \Pr[\text{Bin}(k + (1/p)n, p) < n] \leq e^{-\frac{(pk+n-n)^2}{k+(1/p)n}}$$

$$\Pr[X > (2/p)n] \leq e^{-np}$$

• Poisson: Let $\lambda$ be the parameter of a Poisson distribution and let $Y = \sum_{i=0}^{n-1} Y_i$ where the $Y_i$ are drawn from $\text{Poisson}(\lambda)$. Then, by a Chernoff bound for the Poisson distribution (e.g., see [67]),

$$\Pr[Y > (\lambda(e-1) + 1)n] = \Pr[e^Y > e^{(\lambda(e-1)+1)n}] \leq \frac{(E[e^{Y_i}])^n}{e^{(\lambda(e-1)+1)n}} = \frac{e^{\lambda(e-1)n}}{e^{(\lambda(e-1)+1)n}} = e^{-n}$$

So, in each case with exponentially high probability, the sum of $n$ draws from the distribution is $O(n)$ and the round-robin algorithm does $O(n)$ total equivalence tests.

We next address the zeta distribution.

**Theorem 3.9.** Given a zeta distribution with parameter $s > 2$, $n$ elements who have corresponding equivalence class independently drawn from the zeta distribution can be equivalence class sorted in $O(n)$ work in expectation.
Proof. When $s > 2$, the mean of the zeta distribution is

$$\frac{\zeta(s-1)}{\zeta(s)},$$

which is a constant. So the sum of $n$ draws from the distribution is expected to be linear. Therefore, the expected total number of comparisons in the round-robin algorithm is linear. \qed

Unfortunately, for zeta distributions it is not immediately clear if it is possible to improve the above theorem so that total number of comparisons is shown to be linear when $2 \geq s > 1$ or obtain high probability bounds on these bounds. This uncertainty motivates us to look experimentally at how different values of $s$ cause the runtime to behave. Likewise, our high-probability bounds on the total number of comparisons in the round-robin algorithm for the other distributions invites experimental analysis as well.

### 3.5 Experiments

In this section, we report on experimental validations of the theorems from the previous section and investigations of the behavior of running the round-robin algorithm on the zeta distribution. For the uniform, geometric, and Poisson distributions, we ran ten tests on sizes of 10,000 to 200,000 elements incrementing in steps of 10,000. For the zeta distribution, because setting $s < 2$ seems to lead to a superlinear number of comparisons, we reduced the test sizes by a factor of 10 and ran ten tests each on sizes from 1,000 to 20,000 in increments of 1,000. For each distribution we used the following parameter settings for various experiments:
Uniform: \( k = 10, 25, 100 \)
Geometric: \( p = \frac{1}{2}, \frac{1}{10}, \frac{1}{50} \)
Poisson: \( \lambda = 1, 5, 25 \)
Zeta: \( s = 1.1, 1.5, 2, 2.5 \)

The results of these tests are plotted in Figure 3.5. Best fit lines were fitted whenever we have theorems stating that there will be a linear number of comparisons with high probability or in expectation (i.e., everything except for zeta with \( s < 2 \)). We include extra plots of the zeta distribution tests with the \( s = 1.1 \) data and the \( s = 1.1, 1.5 \) data removed to better see the other data sets.

We can see from the data that the number of comparisons for the uniform, geometric, and Poisson distributions are so tightly concentrated around the best fit line that only one data point is visible. Contrariwise, the data points for the zeta distributions do not cluster nearly as nicely. Even when we have linear expected comparisons with \( s = 2 \), the data points vary by as much as 10%.

### 3.6 Conclusion

In this chapter we have studied the equivalence class sorting problem, from a parallel perspective, giving several new algorithms, as well as new lower bounds and distribution-based analysis. We leave as open problems the following interesting questions:

- Is it possible to find all equivalence classes in the ER version of the ECS problem in \( O(k) \) parallel rounds, for \( k \geq 3 \), where \( k \) is the number of equivalence classes? Note that the answer is “yes” for \( k = 2 \), as it follows from previous results for the parallel fault diagnosis problem [11–13].
• Is it possible to bound the number of comparisons away from $O(n^2)$ for the zeta distribution when $s < 2$ even just in expectation?

• Is it possible to prove a high-probability concentration bound for the zeta distribution, similar to the concentration bounds we proved for other distributions?
Figure 3.5: The results of the experiments are plotted and best fit lines are placed when we have a linear number of comparisons with high probability or in expectation.
Chapter 4

Optimally Sorting Evolving Data

4.1 Introduction

In the classic version of the sorting problem, we are given a set, $S$, of $n$ comparable items coming from a fixed total order and asked to compute a permutation that places the items from $S$ into non-decreasing order, and it is well-known that this can be done using $O(n \log n)$ comparisons, which is asymptotically optimal (e.g., see [30, 45, 58]). There are a number of interesting applications where this classic version of the sorting problem doesn’t apply, however.

For instance, consider the problem of maintaining a ranking of a set of sports teams based on the results of head-to-head matches. A typical approach to this sorting problem is to assume there is a fixed underlying total order for the teams, but that the outcomes of head-to-head matches (i.e., comparisons) are “noisy” in some way. In this formulation, the ranking problem becomes a one-shot optimization problem of finding the most-likely fixed total order given the outcomes of the matches (e.g., see [20, 40, 47, 50, 65]). In this chapter, we study an alternative, complementary motivating scenario, however, where instead of there being a fixed total order
and noisy comparisons we have a scenario where comparisons are accurate but the underlying total order is evolving. This scenario, for instance, captures the real-world phenomenon where sports teams make mid-season changes to their player rosters and/or coaching staffs that result in improved or degraded competitiveness relative to other teams. That is, we are interested in the sorting problem for evolving data.

4.1.1 Related Prior Work for Evolving Data

Anagnostopoulos et al. [7] introduce the evolving data framework, where an input data set is changing while an algorithm is processing it. In this framework, instead of an algorithm taking a single input and producing a single output, an algorithm attempts to maintain an output close to the correct output for the current state of the data, repeatedly updating its best estimate of the correct output over time. For instance, Anagnostopoulos et al. [7] mention the motivation of maintaining an Internet ranking website that displays an ordering of entities, such as political candidates, movies, or vacation spots, based on evolving preferences.

Researchers have subsequentially studied other interesting problems in the evolving data framework, including the work of Kanade et al. [57] on stable matching with evolving preferences, the work of Huang et al. [52] on selecting top-$k$ elements with evolving rankings, the work of Zhang and Li [84] on shortest paths in evolving graphs, the work of Anagnostopoulos et al. [8] on st-connectivity and minimum spanning trees in evolving graphs, and the work of Bahmani et al. [10] on PageRank in evolving graphs. In each case, the goal is to maintain an output close to the correct one even as the underlying data is changing at a rate commensurate to the speed of the algorithm. By way of analogy, classical algorithms are to evolving-data algorithms as throwing is to juggling.
4.1.2 Problem Formulation for Sorting Evolving Data

With respect to the sorting problem for evolving data, following the formulation of Anagnostopoulos et al. [7], we assume that we have a set, $S$, of $n$ distinct items that are properly ordered according to a total order relation, "$<$". In any given time step, we are allowed to compare any pair of items, $x$ and $y$, in $S$ according to the "$<$" relation and we learn the correct outcome of this comparison. After we perform such a comparison, $\alpha$ pairs of items that are currently consecutive according to the "$<$" relation are chosen uniformly at random and their relative order is swapped. As in previous work [7], we focus on the case where $\alpha = 1$, but one can also consider versions of the problem where the ratio between comparisons and random consecutive swaps is something other than one-to-one. Still, this simplified version with a one-to-one ratio already raises some interesting questions.

Since it is impossible in this scenario to maintain a list that always reflects a strict ordering according to the "$<$" relation, our goal is to maintain a list with small Kendall tau distance, which counts the number of inversions, relative to the correct order.\footnote{Recall that an \textit{inversion} is a pair of items $u$ and $v$ such that $u$ comes before $v$ in a list but $u > v$. An inversion in a permutation $\pi$ is a pair of elements $x \neq y$ with $x < y$ and $\pi(x) > \pi(y)$.} Anagnostopoulos et al. [7] show that, for $\alpha = 1$, the Kendall tau distance between the maintained list and the underlying total order is $\Omega(n)$ in both expectation and with high probability. They also show how to maintain this distance to be $O(n \log \log n)$, with high probability, by performing a multiplexed batch of quicksort algorithms on small overlapping intervals of the list.

4.1.3 Our Contributions

The main contribution of the present chapter is to provide algorithms that maintain an asymptotically optimal Kendall tau distance, with high probability, for sorting evolving data. Moreover, we show how to achieve such a result using a simple repeated insertion-sort
algorithm. This algorithm repeatedly makes in-place insertion-sort passes (e.g., see [30,45]) over the list, \(l_t\), maintained by our algorithm at each step \(t\). Each such pass moves the item at position \(j\) to an earlier position in the list so long as it is bigger than its predecessor in the list. With each comparison done by this repeated insertion-sort algorithm, we assume that a consecutive pair of elements in the underlying ordered list, \(l'_t\), are chosen uniformly at random and swapped. In spite of the uncertainty involved in sorting evolving data in this way, we prove the following theorem, which is the main result of this chapter.

**Theorem 4.1.** When running the repeated insertion-sort algorithm, for every step \(t = \Omega(n^2)\), the Kendall tau distance between the maintained list, \(l_t\), and the underlying ordered list, \(l'_t\), is \(O(n)\) with exponentially high probability.

That is, after an initialization period of \(\Theta(n^2)\) steps, the repeated insertion-sort algorithm converges to a steady state having an asymptotically optimal Kendall tau distance between the maintained list and the underlying total order, with exponentially high probability. We also show how to reduce this initialization period to be \(\Theta(n \log n)\) steps, with high probability, by first performing a quicksort algorithm and then following that with the repeated insertion-sort algorithm.

Intuitively, our proof of Theorem 4.1 relies on two ideas: the adaptivity of insertion sort and that, as time progresses, a constant fraction of the random swaps fix inversions. Ignoring the random swaps for now, when there are \(k\) inversions, a complete execution of insertion sort performs roughly \(k + n\) comparisons and fixes the \(k\) inversions (e.g., see [30,45]). If an \(\epsilon\) fraction of the random swaps fix inversions, then during insertion sort \(\epsilon(k + n)\) inversions are fixed by the random swaps and \((1 - \epsilon)(k + n)\) are introduced. Naively the total change in the number of inversions is then \((1 - 2\epsilon)(k + n) - k\) and when \(k > \frac{1-2\epsilon}{2\epsilon}n\), the number of inversions decreases. So the number of inversions will decrease until \(k = O(n)\).

This simplistic intuition ignores two competing forces involved in the heavy interplay between
the random swaps and insertion sort’s runtime, however, in the evolving data model. First, random swaps can cause an insertion-sort pass to end too early, thereby causing insertion sort to fix fewer inversions than normal. Second, as insertion sort progresses, it decreases the chance for a random swap to fix an inversion. Analyzing these two interactions comprises the majority of our proof of Theorem 4.1.

In Section 4.3, we present a complete proof of Theorem 4.1. The most difficult component of Theorem 4.1’s proof is Lemma 4.5, which lower bounds the runtime of insertion sort in the evolving data model. The proof of Lemma 4.5 is presented separately in Section 4.4.

4.2 Preliminaries

The sorting algorithm we analyze in this chapter for the evolving data model is the repeated insertion-sort algorithm whose pseudocode is shown in Algorithm 4.

**Algorithm 4** Repeated insertion sort pseudocode

```plaintext
function REPEATED_INSERTION_SORT(l)
    while true do
        for i ← 1 to n − 1 do
            j ← i
            while j > 0 and l[j] < l[j − 1] do
                swap l[j] and l[j − 1]
                j ← j − 1
            end while
        end for
    end while
end function
```

Formally, at time \( t \), we denote the sorting algorithm’s list as \( l_t \) and we denote the underlying total order as \( l'_t \). Together these two lists define a permutation, \( \sigma_t \), of the indices, where \( \sigma_t(x) = y \) if the element at index \( x \) in \( l_t \) is at position \( y \) in \( l'_t \). We define the *simulated final state at time* \( t \) to be the state of \( l \) obtained by freezing the current underlying total order, \( l'_t \), (i.e., no more random swaps) and simulating the rest of the current round of insertion sort.
(we refer to each iteration of the **while-true** loop in Algorithm 4 as a **round**). We then define a **frozen-state** permutation, \( \hat{\sigma}_t \), where \( \hat{\sigma}_t(x) = y \) if the element at index \( x \) in the simulated final state at time \( t \) as at index \( y \) in \( l'_t \).

Let us denote the number of inversions at time \( t \), in \( \sigma_t \), with \( I_t \). Throughout the chapter, we may choose to drop time subscripts if our meaning is clear. The Kendall tau distance between two permutations \( \pi_1 \) and \( \pi_2 \) is the number of pairs of elements \( x \neq y \) such that \( \pi_1(x) < \pi_1(y) \) and \( \pi_2(x) > \pi_2(y) \). That is, the Kendall tau distance between \( l_t \) and \( l'_t \) is equal to \( I_t \), the number of inversions in \( \sigma_t \). Figure 4.1 shows the state of \( l, l', I, \) and \( \sigma \) for two steps of an insertion sort (but not in the same round).

As the inner **while**-loop of Algorithm 4 executes, we can view \( l \) as being divided into three sets: the set containing just the **active** element, \( l[j] \) (which we view as moving to the left, starting from position \( i \), as it is participating in comparisons and swaps), the **semi-sorted** portion, \( l[0 : i] \), not including \( l[j] \), and the **unsorted** portion, \( l[i + 1 : n - 1] \). Note that if no random adjacent swaps were occurring in \( l' \) (that is, if we were executing insertion-sort in

---

**Figure 4.1:** Examples of \( l, l', I, \) and \( \sigma \) over two steps of an algorithm. In the first step the green and red elements are compared in \( l \) and the red and yellow elements are swapped in \( l' \). In the second step the red and yellow elements are compared and swapped in \( l \) and the blue and yellow elements are swapped in \( l' \).
the classical algorithmic model), then the semi-sorted portion would be in sorted order.

Given a list, \( L \), of \( m \) numbers with no two equal numbers, the Cartesian tree [79] of \( L \) is a binary rooted tree on the numbers where the root is the minimum element \( L[k] \), the left subtree of the root is the Cartesian tree of \( L[0 : k - 1] \), and the right subtree of the root is the Cartesian tree of \( L[k + 1 : m] \). In our analysis, we will primarily consider the Cartesian tree of the simulated final state at time \( t \) where \( L[k] = \hat{\sigma}_t(k) \) in the frozen-state permutation \( \hat{\sigma}_t \).

We also choose to include two additional elements, \( L[-1] = -1 \) and \( L[n] = n \), for boundary cases. Figure 4.2 shows an example Cartesian tree we might consider. The Cartesian trees we consider are only for the sake of analysis. They are not explicitly constructed.

We call the path from the root to the rightmost leaf of the Cartesian tree the (right-to-left) minima path as the elements on this path are the right-to-left minima in the list. The minima path is highlighted in Figure 4.2. For a minimum, \( l[k] \), denote with \( M(k) \) the index of the element in the left subtree of \( l[k] \) that maximizes \( \hat{\sigma}(k) \), i.e., the index of the largest element in the left subtree.

We use the phrase \textit{with high probability} to indicate when an event occurs with probability that tends towards 1 as \( n \to \infty \). When an event occurs with probability of the form \( 1 - e^{-\text{poly}(n)} \),
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Figure 4.2: On the left we have a representation of \( \sigma \), a dot for each element \( x \) is drawn at the coordinate \((a, b)\) where \( x = l[a] = l'[b] \). On the right the elements have been moved to their position in \( \hat{\sigma} \) and the corresponding Cartesian tree is superimposed. The active element of insertion sort at the current moment is highlighted in red, the elements that haven’t been seen by the algorithm are highlighted in green, the added elements are highlighted in pink, and the minima path is highlighted in blue.
we say it occurs with \textit{exponentially high probability}. During our analysis, we will make use of the following facts.

\textbf{Lemma 4.1} (Poisson approximation (Corollary 5.9 in [68])). Let $X_1^{(m)}, \ldots, X_n^{(m)}$ be the number of balls in each bin when $m$ balls are thrown uniformly at random into $n$ bins. Let $Y_1^{(m)}, \ldots, Y_n^{(m)}$ be independent Poisson random variables with $\lambda = m/n$. Then for any event $\varepsilon(x_1, \ldots, x_n)$:

\[
\Pr \left[ \varepsilon \left( X_1^{(m)}, \ldots, X_n^{(m)} \right) \right] \leq e^{\sqrt{m}} \Pr \left[ \varepsilon \left( Y_1^{(m)}, \ldots, Y_n^{(m)} \right) \right].
\]

\textbf{Lemma 4.2} (Hoeffding’s inequality (Theorem 2 in [51])). If $X_1, \ldots, X_n$ are independent random variables and $a_k \leq X_k \leq b_k$ for $k = 1, \ldots, n$, then for $t > 0$:

\[
\Pr \left[ \sum_k X_k - E \left[ \sum_k X_k \right] \geq tn \right] \leq e^{-2nt^2/(\sum_k (b_k-a_k)^2)}.
\]

\subsection{4.3 Sorting Evolving Data with Repeated Insertion Sort}

Let us begin with some simple bounds with respect to a single round of insertion sort.

\textbf{Lemma 4.3.} If a round of insertion sort starts at time $t_s$ and finishes at time $t_e$, then

1. $t_e - t_s = F + n - 1$, where $F$ is the number of inversions fixed (at the time of a comparison in the inner \texttt{while}-loop) by this round of insertion sort.

2. $t_e - t_s < n^2/2$

3. for any $t_s \leq t \leq t_e$, $I_t - I_{t_s} < n$.

\textbf{Proof.} (1): For each iteration of the outer \texttt{for}-loop, each comparison in the inner \texttt{while}-loop either fixes an inversion (at the time of that comparison) or fails to fix an inversion and
completes the inner while-loop. Note that this “failed” comparison may not have compared elements of $l$, but may have short circuited due to $j \leq 0$. Nevertheless, every comparison that doesn’t fail fixes an inversion (at the time of that comparison); hence, each non-failing comparison is counted in $F$.

(2): In any round, there are at most $n(n-1)/2$ comparisons, by the formulations of the outer for-loop and inner while-loop.

(3): At time $t$, the round of insertion sort will have executed $t - t_s$ steps. Of those steps, at least $t - t_s - (n - 1)$ comparisons resulted in a swap that removed an inversion and at most $n - 1$ comparisons did not result in a change to $l$. The random swaps occurring during these comparisons introduced at most $t - t_s$ inversions. So $I_t - I_{t_s} \leq t - t_s - (t - t_s - (n - 1)) = n - 1$. \hfill $\Box$

We next show that, while a round of insertion sort executes, a constant fraction of the random swaps are actually fixing inversions.

**Lemma 4.4.** There exists a constant, $0 < \epsilon < 1$, such that, for a round of insertion sort that takes time $t^*$, at least $\epsilon t^*$ of the random adjacent swaps in $l'$ decrease $I$ during the round, with exponentially high probability.

**Proof.** We call a random adjacent swap that decreases the number of inversions, $I$, during the insertion-sort round a good swap.

Break the time interval for this round of insertion sort into epochs, each of size between $n/32$ and $n/16$ (this is possible because $t^* \geq n - 1$, by Lemma 4.3) and let $t_k$ be the start of epoch $k$. Denote the length of epoch $k$ by $t_k^* = t_{k+1} - t_k$. Given the values of $i$ and $j$ at $t_k$, only the elements in the ranges $l[j - n/16, j]$ and $l[i - n/16, i + n/16]$ will be involved in insertion sort comparisons during epoch $k$. This set of potentially compared elements has size at most $3n/16$. 
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Consider the set of adjacent disjoint 4-tuples in $l', l'[4a], l'[4a+1], l'[4a+2], l'[4a+3]$ for $a = 0, 1, \ldots, n/4$. There are $n/4$ of these tuples and so there are at least $n/4 - 3n/16 = n/16$ tuples whose elements cannot be involved in comparisons during a given epoch. Call such a tuple of elements an *untouchable tuple*.

We now examine just the swaps during one specific epoch. Let $X_i$ be the number of random adjacent swaps that swap $l'[i]$ with $l'[i+1]$ for $i = 0, 1, \ldots, n-1$. Let $Y_i$ be independent identically distributed Poisson random variables with parameter $\lambda = \frac{i}{n-1}$ for $i = 0, 1, \ldots, n-1$. Note that $1/32 \leq \lambda \leq \frac{n}{16(n-1)} \leq 1/15$ for large enough $n$. Let $f(z_1, z_2, \ldots, z_n)$ be the function that counts how many $a = 0, 1, \ldots, n/4$ there are such that the tuple $l'[4a], l'[4a+1], l'[4a+2], l'[4a+3]$ is untouchable and $z_{4a} = 0$, $z_{4a+1} = 2$, and $z_{4a+2} = 0$.

By the Poisson approximation, Lemma 4.1, for any $\delta > 0$,

$$\Pr[f(X_1, X_2, \ldots, X_{n-1}) \leq \delta n] \leq e^{\sqrt{n/16}} \Pr[f(Y_1, Y_2, \ldots, Y_{n-1}) \leq \delta n].$$

As previously stated, there are at least $n/16$ untouchable tuples. Because the $Y_i$ are independent, for an untouchable 4-tuple $l'[4a], l'[4a+1], l'[4a+2], l'[4a+3]$,

$$\Pr\left[Y_{4a} = 0, Y_{4a+1} = 2, Y_{4a+2} = 0\right] = \frac{e^{-3\lambda} \lambda^2}{0!2!0!} \geq \frac{e^{-3/15} (1/32)^2}{2} \geq \frac{3}{10,000}$$

$f(Y_1, Y_2, \ldots, Y_{n-1})$ is the sum of at least $n/16$ independent indicator random variables that each have probability at least $3/10,000$ of being 1. Thus $E[f(Y_1, Y_2, \ldots, Y_{n-1})] \geq \frac{3n}{160,000}$. Therefore, by a Chernoff bound from [68]:

\[ \text{71} \]
Therefore, within each epoch of the insertion sort round there are at least $\frac{3}{320,000}n$ untouchable tuples where the middle pair of indices are swapped twice and the other two pairs are not swapped, with exponentially high probability. In each of these tuples one of the two swaps must have been a good swap.

So we can conclude that for each epoch, with exponentially high probability, there are $\frac{3}{320,000}n$ good swaps. Because there are at least $\frac{t^*}{n/16}$ epochs, setting $\epsilon = \frac{3}{20,000}$ implies there are at least $\epsilon t^*$ good swaps during the entire insertion sort round, with exponentially high probability. 

We next give a lower bound with respect to a single round of repeated insertion sort.

**Lemma 4.5.** If a round of insertion sort starts at time $t_s$ with $I_{ts} \geq (12c^2 + 2c)n$ and finishes at time $t_e$, then, with exponentially high probability, $t_e - t_s \geq cn$, i.e., the insertion sort round takes at least $cn$ steps.

*Proof.* See Section 4.4.

**4.3.1 Proof of Theorem 4.1**

Armed with the above lemmas (albeit postponing the proof of Lemma 4.5), let us prove our main theorem.

**Theorem 4.1.** There exists a constant, $0 < \epsilon < 1$, such that, when running the repeated
insertion-sort algorithm, for every step \( t > (1 + 1/\epsilon)n^2 \), the Kendall tau distance between the maintained list, \( l_t \), and the underlying ordered list, \( l'_t \), is \( O(n) \), with exponentially high probability.

**Proof.** By Lemma 4.4, there exists a constant \( 0 < \epsilon < 1 \) such that at least an \( \epsilon \) fraction of all of the random swaps during a round of insertion sort fix inversions. Consider an epoch of the last \( (1 + 1/\epsilon)n^2 \) steps of the repeated insertion-sort algorithm, that is, from time \( t' = t - (1 + 1/\epsilon)n^2 \) to \( t \). During this epoch, some number, \( m \geq 1 \), of complete rounds of insertion sort are performed from start to end (by Lemma 4.3). Denote with \( t_k \) the time at which insertion-sort round \( k \) ends (and round \( k + 1 \) begins), and let \( t_m \) denote the end time of the final complete round, during this epoch. By construction, observe that \( t' \leq t_0 \) and \( t_m \leq t \). Furthermore, because the insertion-sort rounds running before \( t_0 \) and after \( t_m \) take fewer than \( n^2/2 \) steps (by Lemma 4.3), \( t_m - t_0 \geq n^2/\epsilon \).

The remainder of the proof consists of two parts. In the first part, we show that for some complete round of insertion sort ending at time \( t_k \leq t \), \( I_{t_k} \) is \( O(n) \), with exponentially high probability. In the second part, we show that once we achieve \( I_{t_k} \) being \( O(n) \), for \( t_k \leq t \), then \( I_t \) is \( O(n) \), with exponentially high probability.

For the first part, suppose, for the sake of a contradiction, \( I_{t_k} > (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon})n \), for all \( 0 \leq k \leq m \). Then, by a union bound over the polynomial number of rounds, Lemma 4.5 applies to every such round of insertion sort. So, with exponentially high probability, each round takes at least \( n/\epsilon \) steps. Moreover, by Lemma 4.4, with exponential probability, an \( \epsilon \) fraction of the random swaps from \( t_m \) to \( t_0 \) will decrease the number of inversions. That is, these random swaps increase the number of inversions by at most

\[
(1 - \epsilon)(t_m - t_0) - \epsilon(t_m - t_0) = (1 - 2\epsilon)(t_m - t_0),
\]

with exponentially high probability. Furthermore, by Lemma 4.3, at least a \( \frac{(1/\epsilon)-1}{1/\epsilon} = 1 - \epsilon \)
fraction of the insertion-sort steps fix inversions (at the time of a comparison). Therefore, with exponentially high probability, we have the following:

\[
I_{tm} \leq I_{t_0} - (1 - \epsilon)(t_m - t_0) + (1 - 2\epsilon)(t_m - t_0) \\
= I_{t_0} - \epsilon(t_m - t_0) \\
\leq I_{t_0} - n^2.
\]

But, since \(I_{t_0} < n^2\), the above bound implies that \(I_{tm} < 0\), which is a contradiction. Therefore, with exponentially high probability, there is a \(k \leq m\) such that \(I_{tk} \leq (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon})n\).

For the second part, we show that the probability for a round \(\ell > k\) to have \(I_{t_\ell} > (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon} + 1)n\) is exponentially small, by considering two cases (and their implied union-bound argument):

- If \(I_{t_{\ell-1}} \leq (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon})n\), then Lemma 4.3 implies \(I_{t_\ell} \leq (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon} + 1)n\).

- If \((12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon})n \leq I_{t_{\ell-1}} \leq (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon} + 1)n\), then, similar to the argument given above, during a round of insertion sort, \(\ell\), at least a \(1 - \epsilon\) fraction of the steps fix an inversion. Also at least an \(\epsilon\) fraction of the random swaps fix inversions. Thus, with exponentially high probability, the total change in inversions is at most \(-\epsilon(t_\ell - t_{\ell-1})\) and \(I_{t_\ell} < I_{t_{\ell-1}}\).

Therefore, by a union bound over the polynomial number of insertion-sort rounds, the probability that any \(I_{t_\ell} > (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon} + 1)n\) for \(k < \ell \leq m\) is exponentially small. By Lemma 4.3, \(I_t \leq I_{tm} + n\). So, with exponentially high probability, \(I_{tm} \leq (12(\frac{1}{\epsilon})^2 + \frac{2}{\epsilon} + 1)n = O(n)\) and \(I_t = O(n)\), completing the proof.
4.3.2 Improved Convergence Rate

In this subsection, we provide an algorithm that converges to $O(n)$ inversions more quickly. To achieve the steady state of $O(n)$ inversions, repeated insertion sort performs $\Theta(n^2)$ comparisons. But this running time to reach a steady state is a worst-case based on the fact that the running time of insertion sort is $O(n + I)$, where $I$ is the number of initial inversions in the list, and, in the worst case, $I$ is $\Theta(n^2)$. By simply running a round of quicksort on $l$ first, we can achieve a steady state of $O(n)$ inversions after just $\Theta(n \log n)$ comparisons. See Algorithm 5. That is, we have the following.

**Algorithm 5** Quicksort followed by repeated insertion sort pseudocode

```plaintext
function QUICK_THEN_INSERTION_SORT(l)
    quicksort(l)
    while true do
        for $i \leftarrow 1$ to $n - 1$ do
            $j \leftarrow i$
            while $j > 0$ and $l[j] < l[j - 1]$ do
                swap $l[j]$ and $l[j - 1]$
                $j \leftarrow j - 1$
            end while
        end for
    end while
end function
```

**Theorem 4.2.** When running Algorithm 5, for every $t = \Omega(n \log n)$, $I_t$ is $O(n)$ with high probability.

**Proof.** By the results of Anagnostopoulos et al. [7], the initial round of quicksort takes $\Theta(n \log n)$ comparisons and afterwards the number of inversions (that is, the Kendall tau distance between the maintained list and the true total order) is $O(n \log n)$, with high probability. Using a nearly identical argument to the proof of Theorem 4.1, and the fact that an insertion-sort round takes $O(I + n)$ time to resolve $I$ inversions, the repeated insertion-sort algorithm will, with high probability, achieve $O(n)$ inversions in an additional $O(n \log n)$ steps. From that point on, it will maintain a Kendall tau distance of $O(n)$, with high probability. \qed
4.4 Proof of Lemma 4.5

Recall Lemma 4.5, which establishes a lower bound for the running time of an insertion-sort round, given a sufficiently large amount of inversions relative to the underlying total order.

**Lemma 4.5.** If a round of insertion sort starts at time $t_s$ with $I_{ts} \geq (12c^2 + 2c)n$ and finishes at time $t_e$, then, with exponentially high probability, $t_e - t_s \geq cn$, i.e., the insertion sort round takes at least $cn$ steps.

The main difficulty in proving Lemma 4.5 is understanding how the adjacent random swaps in $l'$ affect the runtime of the current round of insertion sort on $l$. Let $S_t$ be the number of steps left to perform in the current round of insertion sort if there were no more random adjacent swaps in $l'$. In essence, $S$ can be thought of as an estimate of the remaining time in the current insertion sort round. If a new round of insertion sort is started at time $t_s$, then $S_{t_s - 1} = 1$ and $I_{ts} \leq S_{ts} \leq I_{ts} + n - 1$. Each step of an insertion sort round decreases $S$ by one and the following random swap may increase or decrease $S$ by some amount. Figure 4.3 illustrates an example where one random adjacent swap in $l'$ decreases $S$ by a non-constant amount (relative to $n$).

![Figure 4.3](image)

Figure 4.3: An example where swapping the red and blue elements in $l'$ creates multiple blocked inversions between the red element and the black elements.

A random adjacent swap in $l'$ involving two elements in the unsorted portion of $l$ will either increase or decrease $S$ by one depending on if it introduces or removes an inversion. Random adjacent swaps involving elements in the semi-sorted portion have more complex affects on $S$.  
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An inversion currently in the list \((l[a], l[b])\) will be fixed by insertion sort if \(l[a] \) and \(l[b] \) will be compared and the two are swapped. Because \(a < b\), \(l[b] \) must be the active element during this comparison. An inversion \((l[a], l[b])\) will not be fixed by insertion sort if \(l[b] \) was already inserted into the semi-sorted portion or there is some element \(l[c] \) in the semi-sorted portion with \(a < c < b\) and \(\sigma(c) < \sigma(b)\). We call an inversion with \(l[b] \) in the semi-sorted portion a *stuck* inversion and an inversion with a smaller semi-sorted element between the pair a *blocked* inversion. We say an element \(l[c]\) in the semi-sorted portion of \(l\) blocks an inversion \((l[a], l[b])\) with \(a \leq i \) and \(l[b] \) either the active element or in the unsorted portion of \(l\), if \(l[c] \) is in the semi-sorted portion of \(l\) with \(a < c < b\) and \(\sigma(c) < \sigma(b)\). Note that there may be multiple elements blocking a particular inversion. Figure 4.4 shows examples of these two types of inversions.

Figure 4.4: In this Cartesian tree, the green-blue pair is a blocked inversion and the green-yellow pair is a stuck inversion. Both pairs of inversions blame the red element.

We denote the number of “bad” inversions at time \(t\) that will not be fixed with \(B_t\). That is, \(B_t\) is the sum of the blocked and stuck inversions. At the end of an insertion-sort round every inversion present at the start was either fixed by the insertion sort, fixed by a random adjacent swap in \(l'\), or is currently stuck. No elements can be blocked at the end of an insertion-sort round, because the semi-sorted portion is the entire list. Stuck inversions are either created by random adjacent swaps in \(l'\) or were blocked inversions and insertion sort finished inserting the right element of the pair. Blocked inversions are only introduced by the random adjacent swaps in \(l'\). Thus \(B_t\) is unaffected by the steps of insertion sort.

Every inversion present at the start must be fixed by a step of insertion sort, be fixed by
a random swap, or it will end up “bad”. Therefore, for any given time, $t$, by using naive upper bounds based on the facts that every insertion sort step can fix an inversion and every random adjacent swap can remove an inversion, we can immediately derive the following:

**Lemma 4.6.** For an insertion sort round that starts at time $t_s$ and ends at time $t_e$, if $t_s \leq t \leq t_e$, then $S_t \geq I_{t_s} - 2(t - t_s) - B_t$.

Since, when an insertion sort round finishes, $S_{t_{e-1}} = 1$, Lemma 4.6 implies $2(t_e - t_s - 1) + B_{t_e} + 1 \geq I_{t_s}$. If we understand how $B$ changes with each random adjacent swap in $l'$, then we can bound how long insertion sort needs to run for this inequality to be true.

We associate the blocked and stuck inversions with elements that we say are *blamed* for the inversions. A blocked inversion $(l[a], l[b])$ blames the element $l[c]$ with $a < c < b$ and minimum $\sigma(c)$. Note than $l[c]$ is on the minima path of the modified Cartesian tree and $l[a]$ is in the left subtree of $l[c]$. A stuck inversion either blames the element on the minima path whose subtree contains both $l[a]$ and $l[b]$ or if they appear in different subtrees, the inversion blames the element $l[c]$ with $a < c < b$ and minimum $\sigma(c)$. Again note that the blamed element is on the minima path and $l[a]$ is in the blamed element’s left subtree. The bad inversions in Figure 4.4 blame the red element.

Whether stuck or blocked, every inversion blames an element on the minima path and the left element of the inverted pair appears in that minimum’s subtree. If $l[k]$ is on the minima path, $M(k)$ is the index of the element in $l[k]$’s subtree with maximum $\sigma(M(k))$, and an inversion $(l[a], l[b])$ has $l[a]$ in $l[k]$’s subtree, then both $l[a]$ and $l[b]$ are in the range $\sigma(k)$ to $\sigma(M(k))$. So we can upper bound $B_t$ by $\sum_{k=0}^{n-1} (\sigma(M(k)) - \sigma(k))^2$, where we extend $M$ to non-minima indices with $M(k) = k$ if $k$ is not the index of a minima in $l$. 
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4.4.1 Bounding the Number of Blocked and Stuck Inversions with
Counters

For the purposes of bounding $B_t$, we conceptually associate two counters, $Inc(x)$ and $Dec(x)$, with each element, $x$. The counters are initialized to zero at the start of an insertion sort round. When an element $x$ is increased by a random swap in $l'$, we increment $Inc(x)$ and when $x$ is decreased by a random swap in $l'$, we increment $Dec(x)$. After the random swap occurs, we may choose to exchange some of the counters between pairs of elements, but we will always maintain the following invariant:

**Invariant 1.** For an element, $l[k]$, on the minima path,

$$Inc(l[M(k)]) + Dec(l[k]) \geq \sigma(M(k)) - \sigma(k).$$

We actually maintain a stronger invariant that implies this invariant. However, Invariant 1 allows us to prove the following Lemma:

**Lemma 4.7.** If $\sum_{k=0}^{n-1} Inc(l[k])^2 < \kappa$ and $\sum_{k=0}^{n-1} Dec(l[k])^2 < \kappa$, then $B_t \leq 4\kappa$.

**Proof.**

$$B_t \leq \sum_{k=0}^{n-1} (\sigma(M(k)) - \sigma(k))^2$$

$$\leq \sum_{k=0}^{n-1} (Inc(M(k)) + Dec(k))^2 \quad \text{By Invariant 1} \quad (4.1)$$

Interpreting $Inc$ and $Dec$ as two $n$-dimensional vectors, we know their lengths are both less than $\sqrt{\kappa}$. Equation 4.1 is the squared length of the sum of the $Dec$ and $Inc$ vectors with the entries of $Inc$ permuted by the function $M$. By the triangle inequality, the length of their sum is at most $2\sqrt{\kappa}$ and so the squared length of their sum is at most $4\kappa$. Therefore, $B_t \leq 4\kappa$. \qed
Figure 4.5: Every degree-three vertex is paired up with a leaf in one of its subtrees. The node $-1$ is always paired with node $n + 1$.

Maintaining Invariant 1 in the face of the random swaps in $l'$ can be difficult, because new minima could be added to the path or old minima could be removed from the path. To handle these challenges, we pair up each element with degree three in the Cartesian tree with a descendant leaf. First, as a special case, the $-1$ element in the Cartesian tree is paired with the $n + 1$ element. To find pairs for the degree-three elements, we consider traversing the tree in depth-first order starting at the root. Below a degree-three element in the Cartesian tree there are two subtrees. When a degree-three element is encountered in the traversal, the larger of the maximum leaf element in the left subtree and the maximum leaf element in the right subtree will have already been paired up. So we pair the degree-three element with the unpaired (and smaller) of the two maximum leaves (Figure 4.5). For a degree-three element, $l[a]$, denote the index in $l$ of its pair with $P(a)$. We enforce the following stronger invariant:

**Invariant 2.** For every element $l[a]$ with degree three in the Cartesian tree, $\sigma(P(a)) - \sigma(a) \leq Inc(l[P(a)]) + Dec(l[a])$.

Invariant 2 implies Invariant 1, because each minima along the path is either paired with the maximum leaf element in its left subtree if it has one.

We now consider how to maintain Invariant 2 after each random swap in $l'$. Suppose $\sigma(a) = k + 1$ and $\sigma(b) = k$ are the swapped pair and for now assume neither is the active element. After the swap $\sigma(a) = k$ and $\sigma(b) = k + 1$ and the two counters $Dec(l[a])$ and
Inc(l[b]) are incremented. However, the slight upward and downward movement of elements may have changed how element’s are paired up either by a structural change in the Cartesian tree or exchanging the relative value of two leaf elements. There are several cases to analyze based on how the random swap affected the modified Cartesian tree.

First we observe that if the random swap did not affect the pairing of elements, then the incrementing of counters maintains the invariant. For example, if \( a \) has a pair \( P(a) \), then \( \sigma(P(a)) - \sigma(a) \) is increased by one and if there is an element \( l[c] \) with \( P(c) = b \), then \( \sigma(b) - \sigma(c) \) increased by one. Each of these increases are offset by the incrementing of \( Dec(l[a]) \) and \( Inc(l[b]) \) respectively.

If the random adjacent swap did affect the pairing of elements, then either \( l[a] \) and \( l[b] \) are adjacent in the tree or \( l[a] \) and \( l[b] \) are leaf elements with least common ancestor \( l[c] \). In this second case, there is an ancestor of \( l[c] \) paired with \( l[a] \) before the swap which is paired with \( l[b] \) after and \( l[c] \) is paired with \( l[b] \) before the swap and is paired with \( l[a] \) after. For both pairing changes, the distance between the paired elements is unchanged, but the \( Inc \) counter of the leaf element in the pairs may be incorrect. So we exchange \( Inc(l[a]) \) and \( Inc(l[b]) \).

In the case where \( l[b] \) and \( l[a] \) are adjacent in the tree, before the swap \( l[b] \) is the parent of \( l[a] \) and afterwards \( l[a] \) is the parent of \( l[b] \). When this happens, if either \( l[a] \) or \( l[b] \) are unsorted elements, then both elements must lie on the minima path and the swap simply exchanges their order on the minima path. So while there is a change in the tree structure, there is no change in the pairing of elements.

We can now assume both elements are semi-sorted which leads to some case analysis based on the degrees of \( l[a] \) and \( l[b] \) which determines how they are paired with other elements. In these cases, the random swap acts almost like a tree rotation.

- If \( l[a] \) and \( l[b] \) both have degree three, then together there are three subtrees below \( l[a] \)
and \(l[b]\). For the largest elements in these three subtrees, one is paired with \(l[a]\), one is paired with \(l[b]\), and the third is paired with an ancestor of \(l[a]\) and \(l[b]\). After the random swap, the ancestor will have the same paired element, but \(l[a]\) and \(l[b]\) may have had their pairs exchanged. In this case, to maintain our invariant if the pairings changed, we exchange \(\text{Dec}(l[a])\) and \(\text{Dec}(l[b])\).

This case is shown in Figure 4.6.

- If either \(l[a]\) or \(l[b]\) has degree three and the other has degree two, then there are two subtrees below \(l[a]\) and \(l[b]\) in the subtree. Out of the two maximums in the subtrees, one is associated with whichever of \(l[a]\) and \(l[b]\) has two children and one is associated with an ancestor of \(l[a]\) and \(l[b]\). Notice that when a swap happens, the degree of \(l[a]\) and \(l[b]\) will not change if there is a subtree “between them” i.e. there are descendants of \(l[a]\) and \(l[b]\) with index between \(a\) and \(b\) (or equivalently \(|a - b| \neq 1\)).

When there is no subtree between \(l[a]\) and \(l[b]\), then the swap exchanges the degrees of the two elements. In this case, to maintain the invariant we also exchange \(\text{Dec}(l[a])\) and \(\text{Dec}(l[b])\).

- If \(l[a]\) has degree one and \(l[b]\) has degree three, then there is only one subtree below \(l[a]\) and \(l[b]\). Because \(\sigma(a) = \sigma(b) + 1\), that subtree’s maximum must be larger than \(\sigma(a)\). So \(P(b) = a\). After the swap, this pairing relationship is destroyed, because both elements will have degree two. In this case, no additional work is needed to maintain the invariant.

- If \(l[a]\) and \(l[b]\) both have degree two, then there is only one subtree below \(l[a]\) and \(l[b]\). Again we condition on whether or not there is a subtree between \(l[a]\) and \(l[b]\).

If there is a subtree between them, then the swap simply reorders \(l[a]\) and \(l[b]\) on the path leading to that subtree causing no change in pairings and maintaining the invariant.
When there is no such subtree, after the swap, one of $l[b]$ will now be a leaf, $l[a]$ will have degree three, and $P(a) = b$. In this case, a new pairing relationship was created between $l[a]$ and $l[b]$. The swap incremented $\text{Dec}(l[a])$ and $\text{Inc}(l[b])$ so $\sigma(l[a]) - \sigma(l[b]) = 1 < 2 \leq \text{Inc}(l[b]) + \text{Dec}(l[a])$ and the invariant holds.

- If $l[a]$ has degree one and $l[b]$ has degree two, then there are no subtrees below $l[a]$ and $l[b]$. After the swap, they will switch which element is the leaf. An ancestor was paired with $l[a]$ and is now paired with $l[b]$.

In this case, to maintain the invariant we exchange $\text{Inc}(l[a])$ and $\text{Inc}(l[b])$.

![Diagram showing the swap of elements](image)

Figure 4.6: When the red and blue element are randomly swapped in $l'$, they switch paired elements and exchanging their $\text{Dec}$ counters maintains the invariant.

When the random adjacent swap in $l'$ involves the active element, the affect on the Cartesian tree can be somewhat more complicated. Issues might arise because $l[j]$ is not yet slotted into its simulated final horizontal position in the Cartesian tree. We need to make sure the horizontal movements of the active element do not invalidate the invariant. Suppose there is a maximal index $k < j$ such that $\sigma(k) < \sigma(j)$, i.e., index $k + 1$ is where the insertion of $l[j]$ will stop. When there is no such $k$, $l[j]$ will be inserted at the front of the list and so we set $k$ to be $-1$. If $l[j]$ swaps with an element outside the range $[k, j - 1]$, then no horizontal movement of $l[j]$ will occur and we can handle the case as though $l[j]$ is semi-sorted.
So suppose $l[j]$ is swapped with $l[a]$ with $a \in [k, j - 1]$ and $\sigma(a) = \sigma(j) + 1$ before the swap. After the swap, $l[j]$ will be moved immediately to the right of $l[a]$ in the Cartesian tree and is the right child of $l[a]$. Because $\sigma(j)$ is smaller than $\sigma(x)$ for $x \in [k, j - 1]$, $l[a]$ must be the right child of $l[j]$ before the swap. So $l[j]$ has degree two and is unpaired before the swap.

- If $l[a]$ had a right child before the swap, then $l[j]$ now subdivides the edge from $l[a]$ to its old right child and has degree two. So the invariant is maintained.

- If $l[a]$ had only a left child before the swap, then $l[a]$ is now paired with $l[j]$, which is a leaf after the swap. The invariant requires $\sigma(j) - \sigma(a) = 1 \leq Inc(l[j]) + Dec(l[a])$. This inequality is satisfied, because the swap incremented $Inc(l[j])$.

- If $l[a]$ was a leaf paired with $l[c]$ before the swap, then $l[j]$ is now paired with $l[c]$. Exchanging the $Inc$ counters for $l[j]$ and $l[a]$ guarantees the invariant is maintained.

Now we consider the final case where $l[j]$ is swapped with $l[a]$ with $a \in [k, j - 1]$ and $\sigma(a) + 1 = \sigma(j)$ before the swap. Because $\sigma(a) < \sigma(j)$, $a = k$. Additionally we observe that $l[j]$ is the right child of $l[a]$ in the Cartesian tree before the swap. After the swap, $l[a]$ is the right child of $l[j]$ and $l[j]$ has degree two. So $l[j]$ is unpaired after the swap.

- If $l[j]$ had a right child before the swap, then $l[j]$ now subdivides the edge from $l[a]$ to its old parent and has degree two. So the invariant is maintained.

- If $l[j]$ is a leaf and $l[a]$ has a left child, then $l[a]$ was paired with $l[j]$ before the swap. After the swap, $l[a]$ and $l[j]$ both have degree two with $l[j]$ subdividing the old edge between $l[a]$ and its parent.

- If $l[j]$ is a leaf and $l[a]$ does not have a left child, then there is some ancestor paired with $l[j]$. The pairing will switch to $l[a]$ after the swap. Exchanging the $Inc$ counters for $l[j]$ and $l[a]$ maintains the invariant.
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The above case analysis describes a counter maintenance strategy satisfying the following lemma.

**Lemma 4.8.** There is a counter maintenance strategy that maintains Invariant 2 such that after each random adjacent swap in $l'$, the corresponding counters are incremented and then some counters are exchanged between pairs of elements.

### 4.4.2 Bounding the Counters with Balls and Bins

We model the $Inc$ and $Dec$ counters each with a balls and bins process and analyze the sum of squares of balls in each bin. Each element in $l$ is associated with one of $n$ bins. When an element’s $Inc$ counter is increased, throw a ball into the corresponding bin. If a pair of $Inc$ counters are exchanged, exchange the set of balls in the two corresponding bins. The $Dec$ counters can be modeled similarly.

This process is almost identical to throwing balls into $n$ bins uniformly at random. Note that the exchanging of balls in pairs of bins takes place after a ball has been placed in a chosen bin, effectively permuting two bin labels in between steps. If every bin was equally likely to be hit at each time step, then permuting the bin labels in this way would not change the final sum of squares and the exchanging of counters could be ignored entirely. Unfortunately the bin for the element at $l[n-1]$ in the case of $Inc$ counters or $l[0]$ in the case of $Dec$ counters cannot be hit, i.e., there is a forbidden bin controlled by the counter swapping strategy. However, even when in each round the forbidden bin is adversarially chosen, the sum of squares of the number of balls in each bin will be stochastically dominated by a strategy of always forbidding the bin with the lowest number of balls. Therefore, the sum of squares of $m$ balls being thrown uniformly at random into $n-1$ bins stochastically dominates the sum of squares of the $Inc$ (or $Dec$) counters after $m$ steps.

**Theorem 4.3.** If $cn$ balls are each thrown uniformly at random into $n$ bins with $c > e$, then
the sum over the bins of the square of the number of balls in each bin is at most $3c^2 n$ with exponentially high probability.

Proof. Let $X_1, \ldots, X_n$ be random variables where $X_k$ is the number of balls in bin $k$ and let $Y_1, \ldots, Y_n$ be independent Poisson random variables with $\lambda = c$.

By the Poisson approximation, Lemma 4.1,

$$\Pr \left[ \sum_k X_k^2 \geq 3c^2 n \right] \leq e^{\sqrt{cn}} \Pr \left[ \sum_k Y_k^2 \geq 3c^2 n \right].$$

Let $Z_k$ be the event that $Y_k \geq ecn^{1/6}$ and $Z$ be the event that at least one $Z_k$ occurs.

$$\Pr[Z] \leq n \Pr[Z_1] \text{ by a union bound.}$$

$$\Pr[Z_1] = e^{-c} \sum_{k=ecn^{1/6}}^{\infty} e^k \frac{c^k}{k!} \leq e^{-c} \sum_{k=ecn^{1/6}}^{\infty} e \left( \frac{k}{c} \right) e^k \leq e^{-c-1} \sum_{k=ecn^{1/6}}^{\infty} \left( \frac{1}{n^{1/6}} \right)^k \leq e^{-c} \sum_{k=ecn^{1/6}}^{\infty} \left( \frac{1}{n^{1/6}} \right)^k \leq e^{-c} \sum_{k=0}^{\infty} \frac{1}{n^{1/6}} \leq e^{-c} \sum_{k=0}^{\infty} \frac{1}{n^{1/6}} \leq e^{-\Omega(n^{1/6})}. \leq e^{-\Omega(n^{1/6})}.$$}

Letting $Y = \sum_k Y_k^2$:

$$E[Y|\neg Z] \leq E[Y] = n E[Y_1^2] = n \left( c + c^2 \right) \leq 2c^2 n.$$
Given \( \neg Z \), \((Y_k)^2 \in [0, ecn^{1/3}]\). So we can apply Hoeffding’s inequality, Lemma 4.2, to get:

\[
\Pr \left[ Y - E \left[ Y | \neg Z \right] \geq tn | \neg Z \right] \leq e^{-2t^2n^2 / (n(ecn^{1/3})^2)}.
\]

Setting \( t = c^2 \), we have:

\[
\Pr \left[ Y - E \left[ Y | \neg Z \right] \geq c^2n | \neg Z \right] \leq e^{(-2c^4n^2) / (n(ecn^{1/3})^2)} \leq e^{-2n^{1/3}}.
\]

Because \( E \left[ Y | \neg Z \right] \leq 2c^2n \), we have \( \Pr [Y \geq 3c^2n | \neg Z] \leq e^{-\Omega(n^{1/3})} \).

\[
\Pr [Y \geq 3c^2n] = \Pr [Y \leq 3c^2n \text{ and } Z] + \Pr [Y \leq c^2n \text{ and } \neg Z] \\
\leq \Pr [Z] + \Pr [Y \leq 3c^2n | \neg Z] \\
\leq e^{-\Omega(n^{1/6})} + \Pr [Y - E \left[ Y | \neg Z \right] \geq c^2n | \neg Z] \\
\leq e^{-\Omega(n^{1/6})} + e^{-\Omega(n^{1/3})} \leq 2e^{-\Omega(n^{1/6})}.
\]

Thus, we can conclude \( \Pr \left[ \sum_k X_k^2 \geq 3c^2n \right] \leq \frac{2e^{\sqrt{cn}}}{e^{\Omega(n^{1/6})}} \leq e^{-\text{poly}(n)}. \)

Recall that by Lemma 4.6, if an insertion-sort round ends at time \( t \), then \( I_{ts} \leq 2(t - ts) + B_t + 1 \). Theorem 4.3 and a simple union bound tell us that if \( t \leq ts + cn \), then \( \sum_{k=0}^{n-1} \text{Inc}(l[k])^2 \leq 3c^2(n - 1) \) and \( \sum_{k=0}^{n-1} \text{Dec}(l[k])^2 \leq 3c^2(n - 1) \) with exponentially high probability. So by Lemma 4.7, \( B_t \leq 12c^2n \).

Recall that when the insertion sort round finishes, \( 2(t_e - ts - 1) + B_{te} + 1 \geq I_{ts} \). If fewer than \( cn \) steps have been performed, the left hand side of this inequality is less than \( (12c^2 + 2c)n \) with exponentially high probability. Therefore, if we started with \( (12c^2 + 2c)n \) inversions, the current round of insertion sort must perform at least \( cn \) steps with exponentially high
probability; otherwise, there are unfixed but still “good” inversions. This completes the proof of Lemma 4.5.

4.5 Conclusion

We have shown that, although it is much simpler than quicksort and only fixes at most one inversion in each step, repeated insertion sort leads to the asymptotically optimal number of inversions in the evolving data model. We have also shown that we can get to this steady state after an initial phase of $O(n \log n)$ steps, which is also asymptotically optimal.

For future work, it would be interesting to explore whether our results can be composed with other problems involving algorithms for evolving data, where sorting is a subcomponent. For additional future work, it might also be interesting to study other sorting algorithms, either empirically or analytically, to see if they achieve similar number of inversions in the steady state in the evolving data model. Finally, it would also be interesting to explore whether one can derive a much better $\epsilon$ value than we derived in the proof of Lemma 4.4.
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