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Abstract of the Thesis

Searching for RNAP II on the Compact HSV-1 Genome

By

Mark Ou

Doctor of Philosophy in Medical Biosciences

University of California, Irvine, 2014

Professor Sandri-Goldin, Chair

Herpes Simplex Virus type-1 (HSV-1) is one of the eight human herpes viruses and it causes cold sores in infected individuals. HSV-1 infects epithelial cells, then travels to the trigeminal ganglion through retrograde transport in the peripheral neurons. During the initial lytic infection in the epithelial host cell, HSV-1 hijacks cellular RNA polymerase II (RNAP II) to sites of viral transcription for viral gene expression. Previous studies have found an intermediately phosphorylated form of RNAP II in HSV-1 infected cells starting approximately 5 hours post infection (133,134,155). This intermediately phosphorylated form of RNAP II appeared to be different from the usual hypo- and hyperphosphorylated forms of RNAP II normally found in uninfected cells. Subsequent studies had revealed that at late time in HSV-1 infection, elongating RNAP II, marked by phosphorylated serine 2 residues at the C-terminal domain (CTD), was degraded in infected cells, and this degradation could be prevented by inhibiting transcription (37). The loss of elongating RNAP II was in contrast to the high levels of viral transcription that occurs during late phase of HSV-1 replication cycle. We have previously proposed a collision model where the compact viral genome becomes overburdened by the high transcriptional activities at late time in HSV-1 infection, leading to arrested RNAP II complexes that then in turn, trigger a proteasome-mediated proteolysis of the polymerase to resolve stalled transcription. In this body of work, we first attempted to determine the if HSV-1 transcription is more similar to cellular transcription in that it requires phosphoserine-2 form of
RNAP II and found that when we inhibited cdk9, the kinase responsible for phosphorylating serine 2 residues of the RNAP II CTD, viral transcription was also inhibited. Viral yield under cdk9 inhibition was also dramatically reduced, supporting the idea that like cellular transcription, HSV-1 transcription requires phosphoserine-2 form of RNAP II. We also attempted to substantiate our RNAP II collision model by assessing RNAP II occupancy on the HSV-1 genome using chromatin immunoprecipitation (ChIP) quantitative polymerase chain reaction (qPCR) analysis. In our ChIP qPCR analysis of an Early HSV-1 gene cluster, we found that though ChIP signals from one of the antibodies were consistent with known expression patterns of the genes, we were unable to validate the results with phosphoform-specific ChIP results due to the high noise levels of these phosphoform-specific antibodies. When analyzing a Late HSV-1 gene cluster, we were unable to achieve satisfactory signal-to-noise ratios regardless of the antibody used. Therefore we were unsuccessful to support or refute our collision model at this time. Lastly, we investigated a possible link between HSV-1 induced RNAP II degradation and the cellular transcription-coupled nucleotide excision repair (TC-NER) pathway by examining the role of a general transcription factor TFIIS, a factor known to stimulate transcription after RNAP II becomes stalled, in HSV-1 transcription. Our initial immunofluorescence studies had shown that one of the isoforms of TFIIS (TCEA2) appeared to re-localize to HSV-1 transcription replicative compartments in infected cells. Subsequent confocal microscopy co-location studies however, showed a rather inconsistent localization patterns among the isoforms of TFIIS. When attempting to perform functional knock-down experiments of each of the TFIIS isoforms, we found that the antibodies we were using exhibited cross-reactivity to unknown antigens in Western blot analysis. More importantly, these antibodies failed to recognize FLAG-tagged TFIIS transiently expressed in HeLa cells, thereby overturning our initial re-localization results. At this time, we do not have evidence that support a functional involvement of TFIIS in HSV-1 transcription. We believe that further experimentation would be required to support our colliding RNAP II model during HSV-1 lytic infection.
Chapter 1
Eukaryotic mRNA transcription by RNA Polymerase II and Herpes Simplex Virus type-1 Transcription

The first step of gene expression is transcription, and in mammalian cells, protein-encoding genes are transcribed by RNA polymerase II (RNAP II) into messenger RNAs (mRNAs). RNAP II is a large complex greater than 500 kDa and made of more than ten polypeptides. Early in vitro studies have demonstrated that RNAP II can synthesize RNA in a template-dependent manner without additional factors if provided with a RNA primer in the reaction (reviewed in (142)). In vivo however, RNAP II transcription requires both general transcription factors (GTF) and gene-specific transcription factors, and occurs in three major phases: initiation, elongation, and termination. Each of the major phases involves multiple processes, and is regulated by the cell to ensure proper expression of the gene products.

The first phase of RNAP II transcription is initiation, and it starts with the assembly of the pre-initiation complex (PIC) at the promoter region of the gene. In addition to RNAP II, the PIC includes GTFs IID, IIB, IIE, IIF, and IIH, as well as other factors that might be gene-specific. The GTFs IIE and IIH in the PIC melt the DNA template in an ATP-dependent manner and establish an open complex. To engage in transcription, two nucleoside triphosphates directed by the DNA template are joined in a phosphodiester bond. The next step in initiation is promoter clearance, a critical step prior to transcription elongation. After the formation of the first phosphodiester bond, the PIC pauses at the promoter region and produces short (8-9nt) RNAs in the absence of positive regulatory signals. Two proteins are thought to induce RNAP II pausing at the promoter: DRB sensitivity inducing factor (DSIF) and negative elongation factor (NELF) (168,177,178). Recent crystal structure studies on DSIF subunits suggested that together with NELF, these proteins might bind to the Clamp domain of RNAP II that holds the DNA-RNA hybrid, and thereby influence processivity of the polymerase (26,119,171). Biochemical and genetic studies however, have shown both DSIF and NELF can affect transcription either negatively or positively depending on the system studied.
At the current time, there is no clear consensus as to the underlying mechanism by which DSIF and NELF suppress RNAP II transcription elongation.

Transitioning from promoter clearance to productive elongation appears to be triggered by the action of the positive transcription elongation factor b (P-TEFb), composed of cyclin T1 and the kinase CDK9. P-TEFb was first identified in Drosophila as a factor that stimulated transcription elongation in a DRB sensitive fashion (97-99). P-TEFb phosphorylates both DSIF and NELF and thereby releases NELF from the polymerase. DSIF remains in contact with RNAP II, but without NELF, it no longer suppresses transcription elongation (55,132,175). The polymerase can now transcribe beyond the promoter region of the gene.

Promoter clearance marks the start of transcription elongation, and the nascent transcript is capped with a 7-methylguanosine at the 5′ end as it emerges from the exit site of the polymerase by the capping complex. Many of the transcription factors that were in the PIC are now exchanged for another set of protein complexes that regulate elongation. Members of the ELL and Elongin families have been demonstrated to interact with RNAP II and to stimulate transcription elongation in early in vitro studies (147,148,165). Mutations in ELL subsequently have been shown to reduce transcript levels of several large genes (46). Elongin proteins appeared to aid elongation by maintaining the proper alignment of the 3′ hydroxyl group of the nascent RNA chain with the catalytic active site of the polymerase, thereby suppressing RNAP II pausing (63,161). In addition to transcription factors that directly bind to RNAP II during transcription, chromatin remodeling proteins also stimulate elongation by modification or removal of histone proteins of the chromatin template (reviewed in (144,149)).

The final phase of RNAP II transcription is 3′ end processing and termination. As RNAP II continues to transcribe the chromatin template, it changes its associations with various protein complexes that are involved in RNA synthesis for a set of protein factors required for 3′ end processing. (145). The cleavage
and polyadenylation specificity factor (CPSF) and the cleavage stimulation factor (CstF) associated with the elongating RNAP II recognize and bind to AAUAAA and a U/GU-rich sequence respectively at the 3’ end of the nascent RNA. The 73 kDa subunit of CPSF is thought to be responsible for carrying out the endonuclease cleavage of the nascent transcript at approximately 10-30 nt downstream of the AAUAAA sequence (96). Following cleavage, poly(A) polymerase (PAP) is recruited to the transcript and polyadenylates it. RNAP II, after depositing CPSF and CstF onto the nascent transcript, continues to transcribe on the template chromatin. To terminate transcription, exonucleases such as 5′-3′ exoribonuclease 2 (XRN2) are recruited to the RNA that is downstream of the polyadenylation site and to degrade it. When XRN2 “catches up” to the polymerase, it releases RNAP II from the template and terminates transcription (173).

RNA polymerase subunit B1 (RPB1), the largest subunit is the catalytic subunit of RNAP II. The carboxyl terminal domain (CTD) of RPB1 is composed of multiple (up to 52 in mammals) heptapeptide tandem repeats with the consensus sequence of YSPTSPS (reviewed in (43,72,124)). Multiple studies have shown that deletions of the RPB1 CTD are lethal in yeast, Drosophila, and mice, indicating its critical functions (4,116,183). In vitro results found that RPB1 lacking the CTD altogether could support a basal level of transcription (24,102). Truncation of the CTD appeared to be tolerated in cell culture systems if the deletion was less than ~50% of the natural number of repeats, suggesting a minimal length requirement for proper function. Work done in the Bentley lab and others provided evidence that the CTD is involved in 5′ capping, splicing, and 3′ end processing by demonstrating that cells expressing RPB1 lacking CTD exhibited abnormalities in all these processes (16,50,51,101-103).

The serine residues of each YSPTSPS heptad repeat are sites of reversible phosphorylation and the pattern in which they are phosphorylated influences the activity of RNAP II. Unphosphorylated RNAP II, is thought to be the only phospho-form that is capable of forming PIC in the pioneering round of transcription (86). RNAP II found in PICs is primarily phosphorylated at ser-5 (S5p) residues by the CDK7
component of GTF TFIIH. Akoulitchev et al. found that reconstituted in vitro transcription assays were unable to proceed when activity of CDK7 and its cyclin partner, cyclin H, was absent (2,3). Subsequent studies have shown that mutations in CDK7 resulted in a decreased level of S5 phosphorylation at the promoter regions (86,135). Chromatin immunoprecipitation (ChIP) data added support in that TFIIH was co-occupied with RNAP II near the 5’ end of genes (60,86). In addition to the ser-5 in the CTD, CDK7 also phosphorylates DSIF and NELF, two proteins that regulate promoter clearance during the transcription cycle. TFIIH continues to associate with RNAP II after promoter clearance and phosphorylates ser-5. As the polymerase continues to transcribe the DNA, small CTD phosphatase (SCP1-3) dephosphorylates S5p, resulting in a decrease in S5p toward the 3’ end of the gene (180,184).

Another modification that affects RNAP II activity is phosphorylation at ser-2 (S2p) residues of the CTD. In addition to promoting the transition from initiation to elongation by phosphorylating negative regulators DSIF and NELF, P-TEFb also phosphorylates ser-2 in the CTD during elongation (22,126,176). Studies have shown that inhibition of transcription by blocking P-TEFb coincided with a drastic decrease in phosphorylation of RNAP II in vivo (19,95,123,181). A recent genome-wide ChIP analysis by Mayer et al. found that S2p levels gradually increased after the transcription start site (TSS), peaking at approximately 600 nt downstream of the TSS, and then decreased significantly at about 100 nt 3’ of the polyadenylation site. The highest level of phosphorylation on the CTD occurred at around 450 nt downstream of the TSS, where both ser-5 and ser-2 were phosphorylated (100). This general model of RNAP II CTD phosphorylation was less consistent among the shorter genes examined however, and the authors found that shorter genes showed higher S5p levels than S2p levels. Similar to dephosphorylation of S5p by SCP, S2p is dephosphorylated by a CTD specific phosphatase, TFIIF-associated CTD phosphatase 1 (FCP1). FCP1 phosphatase activity has been demonstrated to be essential in recycling RNAP II PIC assembly so the polymerase may initiate transcription again. Cells depleted of FCP1 accumulated high levels of S2p RNAP II and showed little or no transcriptional activity (12,29,30).
In 2007, Chapman et al. found that transcribing RNAP II was phosphorylated at ser-7 (S7p) residues in the CTD in vivo, and a companion report demonstrated that S7p facilitated interaction between RNAP II and the Integrator complex in expression of snRNA genes (25,44). CDK7 has been found to be responsible for phosphorylating ser-7 in vivo, in support of the finding that S7p and S5p patterns appeared to overlap somewhat. S7p patterns showed more variability compared to S5p and S2p patterns. The initial report found enrichment of S7p at the 3’ coding region of the genes, while Kim et al. subsequently reported enrichment at 5’ and/or 3’ ends of the genes (58,82,84). In 2012, Bataille et al. found that S7p levels were uniform along the genes in a ChIP analysis (12). At this time, the significance of ser-7 phosphorylation in the CTD and its role in RNAP II transcription is yet unclear. It is clear however, that there appears to be a “CTD code” made up of combinations of phosphorylated serines in RPB1. The dynamic switching of this CTD code, governed by the multiple kinases and phosphatases involved, in turn influences RNAP II transcription and mRNA processing.

Herpes Simplex Virus type-1 (HSV-1) is an enveloped DNA virus that establishes a life-long infection in neuronal cells. HSV-1 infects epithelial cells, then peripheral neurons and travels to the trigeminal ganglion, where the virus becomes latent. Sporadically, the latent virus reactivates and produces progeny virus that travel down the same axon and replicate at or near the site of the initial infection. In healthy individuals, HSV-1 reactivation causes cold sores that can be treated with drugs such as acyclovir and valacyclovir that target viral DNA replication. More serious infections can occur such as HSV-1 keratitis, which can result in blindness and herpes encephalitis, which results in significant morbidity and mortality.

The HSV-1 genome is 152 kb in length and encodes more than eighty open-reading frames (ORFs). The ORFs are expressed in a temporal cascade during lytic infection. The immediate-early (IE) genes are expressed first and four of the IE gene products act as regulators that alter cellular processes and recruit host cell machineries to viral sites of transcription and replication. The early (E) gene products are
responsible for viral DNA replication and their expression is triggered by expression of IE gene products in the infected cell. Early gene products can be detected by Western blot analysis at about four hours post-infection. The late (L) genes encode capsid, envelope glycoproteins, and tegument proteins of the virus and their expression follows replication of viral DNA, at approximately five to six hours post-infection. Viral genomes are packaged into capsids inside the nuclei of infected cells. Capsids acquire a glycoprotein studded envelope in the Golgi and endoplasmic reticulum and enveloped virion particles egress by budding out of the host cells at around 12-16 hours post-infection in cell culture systems.

HSV-1 hijacks cellular RNAP II to viral sites of transcription-replication through the action of an IE gene product called infected cell proteins 27 (ICP27) (37). ICP27 is a multifunctional protein that has been demonstrated to be involved in various aspects of viral RNA metabolism. It disrupts host cell splicing by mediating aberrant phosphorylation of host splicing proteins. It also facilitates viral mRNA export to the cytoplasm through its interactions with host mRNA transport adaptor proteins and the TAP/NXF export receptor protein. Experimental data have also suggested that cytoplasmic ICP27 stimulates translation of some viral L genes (reviewed in (141)). ICP27 was first found to interact with RNAP II in association with another viral protein ICP8, and subsequent studies have shown that ICP27 alone is sufficient to bind to CTD of RNAP II in vitro (37,185). Furthermore, the interaction between ICP27 and RNAP II is critical for recruitment of RNAP II to viral sites of transcription, as RNAP II did not co-localize with ICP4, the major trans-activator of viral transcription in cells infected with d27lacZ, a HSV-1 ICP27-null mutant virus. Rice et al. demonstrated that HSV-1 infected cells exhibited a form of RNAP II that migrated between the hypo-phosphorylated and the hyper-phosphorylated forms of RNAP II on Western blots, starting at about five hours post-infection (134). These authors subsequently observed this intermediately phosphorylated RNAP II in cells transiently expressing another HSV-1 IE gene product, ICP22, and there appeared to be a loss of S2p RNAP II (54,133). As the study was not done in the context of HSV-1 infection, and ICP22-null
mutant virus exhibits no significant defect in viral replication in cell culture systems, the significance of these findings is unclear at this time.

Dia-Ju and colleagues found that the overall level of RNAP II in wild type HSV-1 KOS infected cells dropped significantly at late times in infection, and it was primarily the S2p form, and not the S5p form of RNAP II that was decreasing in infected cells. Decreases in RNAP II levels could be prevented by inhibiting transcription with actinomycin D, or by inhibiting proteasomal degradation using MG132 or Lactocystin in HSV-1 infected cells (37). These data suggested that the decrease in RNAP II required viral transcription and was carried out by the proteasome degradation pathway. Interestingly, cells infected with HSV-1 exhibited a lower viral yield when they were treated with MG132 to prevent proteasomal degradation. This suggested that degradation of RNAP II in infected cells might actually be beneficial to HSV-1 replication. These findings were paradoxical to the fact that viral transcription levels are high at late times in infection. If transcribing RNAP II is degraded by the proteasomes in HSV-1 infected cells, why does viral transcription remain high? One might postulate that preventing proteasomal degradation of elongating RNAP II should be beneficial to viral replication, but that appeared not to be case. Dai-Ju et al. proposed that at late times in infection when viral transcriptional activity is high, the compact HSV-1 genome might be over burdened by transcribing RNAP II complexes and some of the RNAP II complexes might collide with other transcribing RNAP II complexes on the viral genome and become stalled. Arrested RNAP II has been shown to trigger transcription-coupled DNA repair response (152,158,159,174) in which elongating RNAP II is poly-ubiquitinated and undergoes proteasomal degradation to ensure that at least some of the transcripts can be completed by RNAP II. This collision model is supported by earlier studies showing that HSV-1 infected cells appear to have many incomplete viral transcripts.

Eukaryotic cells can experience pausing or stalling of RNAP II in absence of a viral infection. For example, promoter clearance of the polymerase during transcription initiation is a kind of pausing itself. RNAP II may also pause on the chromatin template due to secondary DNA structure and/or nucleosome
occupancy. RNAP II pausing directly affects transcription kinetics and thereby can influence splice site and polyadenylation site choices. During pausing, RNAP II has been found to backtrack approximately 7-9 nt on the DNA template before attempting to go forward again (49,63). The protein transcription elongation factor A (TCEA1-3), also known as TFIIS, helps the polymerase to reestablish proper alignment of the DNA-RNA hybrid by cleavage of the RNA at the active site of RNAP II thereby promoting fidelity of the transcript (81,131). If resolution of the paused RNAP II is achieved, transcription continues, but if resolution is impossible, then the polymerase becomes arrested on the chromatin template.

Arrested RNAP II is often associated with DNA damage induced by UV irradiation and/or crosslinking agents such as cisplatin. When transcribing RNAP II encounters such DNA lesions, it will attempt to resolve the block and read through, but if it cannot it becomes arrested. If the DNA lesions are left unrepaired, transcription will eventually shut down completely (108). The cell recognizes arrested RNAP II as a signal of potential DNA damage and activates the transcription-coupled nucleotide excision repair (TC-NER) pathway to correct the damage at the site of the arrested RNAP II. The TC-NER pathway relies on active transcription and studies have found that the rate of repair was higher at expressing genes than non-expressing genes (104-106). Cockayne syndrome proteins (CSA & CSB) appeared to play a major role in the initial step in TC-NER by binding to arrested RNAP II and subsequently recruiting TC-NER factors (90,166,167). The TC-NER complex assembles around the arrested RNAP II and opens up the DNA-RNA-RNAP II ternary complex to make the lesion available to the DNA repair machinery in the cell. The opening of the transcription apparatus destabilizes the interactions between the DNA, RNA, and the polymerase, ultimately loosening the RNAP II from the chromatin. While in contact with the TC-NER complex, arrested RNAP II is ubiquitinated at lysine residue 63 (K63u) of RPB1 possibly by the E3 ubiquitin ligase, neural precursor cell expressed, developmentally down-regulated 4 (NEDD4). NEDD4 appeared to ubiquitinate S2p RPB1 in vitro, suggesting specificity for previously elongating RNAP II (5,67). If the K63u modification remains on RPB1 after partially disassociating from the chromatin template, RPB1 becomes
polyubiquitinated at lysine 48 (K48u) by the Elongin A/B/C heterotrimer complex. Independent studies have found that Elongin A/B/C polyubiquitination of RPB1 required NEDD4 activity as reduced NEDD4 protein levels lead to an overall reduction in RPB1 ubiquitination and degradation. In 2004, Gillette et al. demonstrated that the 26S proteasome was recruited to elongating RNAP II during transcription, and inhibition of the proteasome resulted in an increase in read-through by the polymerase (57). Currently the 26S proteasome is believed to degrade polyubiquitinated RPB1 on the chromatin template in the TC-NER pathway.

While many aspects of HSV-1 gene expression have been worked out, including the temporal programing and mechanistic details of how the virus acquires some host cell protein complexes for mRNA synthesis and export during lytic infection (reviewed in (170)), there remains the paradox of diminishing RNAP II levels at a time when viral transcription is robust. Currently there are two models that attempt to reconcile contradictory data. The Rice group, the first to observe the intermediately phosphorylated RNAP II in wild type (WT) HSV-1 infected cells, proposed that perhaps unlike host cell transcription, viral transcription does not require the hyper-phosphorylated form of RNAP II, and this intermediately phosphorylated RNAP II is sufficient to carry out viral transcription elongation. In this model, the viral protein ICP22 and its viral kinase partner UL13 alter CTD phosphorylation and somehow induce a decrease of S2p RNAP II in HSV-1 infected cells, and this in turn promotes viral transcription over cellular transcription. The second model put forward by our lab, proposes that transcription complexes may collide or pile up in areas of the genome with many overlapping transcripts at later times during infection when viral transcription is very high. This could result in stalling of RNAP II complexes and the subsequent observed loss of S2p RNAP II to clear arrested RNAP II by proteasomal degradation. The data on inhibiting proteasome degradation resulting in lower viral progeny yield support this model (37)). Given the complexity of the RNAP II transcription cycle and the regulatory nature of the CTD code, it is difficult to believe that alterations proposed by the Rice group would have little to no negative effect on the well-
conserved transcriptional processes that HSV-1 exploits for its replication. At the heart is the question, “how different is HSV-1 transcription compared to its host cell?” In **Chapter 2**, we examined the requirement of serine-2 phosphorylation on HSV-1 transcription during lytic infection. We found that inhibition of CDK9, the kinase responsible for S2p modification of the CTD, lead to a significant global reduction in viral RNA synthesis and viral replication. Data on overexpression of a kinase-dead CDK9 or hexamethylene bis-acetamide inducible protein 1 (HEXIM1), a negative regulator or CDK9, showed a similar, though weaker effect on HSV-1 transcription. In **Chapter 3**, we attempted to substantiate the RNAP II collision model by examining the RNAP II occupancy on the HSV-1 genome by ChIP analysis using antibodies recognizing RNAP II in its various phospho-states. Of the antibodies we used, only 4H8, a pan-RNAP II antibody generated strong ChIP signals, while the H14 and H5 antibodies, recognizing S5p and S2p CTD respectively, produced ChIP signals equivalent to normal mouse IgM controls. The 4H8 ChIP data was insufficient due to lack of genome coverage in the current experimental design. A somewhat surprising finding of this work was that viral DNA replication appeared to outpace viral transcription, suggesting that perhaps newly replicated viral genomes were not available to serve as templates for viral transcription.

To complement our ChIP analysis, we investigated possible involvement of TFIIS in resolving arrested RNAP II complexes predicted by the collision model. In **Chapter 4**, Preliminary evidence suggested that TCEA2, one of the isoforms of TFIIS, might be relocalized to the nuclei of HSV-1 infected cells. Subsequent co-localization studies suggested that all three isoforms of TFIIS might co-localized with ICP4 during infection. The western blot analysis however, revealed that the TFIIS antibodies used in these studies did not show discreet bands in the expected molecular weight range of TFIIS isoforms but instead, several bands of both higher and lower molecular weight were seen. This non-specific binding cast doubt on which proteins were stained and relocalized in the immunofluorescence experiments. Currently, we cannot provide direct experimental evidence in support of the colliding RNAP II model during HSV-1 lytic infection.

In **Chapter 5**, we discuss potential improvements in experimental design and other avenues of research.
that might shed light on these questions. Overall, this thesis demonstrates progress toward a more
detailed understanding of HSV-1 transcription.
Chapter 2
Inhibition of CDK9 during Herpes Simplex Virus 1 Infection
Impedes Viral Transcription

Summary

During herpes simplex virus 1 (HSV-1) infection there is a loss of the serine-2 phosphorylated (S2p) form of RNA polymerase II (RNAP II) found in elongation complexes. This occurs in part because RNAP II undergoes ubiquitination and proteasomal degradation during times of highly active viral transcription, which may result from stalled elongating complexes. In addition, a viral protein, ICP22, was reported to trigger a loss of S2p RNAP II. These findings have led to some speculation that the S2p form of RNAP II may not be required for HSV-1 transcription, although this form is required for cellular transcription elongation and RNA processing. Cellular kinase CDK9 phosphorylates serine-2 in the C-terminal domain (CTD) of RNAP II. To determine if S2p RNAP II is required for HSV-1 transcription, we inhibited CDK9 during HSV-1 infection and measured viral gene expression. Inhibition was achieved by adding CDK9 inhibitors 5,6-dichlorobenzimidazole-1-β-D- ribofuranoside (DRB) or flavopiridol (FVP) or by expression of a dominant-negative CDK9 or HEXIM1, which in conjunction with 7SK snRNA inhibits CDK9 in complex with cyclin T1. Here we report that inhibition of CDK9 resulted in decreased viral yields and levels of late proteins, poor formation of viral transcription-replication compartments, reduced levels of poly(A)+ mRNA and decreased RNA synthesis as measured by uptake of 5-bromouridine into nascent RNA. Importantly, a global reduction in viral mRNAs was seen as determined by microarray analysis. We conclude that serine-2 phosphorylation of the CTD of RNAP II is required for HSV-1 transcription.
Introduction

The largest subunit of RNA polymerase II (RNAP II) in eukaryotes contains a highly conserved C-terminal domain that consists of tandem repeats of the heptapeptide YSPTSPS, which is repeated 52 times in humans. Serine residues at positions 2 and 5 are reversibly phosphorylated during transcription (36). While unphosphorylated RNAP II is recruited to promoters, after assembly of the pre-initiation complex, serine-5 becomes phosphorylated (S5p) during initiation, primarily by the kinase CDK7, which is associated with the general transcription factor TFIIH (36,86). Capping of the 5’ end of the nascent RNA is associated with initiation and serine-5 phosphorylation (36,56,86,126). Transition into the elongation phase of RNAP II transcription requires phosphorylation of serine-2 (S2p) by the kinase CDK9, which acts in conjunction with cyclin 1 in mammalian cells and the complex is referred to as P-TEFb for positive transcription elongation factor (86,126). Following initiation, transcription is paused by the repressors DSIF and the negative elongation factor, NELF resulting in short transcripts that require the recruitment of CDK9 (14,56,126). DSIF and NELF are phosphorylated by CDK9, relieving the transcriptional pause and CDK9 also then phosphorylates serine-2 of the CTD of RNAP II (50,70,110,114,126,130,164,168,178). Phosphorylation of CTD serine-2 has also been shown to be required for co-transcriptional mRNA processing including splicing and polyadenylation (1,16,32,62,86,93).

During herpes simplex virus 1 (HSV-1) infection, it has been reported that RNAP II phosphorylation patterns are altered compared to uninfected cells, resulting in an intermediate form of RNAP II that migrates more slowly than the hypophosphorylated form but faster than the hyperphosphorylated form (134). It was subsequently shown that the viral immediate early protein ICP22 and a viral kinase U1,13 are required for this intermediate form of RNAP II (11,133). The actual CTD phosphorylation sites for U1,13 have not been identified, nor has the role that this intermediately phosphorylated form plays during viral infection been elucidated. It has also been shown that ICP22 associates with CDK9 and co-localizes with CDK9 and RNAP II (41,42). Paradoxically, HSV-1 infection leads to a loss of RNAP II CTD S2p (37,53,54). This
occurs during times of highly active transcription of early and late genes during infection and in fact, there is a measurable decrease in total RNAP II levels at later times of HSV-1 infection (37,92). We showed that this resulted from proteasomal degradation of RNAP II and could be prevented using proteasome inhibitors MG132 or lactacystin or the transcription elongation inhibitor actinomycin D (37). We postulated that because the HSV-1 genome is transcribed from both DNA strands and it contains several regions where transcripts from different genes overlap, during highly active viral transcription, RNAP II elongating complexes might collide or pile up resulting in stalled complexes. Proteasomal degradation of stalled complexes would allow re-initiation and elongation through the former site of the stalled complex. Loss of S2p has also been shown to occur in cells that were transfected with a plasmid expressing HSV-1 protein ICP22, and this did not require any other viral factors or viral transcription (54). Because it was shown that ICP22 binds CDK9 and that both can be found co-localized with RNAP II (42), it is possible that ICP22 may modulate CDK9 activity in some manner although how this might occur has not been demonstrated.

Because of the decrease in S2p during HSV-1 infection, it has been proposed that S2p RNAP II may not be required for HSV-1 transcription elongation. To determine whether S2p RNAP II is required during HSV-1 replication, we inhibited CDK9 and observed decreased viral yields and reduced viral transcription, indicating that serine-2 phosphorylation of RNAP II CTD is required during HSV-1 replication.

Results

RNAP II levels are reduced during HSV-1 infection

We showed previously that during wild type HSV-1 KOS infection, levels of S2p RNAP II were significantly reduced, and in fact, levels of total RNAP II, both hyperphosphorylated and hypophosphorylated were decreased by around 5 hours post infection when HSV-1 transcription and DNA replication are highly active (37). This decrease in total RNAP II levels can be seen in Figure 2-1, which shows a western blot analysis of whole cell lysates from cells that were mock infected or were infected
with HSV-1 ICP27 null mutant 27-GFP or WT KOS for 1, 3, 5, 7 and 9 hours. Blots were probed with antibody N20, a polyclonal antibody that recognizes an epitope in the N-terminus of the large subunit of RNAP II and therefore, which recognizes all forms of RNAP II (Table 2-1). By 5 hour post infection, there was a decrease in both hyperphosphorylated and hypophosphorylated RNAP II in KOS infected cells and this decrease was even more pronounced at 7 and 9 hours post infection when viral transcription is highly robust (Figure 2-1). In contrast, as we reported previously, when ICP27 was not expressed during infection, there was little decrease in RNAP II levels (Figure 2-1). We inferred that this is because ICP27 is required to relocalize RNAP II to viral transcription-replication sites (37,134) and during 27-GFP infection, viral transcription of early and late genes is greatly reduced (37,92). These results led us to postulate that during highly robust viral transcription in WT KOS infected cells, elongating transcription complexes might collide or pile up and become arrested. We further showed that RNAP II becomes ubiquitinated during KOS infection and that proteasome inhibitors were able to prevent the decrease in RNAP II levels, indicating that stalled RNAP II complexes were likely being degraded by the proteasome (37). Thus, the decrease in RNAP II levels and particularly in S2p levels may be attributed to proteasomal degradation of arrested elongating RNAP II transcription complexes during highly active transcription in WT HSV-1 infections.

**Effects of DRB and FVP on RNAP II and HSV-1 protein levels**

Because the S2p form of RNAP II CTD is decreased during HSV-1 KOS infection as we (37) and Fraser and Rice showed (53), we wanted to address the importance of the Sp2 RNAP II to viral gene expression during HSV-1 infection. In mammalian cells, serine-2 phosphorylation of RNAP II CTD is required for transcription elongation as well as for RNA processing (1,16,50,62,70,114). RNAP II CTD is phosphorylated on serine-2 by kinase CDK9, which acts in conjunction with cyclin T1 in mammalian cells and the complex is referred to as P-TEFb for positive transcription elongation factor (86,126). DRB is an adenosine analogue that is a specific inhibitor of CDK9. Although DRB can also affect the activity of other
HeLa cells were either mock infected or infected with WT HSV-1 KOS or with an ICP27 null mutant, 27-GFP in which the ICP27 coding sequence was replaced with GFP. Cells lysates were prepared at 1, 3, 5, 7 and 9 hours post infection and separated on a 5-15% gradient SDS-polyacrylamide gel. Western blots were probed with polyclonal antibody N20, which detects all forms of RNAP II. The cellular protein YY1 served as the loading control.

Figure 2-1: Total RNAP II levels decrease during WT HSV-1 KOS infection.
kinases, its affinity for CDK9 at IC$_{50}$ µM ranges from 3 fold greater than its affinity for CDK7 to more than 10 fold higher for CDK9 compared to CKII and PKA (95). Analysis of the crystal structure of CDK9 in complex with DRB showed that DRB chlorine atoms form halogen bonds with oxygen in the CDK9 hinge region and that is the basis for its specificity (14). We first determined the effect of different concentrations of DRB on the phosphorylated forms of RNAP II in mock-infected cells compared to HSV-1 KOS infected cells. Increasing concentrations of DRB were added at 1, 3 and 5 hours post infection and whole cell lysates were isolated at 8 hours post infection and western blot analysis was performed (Figure 2-2). In mock infected cells, addition of 50 or 100 µM DRB resulted in a loss of the more slowly migrating hyperphosphorylated form of RNAP II detected by antibody N20 with a shift to the faster migrating hypophosphorylated form (Figure 2-2). In HSV-1 KOS infected cells, the results were more complex. When DRB was added at 1 and 3 hours post infection, hypophosphorylated RNAP II was seen with antibody N20 at both concentrations of DRB with little of the hyperphosphorylated form visible (Figure 2-2). In the samples to which dimethyl formamide (DMF) alone or no DRB were added, there was a pronounced decrease in both forms of RNAP II in KOS infected cells. We interpret this result to mean that in the absence of the inhibitor, robust HSV-1 transcription transpired during the 8-hour infection, which would result in arrested elongation complexes and proteasomal degradation of RNAP II as described earlier and shown in Figure 2-1. When DRB was added at 5 hours post infection, very low levels of RNAP II were detected in the presence or absence of DRB. This finding suggests that by 5 hours post infection, proteasomal degradation of RNAP II is already occurring as shown in Figure 2-1, and addition of DRB would further reduce the hyperphosphorylated form by blocking CDK9 activity (Figure 2-2).

In looking specifically at the S2p RNAP II, as detected with antibody H5, the addition of 100 µM DRB was more effective than 50 µM in reducing S2p in mock infected cells, as were longer incubation times with DRB present (Figure 2-2). In HSV-1 KOS infected cells, there was a significant reduction in S2p RNAP II in the DMF vehicle alone or no DRB samples. This in accordance with previous results that
demonstrated that the S2p RNAP II is degraded during HSV-1 infection, which proceeded for 8 hours with no drugs in these control samples (37). Treatment with 100 µM DRB reduced S2p to an even greater extent compared to 50 µM DRB. That DRB was specific for CDK9 at the concentrations used in these studies was shown by probing the blots with antibody H14, which recognizes phosphoseryl-5 (S5p) (Table 2-1). Serine-5 is phosphorylated by CDK7. S5p levels were largely unaffected by DRB in mock or KOS infected cells regardless of the DRB concentration or time of addition (Figure 2-2). These results demonstrate that the addition of 100 µM DRB is more effective in reducing serine-2 phosphorylation of RNAP II CTD by CDK9.

To determine what effect reducing S2p RNAP II levels would have on HSV-1 immediate early (IE) and late protein levels, we analyzed the expression of IE proteins ICP4 and ICP27 and late proteins glycoprotein B (gB) and glycoprotein D (gD) in the presence and absence of DRB. ICP4 levels were only slightly decreased when 100 µM DRB was added 1 hour post infection, and were not appreciably affected by 50 µM DRB or when DRB was present for shorter times during infection (Figure 2-2). A similar result for ICP4 was reported by Durand and Roizman (42) who monitored ICP4 expression in cells treated with 50 µM DRB for 8 hours beginning 2 hours post infection. ICP27 levels were significantly reduced by the addition of 50 and 100 µM DRB when added 1 hour post infection but were unaffected when DRB was added at later times (Figure 2-2). Levels of late proteins gB and gD were significantly decreased when DRB was added at 1 and 3 hours post infection but were not visibly affected by DRB addition at 5 hour.

Next, we probed the importance of S2p RNAP II during HSV-1 infection by using another inhibitor of CDK9, namely flavopiridol (FVP), which has been used extensively to study the role of P-TEFb on transcription elongation (10,95,107,109,123,126,186). FVP binds to the ATP site of CDK9 through ATP-like hydrogen bond interactions that induce structural changes in CDK9 (15). FVP inhibits CDK9 activity specifically. First we tested different concentrations of FVP (Figure 2-3). Dimethyl sulfoxide (DMSO) vehicle alone or increasing concentrations of FVP were added to mock and HSV-1 KOS infected cells at 1 hour post infection and whole cell lysates were prepared at 8 hours post infection. In mock infected cells,
Figure 2-2: RNAP II CTD phosphoserine-2 levels decreased with increasing amounts of DRB.
HeLa cells were mock infected or infected with WT HSV-1 KOS at an MOI of 10. DRB stocks were prepared in dimethyl formaldehyde (DMF). At 1, 3 and 5 hours post infection, DMF alone (D) or increasing amounts of DRB from 0 to 100 µM were added to cell monolayers. At 8 hours post infection, whole cell lysates were prepared and separated on 5-15% gradient SDS-polyacrylamide gels. Western blots were probed with polyclonal antibody N20, which detects all forms of RNAP II; monoclonal antibody H5, which detects S2p CTD, and monoclonal antibody H14, which detects S5p CTD. For HSV-1 proteins, antibody P1011 was used to detect IE protein ICP4, P1119 for ICP27, P1123 for gB and P1103 for gD. Lamin A/C served as a sample loading control.
Table 2-1: Specificity of antibodies against RNA polymerase II.

<table>
<thead>
<tr>
<th>Antibody</th>
<th>RNAP II form</th>
<th>Epitope</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARNA3 (mouse monoclonal IgG)</td>
<td>All forms; unphosphorylated, Initiating, and elongating</td>
<td>N-terminal epitope in largest subunit of RNAP II holoenzyme</td>
</tr>
<tr>
<td>N-20 (rabbit polyclonal)</td>
<td>All forms; unphosphorylated, Initiating, and elongating</td>
<td>N-terminal epitope in largest subunit of RNAP II holoenzyme</td>
</tr>
<tr>
<td>H14 (mouse monoclonal IgM)</td>
<td>RNAP II initiating complex</td>
<td>Ser-5-phosphorylated (S5p) CTD</td>
</tr>
<tr>
<td>H5 (mouse monoclonal IgM)</td>
<td>RNAP II elongating complex</td>
<td>Ser-2-phosphorylated (S2p) CTD</td>
</tr>
</tbody>
</table>
300 and 450 nM concentrations of FVP were effective in shifting hyperphosphorylated RNAP II to the hypophosphorylated form as detected by antibody N20 (Figure 2-3A). A similar result was seen in KOS infected cells (Figure 2-3A). Here again, in the absence of FVP, total levels of RNAP II detected by N20 were greatly reduced in accord with proteasomal degradation of RNAP II during the 8-hour HSV-1 infection. A concentration of 450 nM FVP was more effective in reducing S2p RNAP II as detected by antibody H5 for both mock and KOS infected cells (Figure 2-3A), and no significant effect was seen in S5p RNAP II levels detected by antibody H14. In contrast to the results that we observed with DRB, addition of FVP at either concentration at 1 hour post infection diminished ICP4, ICP27, gB and gD levels (Figure 2-3A). To determine how the time of treatment with FVP would affect RNAP II and HSV-1 proteins, 450 nM FVP was added to mock and KOS infected cells at 1, 3 and 5 hours post infection and cell lysates were harvested at 8 hours post infection (Figure 2-3B). Total RNAP II levels as detected by N20 were significantly decreased in KOS infected cells, reflecting both a reduction in hyperphosphorylated RNAP II by addition of FVP early in infection and proteasomal degradation of elongating complexes when FVP was added at later times of infection. S2p RNAP II was significantly and specifically decreased by FVP as seen in the H5 panels for both mock and KOS infected cells compared to the H14 samples, showing that S5p was generally unaffected. The time of addition of FVP was important for HSV-1 protein expression. Addition of FVP at 1 and 3 hours post infection significantly affected ICP4 and ICP27 protein levels, whereas there was a marginal effect when FVP was added at 5 hours (Figure 2-3B). Late proteins gB and gD were more adversely affected when FVP was added at 1 and 3 hours post infection but addition at 5 hours also resulted in lower levels of these late proteins.

The results with DRB and FVP demonstrate that S2p RNAP II levels were specifically reduced in both mock and KOS infected cells and that expression of IE proteins ICP4 and ICP27 was affected more adversely when FVP was added at earlier times. Levels of late proteins gB and gD were reduced when
Figure 2-3: Addition of FVP reduced S2p RNAP II levels and levels of HSV-1 IE proteins ICP4 and ICP27 and late proteins gB and gD were also reduced.

A) HeLa cells were mock infected or infected with WT HSV-1 KOS at MOI of 10. Flavopiridol (FVP) stocks were prepared in DMSO. At 1 hour post infection, DMSO alone or increasing amounts of FVP from 0 to 450 nM were added to cell monolayers. At 8 hours post infection, whole cell lysates were prepared and fractionated on 5-15% gradient SDS-polyacrylamide gels. Western blots were probed with N20, H5 and H14 as indicated. Lamin A/C served as the loading control.

B) DMSO alone was added at 0 hour post infection or FVP (450 nM) was added at 1, 3 or 5 hours post infection as indicated. Whole cell lysates were prepared at 8 hours. Western blots were probed with anti-RNAP II antibody N20 or S2p CTD antibody H5 or S5p CTD antibody H14. HSV-1 protein ICP4 was detected using antibody P1101; ICP27 was detected with antibody P1119; gB was detected with antibody P1103 and gD was detected with antibody 1123. Lamin A/C served as a loading control.
DRB and FVP were added at earlier times after infection but later addition of FVP still decreased gB and gD levels.

In previous studies we showed that in HSV-1 KOS infected cells, when S2p RNAP II levels were reduced, immunofluorescent staining with antibody H5 was seen in speckled structures in the nucleus instead of diffuse staining throughout the nucleus as seen in mock infected cells (37,92). A similar result was also reported by Fraser and Rice (53). The reason for this change in the staining pattern is because it was reported that antibody H5 cross-reacts with a phospho-epitope in SR splicing proteins under conditions in which S2p RNAP II is less abundant compared to highly abundant SR proteins (40). This occurs during HSV-1 infection because of proteasomal degradation of elongating RNAP II complexes as described earlier (37) and because HSV-1 ICP22 can also cause a decrease in the phosphoserine-2 form (54). Therefore, H5 staining is a convenient method to detect loss of S2p RNAP II. When mock and KOS infected cells were stained with antibody ARNA3, which recognizes an epitope in the N-terminus, and thus all forms of RNAP II (Table 2-1), a diffuse nuclear staining was seen in mock and KOS infected cells (Figure 2-4A). When antibody H5 was used, this diffuse nuclear staining pattern was seen in mock infected cells that were not treated with inhibitors, whereas in KOS infected cells, a speckled staining pattern was seen, consistent with H5 recognizing SR proteins in splicing speckles as reported previously (37,53,92). Upon treatment with DRB or FVP, both mock and KOS infected cells showed the speckled staining pattern with antibody H5, consistent with a loss in the S2p RNAP II.

To assess the cytotoxicity of the inhibitors, percent cell death was estimated by trypan blue staining at 4 hour intervals in mock vs. KOS infected cells that were or were not treated with DRB or FVP (Figure 2-4B). Total cell counts were also estimated at 4 hour intervals (Figure 2-4C). A marked increase in cell death was not observed in the presence of the inhibitors.
Figure 2-4: DRB and FVP altered the staining pattern of H5 antibody.

**A)** RSF cells were either mock infected or infected with WT HSV-1 KOS at an MOI of 10. Cells were either left untreated (no drug) or were treated with 100 µM DRB or 450 nM FVP as indicated. Cells were fixed at 8 hours post infection and stained with RNAP II antibody ARNA3, which recognizes all forms of RNAP II or S2p antibody H5. For the H5 no drug panels, cells from mock and KOS samples have been shown at higher magnification to show the nuclear staining patterns and are identified by white arrows.

**B-C)** To account for cell toxicity, HeLa cells were either mock infected, or infected with HSV-1 KOS at an MOI of 1 for up to 16 hours as indicated. Infected cells were either untreated or treated with 100 µM DRB or 450 nM FVP. Cells were collected at 4 hour intervals, stained with Trypan Blue vital dye, and counted in triplicate using a hemocytometer to estimate **B)** percent cell death and **C)** total cell counts.
DRB and FVP reduced RNA synthesis in mock and HSV-1 infected cells

To determine the effect of adding CDK9 inhibitors on RNA synthesis and accumulation, mock and HSV-1 KOS infected cells were treated with DRB or FVP beginning 1 hour post infection (Figure 2-5). To monitor newly synthesized RNA, 5-bromouridine (BrU) was added for 30 min at 7.5 hours post infection to pulse label newly transcribed, nascent RNA. Cells were subsequently fixed and stained with anti-BrU antibody. In the absence of inhibitors, BrU incorporation was observed in mock and KOS infected cells (Figure 2-5A). However, BrU incorporation was not detected in mock or KOS infected cells treated with DRB or FVP (Figure 2-5A), suggesting that RNAP II transcription was curtailed by these CDK9 inhibitors. To assess the effect of these inhibitors on accumulation of poly(A)+ mRNA, in situ hybridization was performed with an oligo-dT probe (Figure 2-5B). In both mock and KOS infected cells (infected cells were marked by staining for ICP4), in the absence of inhibitors, poly(A)+ RNA was seen throughout the nucleus (marked by DAPI staining) and the cytoplasm (Figure 2-5B). However, after addition of DRB or FVP, poly(A)+ RNA was observed to be concentrated in large speckles in the nucleus and was barely detectable in the cytoplasm. These results indicate that inhibition of CDK9 by DRB and FVP negatively affected RNA synthesis and accumulation in both mock and HSV-1 infected cells, indicating that the S2p RNAP II is required for transcription during HSV-1 infection just as it is required in uninfected cells.

The effects of DRB and FVP on HSV-1 infection was reversible

To determine if the effects of these inhibitors could be reversed during HSV-1 infection, DRB or FVP were added for the first 4 hours of infection and then washed away and drug free medium was added for an additional 4 hours. These samples were compared to HSV-1 KOS infected cells that were left untreated and to KOS infected cells to which DRB or FVP were added at 3 hours post infection and remained in the medium until 8 hours when all cells were fixed and stained (Figure 2-6). In the absence of drugs, BrU incorporation was seen (Figure 2-6A) and poly(A)+ RNA was distributed throughout the nucleus and cytoplasm (Figure 2-6D). When DRB or FVP were added at 3 hours and remained in the medium until
Figure 2-5: DRB and FVP reduced RNA synthesis in mock and HSV-1-infected cells.
RSF cells were mock infected or infected with WT HSV-1 KOS at MOI of 10. At 1 hour post infection, cells were treated with 100 µM DRB or 450 nM FVP. A) 4 mM Bromouridine (BrU) was added to the media at 7.5 hours to label nascent RNA. Cells were fixed at 8 hours post infection and stained with anti-BrU antibody (green). Mock infected cells were stained with DAPI to mark the nuclei. KOS-infected cells were stained with DAPI and with anti-ICP4 antibody as a marker of infection. B) Cells were fixed at 8 hours post infection and in situ hybridization with a biotinylated oligo-dT25 probe was performed to detect poly(A+) RNA. Mock infected cells were stained with DAPI and KOS infected cells were stained with DAPI and anti-ICP4 antibody as an infection marker. All images were captured on a Zeiss Axiovert 200M microscope at 100X magnification.
8 hours, there was no detectable incorporation of BrU during a 30 min pulse at 7.5 hours (Figure 2-6B) and poly(A)+ RNA was observed in large speckles in the nucleus and was barely detectable in the cytoplasm (Figure 2-6E). In the case of DRB or FVP addition from the start of infection until 4 hours, after which the drugs were washed away and drug free medium was added for an additional 4 hours, BrU incorporation was again observed during a 30 min pulse at 7.5 hours (Figure 2-6C). Poly(A)+ RNA was also observed in the nucleus and cytoplasm (Figure 2-6F), although for both BrU incorporation and poly(A)+ RNA hybridization, the fluorescence signals were less intense than those observed in the absence of drugs. Nevertheless, it appears that the effects of DRB and FVP on RNA synthesis and accumulation were reversible.

As a further test of whether the effects of these inhibitors on HSV-1 infection were reversible, we looked at the localization of viral IE proteins ICP4 and ICP27 in the presence of DRB or FVP and after the removal of the drugs. ICP4 is a transcriptional activator (61) that serves as a marker for viral transcription-replication compartments (85,163), which first form as pre-replicative sites at 4 hours post infection (Figure 2-7A) and which form full blown replication compartments by 8 hours post infection (Figure 2-7A). When DRB or FVP were present throughout infection, ICP4 was diffusely distributed in the nucleus (Figure 2-7B), however, when DRB and FVP were removed after 4 hours and infected cells were incubated an additional 4 hours, small replication compartments and pre-replicative sites were seen (Figure 2-7C) indicating that viral replication could resume. During HSV-1 infection, ICP27 is nuclear at early times but it begins shuttling between the nucleus and cytoplasm at later times in its role as a viral mRNA export factor (27,28,75,76,140) (Figure 2-7D). In the presence of DRB or FVP, ICP27 remained in the nucleus throughout infection (Figure 2-7E) but when the drugs were removed at 4 hours, ICP27 was detected in the cytoplasm 4 hours later (Figure 2-7F), again indicating that the inhibitory effects of DRB and FVP on viral infection were reversible when these inhibitors were removed.
Figure 2-6: The inhibitory effects of CDK9 inhibitors DRB and FVP on RNA synthesis during HSV-1 infection could be reversed after removing the drugs.

RSF cells were infected with HSV-1 KOS at an MOI of 10. A, D) Infected cells were left untreated. B, E) Infected cells were treated with 100 µM DRB or 450 nM FVP at 3 hours post infection. C, F) Infected cells were treated with 100 µM DRB or 450 nM FVP as indicated for the first 4 hours of infection after which, cells were washed and drug-free medium was added. A-C) BrU was added to the media at 7.5 hours post infection to label nascent RNA. Cells were fixed at 8 hours and stained with anti- BrU and anti-ICP4 antibodies and with DAPI. D-F) Cells were fixed at 8 hours post infection and in situ hybridization was performed with a biotinylated oligo dT25-probe, which was subsequently detected by FITC-conjugated streptavidin. ICP4 staining served as an infection marker and DAPI staining marked nuclei. All images were captured on a Zeiss Axiovert 200M microscope at 100X magnification.
A global reduction in HSV-1 mRNA expression in the presence of DRB and FVP

To determine the effect of CDK9 inhibitors DRB and FVP on individual HSV-1 transcript levels, total poly(A)+ RNA was isolated at 8 hours post infection from KOS infected cells to which no inhibitors were added and from KOS infected cells to which DRB or FVP were added at 3 hours post infection. Following reverse transcription of selected poly(A)+ RNA, cDNA from each fraction was hybridized to HSV-1 specific microarrays as described previously (76,92). A global reduction was seen in transcripts from all kinetic classes (IE, E, and L) when DRB or FVP were added at 3 hours post infection (Figure 2-8). We found strong statistical support that all transcripts analyzed were reduced (Table 2-2). We conclude that inhibition of CDK9 by DRB and FVP inhibited HSV-1 transcription.

To determine the effect of these inhibitors on viral replication, one-step growth curves were performed. In the presence of DRB or FVP added at the time of infection, viral replication was completely inhibited (Figure 2-9A). In contrast, when DRB or FVP were present for the first 4 hours post infection but were removed thereafter, viral replication resumed by 12 hours (Figure 2-9A). A single cycle growth curve was also performed in which DRB and FVP were added at the time of infection or at 3 hours post infection. Viral titers were similarly reduced in the presence of these inhibitors added either at the start of infection or 3 hours later (Figure 2-9B). These results indicate that inhibition of CDK9 prevented viral replication but removal of the inhibitors allowed viral replication to resume, which further supports the conclusion that S2p RNAP II is required for HSV-1 replication.

Effects of a dominant negative CDK9 mutant or overexpression of HEXIM1 on nascent RNA synthesis

As an alternative to chemical inhibitors, we also targeted CDK9 activity through expression of a dominant negative kinase-dead mutant and through over expression of hexamethylene bis-acetamide inducible protein 1 (HEXIM1). It has been shown that expression of mutant DN-CDK9, a kinase dead mutant (139), in HeLa cells results in the preferential inhibition of phosphorylation of RNAP II serine-2 without affecting phosphorylation of serine-5 (14,139). Here we transfected HeLa cells with empty vector
or a plasmid expressing DN-CDK9 tagged with an HA-epitope-tag. Western blot analysis was performed on cell lysates 24 hour after transfection to confirm DN-CDK9-HA expression (Figure 2-10A) and immunofluorescent staining with anti-HA antibody was also performed (Figure 2-10B). DN-CDK9-HA was found to be expressed at levels similar to endogenous CDK9 (Figure 2-10A). To determine the effect of DN-CDK9 expression on nascent RNA synthesis, HeLa cells transfected with DN-CDK-HA for 24 hours were either mock infected or were infected with HSV-1 KOS for 8 hours. At 7.5 hours post infection, BrU was added for 30 min and cells were fixed and stained. BrU incorporation was greatly reduced in the cell that expressed DN-CDK9-HA compared to the cell that did not in both mock and KOS infected samples (Figure 2-10E). About 50 fields of cells were assessed for BrU incorporation. Greater than 90% of the cells that were stained with HA antibody showed little to no incorporation of BrU, whereas cells that did not express DN-CDK9-HA did show staining with BrU antibody. This indicates that DN-CDK9 expression interfered with CDK9 activity and this impaired nascent RNA synthesis in both mock and KOS infected cells.

HEXIM1 is a negative regulator of P-TEFb, which consists of CDK9 and cyclin T1 (18,107,118,181). The PYNT motif of HEXIM1 is required to inhibit the kinase activity of CDK9, although the mechanism has not been elucidated. HEXIM1 binds 7SK non-coding RNA and P-TEFb associates with HEXIM1 forming an inactive P-TEFb complex (107,122). We transfected HeLa cells with FLAG-tagged HEXIM1 or empty vector and analyzed cell lysates 24 hours later by Western blot to monitor HEXIM1-FLAG expression (Figure 2-10C). HEXIM1-FLAG was expressed at levels similar to endogenous HEXIM1 levels. HEXIM1-FLAG expression was also confirmed by immunofluorescent staining (Figure 2-10D). To determine the effect of HEXIM1-FLAG expression on BrU incorporation, HeLa cells that were transfected with HEXIM1-FLAG for 24 hours were either mock infected or were infected with HSV-1 KOS and BrU was added for 30 min 7.5 hours post infection. Fixed cells were stained with anti-BrU and anti-FLAG antibodies. BrU incorporation
Figure 2-7: DRB and FVP hindered HSV-1 transcription-replication compartment formation but pre-replicative compartments were apparent after drug removal.

RSF cells were infected with WT KOS at an MOI of 10. A,D) Infected cells were untreated and were fixed at 4 hours and 8 hours as indicated. B,E) Cells were treated with 100 µM DRB or 450 nM FVP as indicated at the beginning of infection and were fixed at 8 hours. C,F) DRB or FVP were added at the start of infection and were removed at 4 hours and cells were incubated in drug-free medium for an additional 4 hours. Infected cells were fixed at 8 hours. A,B,C) Cells were stained with anti-ICP4 antibody to monitor viral transcription-replication compartment formation and DAPI to mark nuclei. D,E,F) Infected cells were stained with anti-ICP27 antibody to monitor ICP27 sub-cellular localization and DAPI to mark nuclei. Images were captured on a Zeiss Axiovert 200M microscope at 100X magnification.
Figure 2-8: A global reduction in HSV-1 mRNA expression was seen in the presence of DRB and FVP.

HeLa cells were infected with HSV-1 KOS at an MOI of 10 and were either left untreated (no drug) or were treated with 100 µM DRB or 450 nM FVP starting at 3 hours post infection. Total RNA was isolated at 8 hours. Poly(A+) RNA was selected and reverse transcribed and the cDNA from each fraction was hybridized to HSV-1-specific microarray chips and quantified by using Array Vision software. The graph shown displays the averages of three independent experiments in which each transcript was represented three times on the array. The y-axis represents the intensity of the light scattering signal and the x-axis represents individual HSV-1 transcripts. Red bars represent immediate-early transcripts; early transcripts are in blue; late transcripts are in green, and LAT transcripts are in violet.
<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Class</th>
<th>(P(T\leq t\text{ critical}))</th>
<th>(P(T\leq t\text{ critical}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DRB</td>
<td>FVP</td>
</tr>
<tr>
<td>ICP0 A</td>
<td>IE</td>
<td>3.34E-06</td>
<td>1.24E-05</td>
</tr>
<tr>
<td>ICP0 B</td>
<td>IE</td>
<td>8.61E-09</td>
<td>1.23E-08</td>
</tr>
<tr>
<td>ICP4 A</td>
<td>IE</td>
<td>1.52E-02</td>
<td>5.07E-03</td>
</tr>
<tr>
<td>ICP4 B</td>
<td>IE</td>
<td>2.20E-05</td>
<td>3.18E-05</td>
</tr>
<tr>
<td>ICP22 A</td>
<td>IE</td>
<td>6.52E-08</td>
<td>1.43E-08</td>
</tr>
<tr>
<td>ICP27 C</td>
<td>IE</td>
<td>4.52E-04</td>
<td>5.84E-08</td>
</tr>
<tr>
<td>ICP47 B</td>
<td>IE</td>
<td>9.00E-08</td>
<td>7.79E-09</td>
</tr>
<tr>
<td>U1.4 A</td>
<td>E</td>
<td>3.47E-08</td>
<td>2.10E-07</td>
</tr>
<tr>
<td>U1.6 A</td>
<td>E</td>
<td>9.21E-07</td>
<td>9.79E-07</td>
</tr>
<tr>
<td>U1.8 B</td>
<td>E</td>
<td>4.16E-03</td>
<td>1.39E-03</td>
</tr>
<tr>
<td>U1.21 B</td>
<td>E</td>
<td>4.02E-08</td>
<td>6.29E-08</td>
</tr>
<tr>
<td>U1.23 B</td>
<td>E</td>
<td>7.70E-04</td>
<td>2.09E-05</td>
</tr>
<tr>
<td>U1.29 A</td>
<td>E</td>
<td>8.00E-05</td>
<td>6.29E-03</td>
</tr>
<tr>
<td>U1.30 B</td>
<td>E</td>
<td>1.02E-04</td>
<td>6.65E-05</td>
</tr>
<tr>
<td>U1.39 C</td>
<td>E</td>
<td>4.89E-03</td>
<td>6.38E-09</td>
</tr>
<tr>
<td>U1.42 B</td>
<td>E</td>
<td>7.86E-09</td>
<td>3.06E-08</td>
</tr>
<tr>
<td>U1.50 A</td>
<td>E</td>
<td>8.49E-07</td>
<td>3.70E-07</td>
</tr>
<tr>
<td>U1.52 A</td>
<td>E</td>
<td>1.95E-04</td>
<td>7.67E-05</td>
</tr>
<tr>
<td>U1.55 A</td>
<td>E</td>
<td>2.12E-06</td>
<td>8.15E-09</td>
</tr>
<tr>
<td>U1.56 B</td>
<td>E</td>
<td>1.21E-05</td>
<td>1.87E-05</td>
</tr>
<tr>
<td>U1.33 B</td>
<td>E</td>
<td>6.52E-08</td>
<td>1.43E-08</td>
</tr>
<tr>
<td>U1.3 B</td>
<td>E</td>
<td>2.59E-07</td>
<td>3.62E-07</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Name</th>
<th>Class</th>
<th>(P(T\leq t\text{ critical}))</th>
<th>(P(T\leq t\text{ critical}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DRB</td>
<td>FVP</td>
</tr>
<tr>
<td>U1.1 B</td>
<td>L</td>
<td>1.05E-05</td>
<td>1.48E-07</td>
</tr>
<tr>
<td>U1.3 A</td>
<td>L</td>
<td>5.78E-09</td>
<td>2.36E-08</td>
</tr>
<tr>
<td>U1.10 A</td>
<td>L</td>
<td>4.56E-05</td>
<td>5.22E-05</td>
</tr>
<tr>
<td>U1.15 C</td>
<td>L</td>
<td>5.41E-05</td>
<td>5.83E-05</td>
</tr>
<tr>
<td>U1.16 B</td>
<td>L</td>
<td>8.07E-07</td>
<td>3.65E-06</td>
</tr>
<tr>
<td>U1.19 A</td>
<td>L</td>
<td>6.29E-07</td>
<td>2.73E-06</td>
</tr>
<tr>
<td>U1.22 A</td>
<td>L</td>
<td>1.37E-06</td>
<td>4.22E-06</td>
</tr>
<tr>
<td>U1.24 A</td>
<td>L</td>
<td>5.58E-05</td>
<td>5.71E-05</td>
</tr>
<tr>
<td>U1.25 A</td>
<td>L</td>
<td>6.86E-07</td>
<td>2.70E-06</td>
</tr>
<tr>
<td>U1.27 A</td>
<td>L</td>
<td>2.27E-07</td>
<td>3.35E-08</td>
</tr>
<tr>
<td>U1.31 A</td>
<td>L</td>
<td>3.52E-06</td>
<td>7.12E-06</td>
</tr>
<tr>
<td>U1.35 B</td>
<td>L</td>
<td>3.72E-07</td>
<td>3.87E-07</td>
</tr>
<tr>
<td>U1.36 A</td>
<td>L</td>
<td>6.79E-06</td>
<td>9.93E-06</td>
</tr>
<tr>
<td>U1.37 B</td>
<td>L</td>
<td>9.60E-05</td>
<td>3.15E-05</td>
</tr>
<tr>
<td>U1.38 C</td>
<td>L</td>
<td>3.57E-08</td>
<td>4.66E-08</td>
</tr>
<tr>
<td>U1.41 B</td>
<td>L</td>
<td>1.68E-06</td>
<td>3.12E-06</td>
</tr>
<tr>
<td>U1.44 A</td>
<td>L</td>
<td>9.89E-11</td>
<td>3.19E-09</td>
</tr>
<tr>
<td>U1.46 B</td>
<td>L</td>
<td>2.66E-08</td>
<td>4.64E-07</td>
</tr>
<tr>
<td>U1.48 A</td>
<td>L</td>
<td>5.66E-05</td>
<td>2.13E-05</td>
</tr>
<tr>
<td>U1.49 A</td>
<td>L</td>
<td>5.90E-12</td>
<td>7.12E-12</td>
</tr>
<tr>
<td>U1.51 A</td>
<td>L</td>
<td>2.67E-05</td>
<td>1.32E-05</td>
</tr>
<tr>
<td>U1.5 B</td>
<td>L</td>
<td>1.72E-08</td>
<td>3.42E-07</td>
</tr>
<tr>
<td>U1.8 A</td>
<td>L</td>
<td>1.03E-05</td>
<td>1.63E-07</td>
</tr>
<tr>
<td>ICP34.5</td>
<td>L</td>
<td>4.61E-04</td>
<td>4.60E-04</td>
</tr>
<tr>
<td>RLYX</td>
<td>L</td>
<td>1.14E-06</td>
<td>5.81E-06</td>
</tr>
<tr>
<td>LAT5 C</td>
<td>LAT</td>
<td>1.93E-01</td>
<td>3.01E-02</td>
</tr>
<tr>
<td>LATC</td>
<td>LAT</td>
<td>2.76E-06</td>
<td>5.21E-06</td>
</tr>
<tr>
<td>LATI B</td>
<td>LAT</td>
<td>4.62E-04</td>
<td>1.59E-04</td>
</tr>
<tr>
<td>LATX B</td>
<td>LAT</td>
<td>1.48E-04</td>
<td>1.13E-04</td>
</tr>
<tr>
<td>orfop D</td>
<td>LAT</td>
<td>8.43E-03</td>
<td>5.55E-04</td>
</tr>
<tr>
<td>RHA6</td>
<td>LAT</td>
<td>9.67E-04</td>
<td>2.19E-03</td>
</tr>
</tbody>
</table>
Figure 2-9: Viral replication was greatly reduced in the presence of DRB and FVP but viral replication resumed when the drugs were removed after 4 hours.

HeLa cells were infected with HSV-1 KOS at MOI of 1. **A)** Infected cells were either untreated (no drugs) or DRB (100 µM) or FVP (450 nM) were added at the time of infection for the duration of infection, or DRB and FVP were present for the first 4 hours and then were removed and cells were incubated in drug-free medium for the remainder of the time, as indicated. Samples were harvested at 0, 4, 8, 12 and 16 hours post infection and virus titers were determined by plaque assays. **B)** HeLa cells were infected with KOS at an MOI of 1 and were untreated (no drugs) or treated with DRB or FVP starting at 0 h or 3 h as indicated and the drugs were present for the duration of the experiment. Samples were harvested at 0, 4, 8, 12 and 16 hours as described in panel A. The experiments were performed in triplicate and error bars are shown.
was not detectable in the cells expressing HEXIM1-FLAG in both mock and KOS infected cells. Again, about 50 fields of cells were assessed and greater than 90% of the cells that were stained with anti-FLAG antibody displayed little to no BrU staining, whereas, cells that did not stain with anti-FLAG, indicating HEXIM1-FLAG was not being expressed, did stain with anti-BrU antibody. This indicates that over-expression of HEXIM1 inhibited the kinase activity of CDK9, which in turn resulted in an inhibition of nascent RNA synthesis in mock and KOS infected cells.

We conclude that inhibition of CDK9 by specific inhibitors DRB, FVP, DN-CDK9 or HEXIM1 results in decreased viral transcription, indicating that the S2p RNAP II is required during HSV-1 infection, just as it is required in uninfected cells.

**Discussion**

During HSV-1 infection there is a decrease in the S2p RNAP II at later times of infection when transcription of viral genes is very robust, and which results in part from proteasomal degradation of arrested elongating transcription complexes (37,92). It has also been reported that ICP22 contributes to the loss of the S2p RNAP II by an as yet undefined mechanism (54). Further, it has been shown that ICP22 and CDK9 are present in a complex with the CTD of RNAP II (41,42) and ICP22 and viral protein kinases U13 and US3 can cause a mobility shift change in the phosphorylation pattern of RNAP II resulting in an intermediately phosphorylated form detectable by CTD-specific antibody 8WG16 (41,94). This antibody does not recognize S2p because the serine at position 2 of the CTD is part of its epitope recognition, which appears to be altered or occluded upon phosphorylation (121). The actual CTD phosphorylated sites of the intermediately phosphorylated form have not been clarified. The sites of phosphorylation on the CTD by viral kinases U13 and U3 have also not been determined. It has also been proposed that the S2p RNAP II, which is required for transcription elongation, may not be required during HSV-1 infection. Here, we specifically targeted cellular kinase CDK9, which phosphorylates serine-2 and found that inhibition of
Figure 2-10: Expression of a dominant-negative kinase-dead CDK9 mutant or the CDK9 negative-regulator HEXIM1 inhibited nascent RNA synthesis.

A) HeLa cells were either transfected with empty vector or with 2 µg of DN-CDK9-HA plasmid DNA, which expresses an HA-tagged kinase-dead CDK9 dominant negative mutant. After 24 hours, whole cell lysates were prepared and fractionated by SDS-PAGE. Western blots were probed with anti-CDK9 antibody (left panel) or anti-HA antibody (right panel).

B) HeLa cells transfected with DN-CDK9-HA were fixed 24 hours after transfection and stained with anti-HA antibody to visualize DN-CDK9-HA and DAPI to mark nuclei.

C) HeLa cells were transfected with empty vector or with plasmid DNA expressing FLAG-tagged HEXIM1. Whole cell lysates were prepared as in panel A and Western blots were probed with anti-HEXIM1 antibody (left) and anti-FLAG (right).

D) Indirect immunofluorescence was performed on HeLa cells transfected with HEXIM1-FLAG. Anti-FLAG antibody was used to visualize HEXIM1-FLAG and DAPI staining marked the nuclei.

E) HeLa cells were transfected with DN-CDK9-HA for 24 hours and were subsequently mock infected or infected with HSV-1 KOS. Bromouridine (BrU) was added at 7.5 hours post infection for 30 min, at which time cells were fixed and stained with anti-BrU antibody to visualize newly transcribed RNA and...
anti-HA antibody to visualize DN-CDK9-HA. DAPI staining in the upper mock panels marked nuclei and staining with anti-ICP4 antibody in the lower KOS panels was used as a marker for infection. White arrows point to cells expressing DN-CDK9-HA in the BrU and merged panels. F) HeLa cells transfected with HEXIM1-FLAG for 24 hours were mock infected or infected with HSV-1 KOS and BrU was added at 7.5 hours post infection for 30 min. Cells were fixed at 8 hours and stained with anti-BrU to detect newly transcribed RNA and anti-FLAG antibody to detect HEXIM1-FLAG. DAPI was used to mark nuclei in the upper mock panels and anti-ICP4 antibody was used in the lower KOS panels as a marker for infection. White arrows point to cells expressing HEXIM1-FLAG. All images were captured on a Zeiss Axiovert 200M microscope under 100X magnification.
CDK9 activity impaired HSV-1 transcription globally, indicating that S2p RNAP II is required for HSV-1 transcription as it is for cellular transcription.

The decrease in the S2p RNAP II during HSV-1 infection is unusual and is not seen with several other viruses, which have been shown to require CDK9 for their gene expression. Specifically, transcription elongation appears to be a critical regulator for viral latent infection. When the human immunodeficiency virus (HIV-1) genome is integrated, transcription through the long terminal repeat promoter is regulated at the level of transcription elongation (10,109,123). The HIV-1 transactivator Tat recruits P-TEFb to stalled RNAP II complexes that have initiated at the LTR, and phosphorylation by CDK9 results in processivity of HIV-1 transcription (109). The human T-lymphotropic virus (HTLV-1) protein Tax also complexes with P-TEFb through cyclin T1 to regulate the balance between active and inactive P-TEFb complexes (31). During Kaposi’s sarcoma-associated herpesvirus (KSHV) latent infection, it has been shown that RNAP II transcription complexes are paused at the promoters of KSHV lytic genes OriLyt1, K5, K6 and K7 by the negative elongation factor NELF (164), which results in hyperphosphorylation of serine-5 and hypo-phosphorylation of serine-2. If these genes are induced to be expressed by the viral lytic activator Rta, the viral lytic phase ensues resulting in viral replication and cell death. Thus, negative regulation of transcription elongation of these lytic genes keeps KSHV in the latent state (164). Similarly, in another gamma herpesvirus, Epstein-Barr virus (EBV), the viral latent state is also maintained by NELF-DSIF (120). Specifically, the viral C promoter (Cp) that drives a viral pre-mRNA of about 120 kb, which is differentially spliced to produce several EBV products that are required for immortalization, displays high levels of promoter-proximal stalled RNAP II. P-TEFb is recruited to Cp by the cellular bromodomain protein Brd4 and inhibitor studies with DRB showed that P-TEFb is required for Cp transcription (120).

The beta herpesvirus, human cytomegalovirus (HCMV) recruits CDK9 to viral nuclear replication compartments during lytic infection and this recruitment results in hyperphosphorylation of RNAP II CTD
HCMV proteins IE2 and UL69 have been shown to be required for the recruitment of cyclin T1 and CDK9 to viral replication compartments. Thus, CDK9 appears to be important for HCMV lytic replication.

The studies that we have described here would also indicate that CDK9 is important for HSV-1 replication. One consequence of highly active HSV-1 transcription may be an increasing number of arrested transcription elongation complexes in crowded areas of the genome and clearing these by proteasomal degradation results in lower levels of S2p RNAP II from the arrested elongating complexes. How ICP22 causes a decrease in S2p RNAP II levels is still a bit of an enigma. Durand and Roizman (41,42) showed that CDK9 interacts with ICP22. They further showed that CDK9 and ICP22 colocalize with RNAP II. Inhibition of CDK9 with 50 µM DRB and with CDK9 siRNA resulted in decreased expression of several HSV-1 late genes that were previously shown to be regulated by ICP22 (64). In a recent study using an in vivo transient expression reporter system (64), ICP22 was coimmunoprecipitated with P-TEFb in accord with the results of Durand and Roizman. Further using ChIP assays, Guo et al. showed that ICP22 blocked the recruitment of P-TEFb to viral promoters, which inhibited transcription of these promoters. In this system, VP16 recruited P-TEFb to promoters and counteracted transcriptional repression by ICP22. Because this was a transient expression system, it is not clear if ICP22 would similarly repress viral promoters by preventing P-TEFb recruitment during viral infection. Another possibility might be that ICP22, like HIV Tat recruits inactive P-TEFb in complex with 7SK snRNA and HEXIM1 to viral promoters and another factor, perhaps VP16, can cause its disassociation into active P-TEFb. Thus, HSV-1 might have a complex regulatory mechanism to insure that transcription of early and late viral genes can occur during very active times after infection when both DNA replication and transcription are proceeding robustly. It will be necessary to parse and define many details of this regulation during HSV-1 infection and to determine how ICP22 affects CDK9 activity, all of which are beyond the scope of this study. In conclusion, we showed here that CDK9 activity is required for HSV-1 transcription and replication.
Materials and Methods

Cells, viral strains and plasmids

HeLa cells were grown on minimal essential medium (MEM) containing 10% newborn calf serum. Rabbit skin fibroblasts (RSF) and Vero cells were grown on minimal essential medium supplemented with 8% fetal calf serum and 4% donor calf serum. HSV-1 wild-type (WT) strain KOS was described previously (151). ICP27 null mutant 27-GFP encodes green fluorescent protein (GFP) in place of ICP27 coding sequences and has been described previously (153,157). Mammalian expression vector pRc/CMV-dnCDK9-HA encoding a kinase- dead CDK9 was generously provided by Dr. Xavier Graña (139). Plasmid pCMV2-FLAG-HEXIM1 was a generous gift from Dr. Qiang Zhou and it has been described previously (118).

Virus infection and transfection

HeLa cells were infected with WT HSV-1 KOS or 27-GFP as indicated at a multiplicity of infection (MOI) of 10 and were incubated at 37°C for the times indicated in the figure legends. For transfection/infection experiments, plasmid DNA was transfected into cells using Lipofectamine 2000 reagent (Invitrogen) according to the manufacturer’s protocol. Cells were infected 24 h after transfection.

Cell viability assay and single cycle viral growth curve analysis

HeLa cells seeded on 6-well tissue culture dishes were either mock infected or infected with HSV-1 KOS at an MOI of 1.0 for up to 16 hours as indicated in the figure legends. Cells were either incubated in MEM or MEM containing 100 µM 5,6-dichloro-1-β-D-ribofuranosyle-1H-benzimidazole (DRB) or 450 nM flavopiridol (FVP). For cell viability assays, cells were harvested at 4 h intervals and stained with the vital dye trypan blue solution (Sigma), followed by cell counting using a hemocytometer. For single-cycle viral growth assays, cells were infected with HSV-1 KOS at an MOI of 1.0 in the presence or absence of DRB or FVP as indicated and were harvested at 4, 8, 12, and 16 hours post infection. Virus titers were measured by plaque assays on Vero cells. The experiments were performed in triplicate.
Western blot analysis

HeLa cells were infected or transfected and then infected as indicated in the figure legends. At the times indicated, cells were washed with cold phosphate-buffered saline (PBS) and harvested in 2X ESS loading buffer (20 mM Tris, 5 mM EDTA, 4% SDS, 10% 2-mercaptoethanol, 20% glycerol), as described previously. Cell lysates were fractionated on 5-15% gradient sodium dodecyl sulfate polyacrylamide gels (SDS-PAGE) and transferred to nitrocellulose membranes. Membranes were probed as described previously (153,154). Primary antibodies used for immuno-blotting were as follows: rabbit polyclonal anti-RPB1 N20 (Santa Cruz Biotechnology, Inc.) at 1:1,000; mouse monoclonal anti-RNAP II CTD phosphoserine-2 H5 (Abcam) at 1:2,500; mouse monoclonal anti-RNAP II CTD phosphoserine-5 H14 (Abcam) at 1:2,500; rabbit monoclonal anti-CDK9 C12F7 (Cell Signaling Technology) at 1:2,000; rabbit polyclonal anti-HEXIM1 ChIP grade (Abcam) at 1:1,000; mouse monoclonal anti-HA epitope HA-7 (Sigma-Aldrich) at 1:250; mouse monoclonal anti-FLAG epitope M2 (Sigma-Aldrich) at 1:1,000; rabbit polyclonal anti-Lamin A/C (Cell Signaling Technology) at 1:2,000; rabbit monoclonal anti-ICP27 (P1119; Virusys) at 1:5,000, mouse monoclonal anti-ICP4 (P1101; Virusys) at 1:5,000, mouse monoclonal anti-glycoprotein D (gD) (P1103; Virusys) at 1:5,000 and mouse monoclonal anti-glycoprotein B (gB) (P1123; Virusys) at 1:5,000.

Immunofluorescence microscopy

RSF cells grown on glass cover slips were infected or transfected as described in the figure legends. Cells were either untreated or were incubated with MEM supplemented with DRB or FVP as indicated in the figure legends. Cells were fixed with 3.7% formaldehyde at the times indicated and immunofluorescent staining was performed as described previously (27,37,92). Cells were stained with anti-ICP4 (P1101) at 1:500; anti-ICP27 (P1119) at 1:500; anti-RNAP II antibody ARNA3 (Research Diagnostics) at 1:50; anti-bromodeoxyuridine Ab-3 (Calbiochem) at 1:100; anti-HA (Sigma) at 1:500 and anti-FLAG (Sigma) at 1:500.
Bromouridine labeling and in situ hybridization

To label nascent, newly synthesized RNA, 4 mM 5-Bromouridine (BrU-Sigma-Aldrich) was added to the culture medium for 30 min at 37°C before fixation of the cells, which were subsequently stained with anti-BrU antibody (Ab3; Calbiochem). For poly(A)+ RNA hybridization, cells grown on coverslips in 24 well dishes were infected as described in the figure legends and were fixed with 3.7% formaldehyde and then overlaid with 70% ethanol at 4°C. Cells were rehydrated for 5 min at room temperature in 15% dimethylformamide in 2X SSC (1X SSC is 0.15 M NaCl plus 0.015 M sodium citrate) and then overlaid with 40 µl hybridization solution (15% formamide, 10% dextran sulfate, 40 µg yeast tRNA, 0.02% bovine serum albumin, 40 ng biotinylated oligo[dT25] (Promega), RNAsin, 0.5 M dithiothreitol, 2X SSC) for 2 h at 37°C. Cells were washed twice with wash solution (15% formamide, 2X SSC and 0.1% NP-40) for 30 min at 37°C. Images were captured using a Zeiss Axiovert 200M microscope at a magnification of 100X.

Microarray analysis

HeLa cell monolayers were infected with WT HSV-1 KOS at an MOI of 10 for 8 hours. At 3 hour post infection, cell culture medium was replaced with medium without inhibitors or medium containing 100 µM DRB or 450 nM FVP and incubation was continued for an additional 5 hours. Total RNA was isolated from whole cell lysates with TrIzol reagent (Invitrogen). Poly(A)+ RNA was selected using an Oligotex mRNA mini kit (QIAGEN) according to the manufacturer’s protocol. Synthesis of cDNA and subsequent hybridization to custom arrays of HSV-1 transcript-specific probes was performed as previously described (76,156). Statistical analysis was performed using a one-tailed t-test assuming unequal variance, comparing drug treated samples to corresponding control samples, with a 97.5% confidence limit.
Chapter 3
Assessing RNAP II Occupancy on the HSV-1 Genome by Chromatin Immunoprecipitation (ChIP)

Summary

Herpes simplex virus type 1 (HSV-1) genome is compact and harbors multiple nested open reading frames (ORFs) that are expressed in a well-defined temporal cascade. The DNA virus hijacks cellular RNA polymerase II (RNAP II) early in infection for viral transcription, but as we have previously shown, at late time in infection, elongating RNAP II was found to be degraded by the proteasome pathway. We proposed that the compact viral genome might be overburdened by transcribing RNAP II at late times in infection and leading to colliding RNAP II complexes that might eventually become arrested. Here we attempted to substantiate this collision model by examining the RNAP II occupancy on the viral genome during lytic HSV-1 infection. Anti-RNAP II chromatin immunoprecipitation quantitative PCR (ChIP-qPCR) analysis was performed on two HSV-1 gene clusters that were predicted to differ in their frequency of potentially colliding RNAP II complexes. Moderate IP efficiencies were demonstrated for the anti-RNAP II antibodies used but three of the four antibodies used did not yield reliable above-background ChIP signals. The Early gene cluster containing the ORFs for U₃₉ and U₄₀ produced a ChIP profile that matched well with their known expression patterns, but the Late gene cluster containing the ORFs for U₄₄ and U₄₅ did not yield comparable results. At this time, we are unable to demonstrate trends in RNAP II occupancy on the HSV-1 genome and expansion of coverage is required.
Introduction

Herpes simplex virus type 1 (HSV-1) is an enveloped DNA virus that replicates inside the nucleus of an infected host cell. Its double-stranded DNA genome is approximately 152 kilo base-pairs in length and encodes 94 open reading frames (ORFs), of which 84 are unique (136). During lytic infection of host cells, viral gene expression is divided into three distinct temporarily regulated phases: immediate-early (IE), early (E), and late (L). With the help of viral tegument proteins such as VP 16 that are packaged with the virion, IE gene expression is activated soon after viral genome entry into the nucleus of the infected cell. The IE gene products are responsible for regulating viral gene expression, and sufficient build-up of IE gene products, usually at about 3 hours post infection, stimulates E gene expression. E gene products are involved in viral DNA replication and viral DNA replication promotes L gene expression of viral structural and tegument proteins, starting at about 5 hours post infection. Once activated, each gene class continues to be expressed until packaging and egress are complete, at approximately 16 hours post infection (reviewed in (170)).

Within the HSV-1 genome, many of ORFs are nested within one another and often share either transcriptional start sites but different polyadenylation sites or vice versa. Transcription occurs on both strands of the viral genome. With the exception of U_{L}10, U_{L}22, and U_{L}23, nested ORFs tend to be transcribed in the same direction. Adjacent ORF clusters often are transcribed from the anti-sense strand (127). In the case of U_{L}10, U_{L}22, and U_{L}23 ORFs, their anti-sense nature with adjacent ORFs interferes with the production of transcripts to which they can hybridize. These anti-sense ORFs are transcribed with different kinetics compared to neighboring ORFs and the anti-sense hybridization mechanism appears to delay L gene expression until E gene expression tapers off. The U_{L}1, U_{L}23 U_{L}24 ORFs contain a weak and a strong polyadenylation signal, and two transcripts variants are made from the same coding sequence (34,35,150). The shorter variants are more abundant early in infection while the longer variants dominate at late time in infection. This compact genome arrangement potentially could result in collisions of
transcribing RNAP II, either within the nested ORFs, or near the polyadenylation sites of opposing ORFs. At late times in infection, nearly all of the viral ORFs are being transcribed at high levels, crowding the genome with RNAP II complexes. In addition, viral DNA synthesis on viral genomes ensues about 4-5 hours after infection, further increasing the number of complexes that are potentially on the viral genome. The high occupancy of transcription/replication complexes could result in these complexes becoming arrested and unable to complete their tasks. Indeed, it has been demonstrated that at late times in HSV-1 infection, elongating RNAP II complexes were ubiquitinated and degraded by the proteasome (37,54). Inhibition of transcription by actinomycin D prevented degradation of transcribing RNAP II, adding support to the collision model. Lastly, though inhibition of proteasome degradation did keep levels of elongating RNAP II in HSV-1 infected cells similar to uninfected counterparts, it appeared to negatively impact viral yield (37). These findings suggested that on congested regions of the HSV-1 genome RNAP II might become stalled or arrested and as a response, stalled RNAP II complexes could be degraded by the proteasome.

Currently there is no direct evidence supporting the collision model in which transcribing RNAP II becomes arrested on the HSV-1 genome. We investigated RNAP II occupancy during HSV-1 lytic infection of two separate regions of the viral genome with overlapping transcripts of different kinetic classes using chromatin immunoprecipitation (ChIP) quantitative polymerase chain reaction (qPCR) analysis. While there was an average 11-fold increase of viral DNA in 10 hours, poor signal-to-noise ratios in the ChIP analysis as well as insufficient genome coverage did not allow accurate estimates of RNAP II occupancy in these experiments.

Results

Chromatin Immunoprecipitation (ChIP) optimization

One of the critical factors for successful ChIP analysis is uniform DNA fragmentation. We tested a Bioruptor, a water bath type sonicator, and a Misonix Microson XL sonicator, a traditional probe type sonicator for their ability to achieve consistent 200-500 nucleotide DNA fragmentation. Initial success with
the Bioruptor was achieved yielding uniform fragmentation in the desired size range with twenty 30-second pulses on the highest output setting. Subsequent tests failed to produce DNA fragment sizes in this range despite no change in protocol (Figure 3-1A, B). The Misonix Microson XL was initially less efficient and there was a persistent presence of high molecular weight DNA in the preparations (Figure 3-1C, D). We were able to achieve uniform DNA fragmentation when there was a switch from wet ice to wet ice augmented with 20% volume ethanol during sonication using the Misonix Microson.

It has been shown that RNAP II levels decreases at late time in HSV-1 infection due to proteasome degradation of S2p RNAP II (37,54). To ensure that we were able to immunoprecipitate (IP) RNAP II efficiently in our experiment, several RNAP II antibodies were tested that recognize either all forms or specific phospho-forms of RNAP II (Table 3-1). Initially, N20x and 4H8, two pan-RNAP II antibodies were tested and we were able to detect both phosphorylated and unphosphorylated RNAP II in the input fractions when the cells were crosslinked prior to IP, however, we were unable to detect RNAP II in the eluted fraction, in uninfected and infected cells. Figure 3-2 shows representative Western blots of ChIP experiments using N20x and 4H8 antibodies. Thus, the ChIP protocol was too inefficient.

To enhance the efficiency of the ChIP experiment, a two-step crosslinking ChIP protocol that was developed to detect NF-κB inducible genes by Nowak et. al (117) was used. In addition to the traditional formaldehyde crosslinking step, the authors introduced a disuccinimidyl glutarate (DSG) crosslinking step to improve protein-protein crosslinking. This enhanced protein-protein crosslinking should allow the use of antibodies that recognize other subunits of the RNAP II holoenzyme and not be restricted to antibodies specific to RPB1, the largest subunit that physically makes contact with the DNA template. To this end, we selected the 1Y27 antibody, a mouse monoclonal antibody that recognizes RPB3, the third largest subunit of RNAP II. In the test ChIP experiments, we found that among the pan-RNAP II antibodies, only 4H8 and 1Y27 showed enrichment.
Figure 3-1: Optimizing sonication homogenization for ChIP.
HeLa cells were crosslinked in 10% formaldehyde and harvested in PBS. Cells were then pelleted and re-suspended in ChIP sonication buffer and sonicated using (A, B) a Bioruptor set to 30-second cycles on/off cycle on its high setting, or (C, D) a conventional probe sonicator set to pulse 15 seconds at 10 watt output over ice. Samples were uncrosslinked and Proteinase-K digested prior to DNA extraction by phenol-chloroform. Samples were fractionated on either (A-C) 2% agarose or (D) 0.8% agarose gels and visualized with ethidium bromide.
Figure 3-2: Formaldehyde crosslinking was not sufficient for chromatin immunoprecipitation (ChIP).
HeLa cells were mock infected or infected with WT KOS HSV-1 at MOI of 10. At 8 hours post infection, cells were crosslinked in 10% formaldehyde (CH2O) and homogenized by sonication. 5% of each sample was collected as the input fraction. Approximately 80% of each cell lysate sample was incubated with Dynabeads conjugated with either N20x or 4H8 antibodies overnight at 4°C to immunoprecipitate RNAP II. 5% volume of each immunoprecipitated lysate sample was collected prior to washes and elution. The input, unbound and elution samples were fractionated on 5-15% gradient SDS-polyacrylamide gels and probed with the cognate antibody in Western blot analysis.
over isotype controls (Figure 3-2A – C). The positive enrichment in 1Y27 testing suggested that the two-step crosslinking protocol was working and we were able to immunoprecipitate the RNAP II holoenzyme with this antibody. The 4H8 ChIP Western blot showed a strong band above the 250 kDa marker, suggesting that it was actively transcribing RNAP that it was captured, and not the unphosphorylated free RNAP II species. Among the phospho-form-specific antibodies that were tested, H5 and H14 both showed enrichment over the isotypic mouse IgM controls, albeit not as clean as the pan-RNAP II antibodies (Figure 3-2D – E). These antibodies are mouse IgM and require the use of rabbit anti-mouse IgM linker antibodies for efficient binding to the Protein G moiety on the Dynabeads used in the ChIP reactions. A higher background was observed in the mouse IgM controls than in the mouse or rabbit IgG controls, suggesting that perhaps the linker antibody contributed to more non-specific binding. To test the efficiency of the ChIP protocol, we also performed Western blot analysis on three independent samples of WT HSV-1 infected cells and assessed the percentage of the RNAP II that was pulled down (Figure 3-3). The densitometry analysis showed an average of 15.3% and 21.6% pull-down efficiency for the 4H8 and H14 antibody respectively. As these samples were generated from cells that were infected with WT HSV-1 for 8 hours, a time when RNAP II levels are decreasing, we were encouraged to able to achieve over 15% pull-down efficiency. Based on these test results, the ChIP experiments were continued with 4H8, 1Y27, H5, and H14 antibodies.

*ChIP analysis of two gene clusters that are predicted to be high traffic regions at different times in HSV-1 infection*

The HSV-1 genome encodes approximately 80 open reading frames (ORFs) in 152 kb. Several parts of the viral genome contain nested ORFs and/or opposing ORFs and many of these ORFs are expressed at the same time during lytic infection. The collision model proposed by Dai-Ju *et al.* suggests that when viral transcription is high, the regions of the HSV-1 genome with several actively transcribing RNAP II complexes
Figure 3-3: ChIP antibody testing.

HeLa cells were mock infected or infected with WT KOS HSV-1 at MOI of 10. Cells were crosslinked first in 2 mM disuccinimidyl glutarate (DSG), then in 1% (v/v) formaldehyde at 4 or 8 hours post infection. Cells were homogenized by sonication and 10% of each cell lysate sample was collected as the input fraction. Approximately 25% of each cell lysate sample was incubated overnight at 4°C with Dyanabeads conjugated with anti-RNAP II antibodies as indicated in the figure to immunoprecipitate RNAP II. 10% volume of each immunoprecipitated sample was collected as the unbound fraction prior to washes and elution. The input, unbound, and elution samples were fractionated on 5-15% gradient SDS-polyacrylamide gels and probed with N20, ARNA3, 1Y27, H14, H5, and 4H8 in Western blot analysis as indicated. Normal rabbit IgG instead of N20 and C21 antibodies, normal mouse IgG instead of ARNA3, 1Y27, and 4H8 antibodies, and normal mouse IgM instead of H14 and H5 antibodies conjugated to Dyanbead served as isotype controls.
Figure 3-4: Quantification of ChIP efficiency. HeLa cells were infected with WT KOS HSV-1 at MOI of 10 for 8 hours and processed for ChIP independently to quantify IP reaction efficiencies of the 4H8 and H14 antibodies. The graph shows mean % ChIP efficiency based on the mean intensity of the respective input sample; error bars represent standard deviations.
may have collisions or piling up of complexes and could lead to arrested RNAP II in infected cells (37). Arrested RNAP II is in turn recognized by the host cell machinery, perhaps the transcription-coupled nucleotide excision repair (TC-NER) pathway, and targeted for proteasome degradation (52,66,88). The model predicts that regions of the genome that harbor more nested ORFs would be occupied with more transcriptional complexes and therefore be more prone to collisions than regions of the genome that do not harbor nested ORFs that are expressed at the same time. To test the collision model, we selected an Early gene (UL39/40) that is predicted to be a low traffic region and a Late gene (UL44) that is predicted to be a high traffic region at the peak of expression and examined RNAP II occupancy in these regions by ChIP analysis.

UL39/40 encodes the viral ribonucleotide reductase subunits 1 and 2. As Early proteins involved in viral DNA replication, their expression begins at approximately 3 hours post-infection and peaks at about 5 or 6 hours post-infection. While UL39/40 are nested ORFs, the flanking UL38 and UL41 are both Late genes and are not expected to be highly transcribed at the peak of UL39/40 expression. The collision model predicts this region to have relatively low traffic. We designed quantitative polymerase chain reaction (qPCR) primer pairs to detect the promoter, proximal coding sequence (CDS), distal CDS, and poly-A signal segments of UL39/40 ORFs (Figure 3-4A) and performed ChIP analysis. To normalize ChIP signals across the time points, we measured viral genome copy number using the same primer pairs and found that the viral genome copy number increased on average 11 fold over the course of a 10-hour infection (Figure 3-4B). All four primer pairs showed similar progression over the course of the infection and significantly higher than the background amplification levels detected in mock infected cell samples, therefore validating one another in their efficacy.

To examine total RNAP II occupancy in the UL39/40 ORFs, we used the 4H8 and 1Y27 antibodies that recognize all forms of RNAP II. Mouse IgG served as isotypic control in these experiments. Strong ChIP
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Figure 3-5: ChIP analysis of a HSV-1 Early gene.
HeLa cells were infected with WT HSV-1 at MOI of 10 and crosslinked with DSG and formaldehyde at two hour intervals. Cell lysates were homogenized by sonication and immunoprecipitated with antibodies against RNAP II as indicated in figure. Immunoprecipitated complexes were treated to reverse the crosslinks and digested with proteinase K to release DNA fragments, which were extracted with phenol/chloroform. Ten percent of each purified DNA sample was used as input template to amplify signal by quantitative PCR targeting the HSV-1 U39/40 gene region. A) Schematic of the UL39/40 gene region and positions of amplicons. B) Assessing viral DNA content of the U39/40 gene region through qPCR of input viral DNA samples. ChIP qPCR analysis of the HSV-1 U39/40 gene region using C) pan-RNAP II antibodies and D) phospho-form-specific RNAP II antibodies. Graphs present median copy numbers of each amplicon form three independent infections, normalized to input viral DNA of the same amplicon.
signals were observed from the 4H8 samples with an increase in ChIP signal starting at 2 hours post infection and peaking at 4 hours post infection. ChIP signals began to decrease at 6 hours post infection and were stable by 8 hours post infection (Figure 3-4C). 4H8 ChIP signals were highest in the promoter and proximal CDS segments in the first 4 hours of infection, with much lower signals from the distal CDS and poly-A signal segments. This suggests that perhaps the genes were being transcribed but only a few RNAP II complexes were able to finish transcribing at those time points. Starting at 6 hours post infection, 4H8 ChIP signals were lower than those observed at earlier time points, but now signals from the distal CDS and poly-A signal segments were on par with the promoter and proximal CDS segments. These data suggest that although fewer RNAP II complexes were transcribing the U39/40 genes, many appeared to reach the end of the genes and therefore produce full-length transcripts. The overall 4H8 ChIP signal profile matched with the expected expression profile of Early genes.

Despite having demonstrated enrichment over mouse IgG control ChIP reactions by Western blot analysis, 1Y27 ChIP signals showed no clear pattern in these experiments. In many cases, the 1Y27 ChIP signals were in fact lower than those of mouse IgG controls. The H5 and H14 ChIP signals were consistently lower than the mouse IgM controls as well. Thus, no conclusions could be drawn from the ChIP analysis using these three antibodies in this experiment regarding initiating or elongating RNAP II occupancy on the U39/40 genes.

The HSV-1 U44 ORF encodes the viral glycoprotein C, an envelope protein that in conjunction with glycoprotein B, binds to heparin sulfate on host cells to mediate viral adsorption (71,89,146). As a Late gene, U44 expression begins at approximately 6 hours post infection and remains high for the rest of the infection. The short UL45 ORF is nested in the last 520 nucleotides of the U44 ORF and the two ORFs share a common poly-A signal. The U44 ORF is flanked by two other Late genes, U43 and U46/47 ORFs. All five ORFs in this region have similar expression profiles and the collision model predicts that this would be a high traffic region at late time in infection. We designed qPCR primer pairs to detect the
promoter, proximal CDS, and distal CDS of the U\textsubscript{L}44 ORF (Figure 3-5A) and performed ChIP analysis. Similar to the results analyzing the U\textsubscript{L}39/40 ORFs, there was an average 10.5 fold increase in viral genomes measured by the same qPCR primer pairs as used in the U\textsubscript{L}44 ChIP analysis (Figure 3-5B). All three primer pairs showed similar progression over the course of the 10 hour infection and significantly higher than the mock infected cell samples.

Both of the pan-RNAP II ChIP antibodies 4H8 and 1Y27 were able to achieve strong signals above mouse IgG isotype controls at all time points. The overall ChIP signal levels were quite low however, with 4H8 maxing out at 0.031% and 1Y27 no higher than 0.016% of input viral DNA at 2 hours and 6 hours post infection respectively (Figure 3-5C). Neither 4H8 nor 1Y27 ChIP revealed a clear pattern of RNAP II occupancy at the U\textsubscript{L}44 ORF region and this did not match the expression profile of a Late gene. The H14 and H5 ChIP experiments only achieved above background signals at the earliest time points, possibly reflecting the fact that the overall RNAP II level was higher at the start of the infection. At 4 hours post infection and beyond, the mouse IgM controls were always much higher than either H14 or H5 ChIP signals, much like the UL39/40 ORFs. We are unable to draw any conclusions from the ChIP data set on the U\textsubscript{L}44 ORF.

**Discussion**

The genome of HSV-1 is highly compact, encoding a total of 94 ORFs and multiple repeated regions within 152 kbp (127,136). Many of the viral ORFs share initiation sites but differ in termination, while other ORFs may begin at different loci but terminate at the same locus (127). Furthermore, studies have shown that a few of the viral ORFs such as U\textsubscript{L}1 and U\textsubscript{L}24, harbor two polyadenylation signals and are expressed in two distinct variants at different times in infection (34,35,150). Three of the ORFs (U\textsubscript{L}10, U\textsubscript{L}22, and U\textsubscript{L}23) are transcribed in an anti-sense manner relative to ORFs residing in the same gene cluster. In addition to coding functional polypeptides of their own, these anti-sense transcripts appear to exhibit a regulatory
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  - 1Y27: 0.0005%
  - IgG: 0.0049%
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Figure 3-6: ChIP analysis of a HSV-1 Late gene.
HeLa cells were infected with WT HSV-1 at MOI of 10 and cross-linked with DSG and formaldehyde at two hour intervals. Cell lysates were homogenized by sonication and immunoprecipitated with antibodies against RNAP II as indicated in figure. Immunoprecipitated complexes were treated to reverse cross-linking and digested with proteinase K to release DNA fragments, which were extracted with phenol/chloroform. Ten percent of each purified DNA sample was used as input template to amplify signal by quantitative PCR targeting the HSV-1 Ul44 gene region. A) Schematic of the Ul44 gene region and positions of amplicons. B) Assessing viral DNA content of the Ul44 gene region through qPCR of input viral DNA samples. ChIP qPCR analysis of the HSV-1 Ul44 gene region using C) pan-RNAP II antibodies and D) phospho-form-specific RNAP II antibodies. Graphs present median copy numbers of each amplicon form three independent infections, normalized to input viral DNA of the same amplicon.
Table 3-1: ChIP antibodies against RNA polymerase II.

<table>
<thead>
<tr>
<th>Antibody</th>
<th>RNAP II form</th>
<th>Epitope</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARNA3 (mouse monoclonal IgG)</td>
<td>All forms; unphosphorylated, Initiating, and elongating</td>
<td>N-terminal epitope in largest subunit of RNAP II holoenzyme</td>
</tr>
<tr>
<td>4H8 (mouse monoclonal IgG)</td>
<td>All forms; unphosphorylated and phosphorylated</td>
<td>CTD repeats of YSPTS₃₅PS in the largest subunit of RNAP II</td>
</tr>
<tr>
<td>N20x (rabbit polyclonal)</td>
<td>All forms; unphosphorylated, Initiating, and elongating</td>
<td>N-terminal epitope in largest subunit of RNAP II holoenzyme</td>
</tr>
<tr>
<td>C21 (rabbit polyclonal)</td>
<td>All forms; unphosphorylated and phosphorylated</td>
<td>CTD repeats of the largest subunit of RNAP II holoenzyme</td>
</tr>
<tr>
<td>H14 (mouse monoclonal IgM)</td>
<td>RNAP II initiating complex</td>
<td>Ser-5-phosphorylated (S5p) CTD</td>
</tr>
<tr>
<td>ab5131 (rabbit polyclonal IgG)</td>
<td>RNAP II initiating complex</td>
<td>Ser-5-phosphorylated (S5p) CTD</td>
</tr>
<tr>
<td>H5 (mouse monoclonal IgM)</td>
<td>RNAP II elongating complex</td>
<td>Ser-2-phosphorylated (S2p) CTD</td>
</tr>
<tr>
<td>ab5095 (rabbit polyclonal IgG)</td>
<td>RNAP II elongating complex</td>
<td>Ser-2-phosphorylated (S2p) CTD</td>
</tr>
<tr>
<td>1Y27 (mouse monoclonal IgG)</td>
<td>All forms; unphosphorylated, Initiating, and elongating</td>
<td>RPB3, the third largest subunit of RNAP II holoenzyme</td>
</tr>
</tbody>
</table>
function in the expression of the sense transcripts (9,34,35). Even with a complex genomic structure, HSV-1 gene expression follows a well-defined cascade of IE, E, and L phases. Structural differences in promoter sequences appear to play a role in orchestrating the timing of viral gene expression. Expression of the IE genes is enhanced by the potent transcription transactivator VP16 (13,59,69), which is packaged inside the virion, and which recognizes a cis element within the IE gene promoters. ICP4, an IE protein acts as the major transactivator of early genes (47,128,137). Forty-four out of fifty-five L gene promoters lack upstream regulatory elements but harbor a downstream activation signal (DAS) located at +20 to +33 nt instead. The absence of upstream regulatory elements may explain in part why L gene expression is dependent on viral DNA replication (127).

Once activated, HSV-1 genes maintain active expression throughout the course of the infection. Until the onset of robust viral DNA replication, most of the genome is not being actively transcribed. However, when the Late genes becomes activated, the viral genome also becomes enriched with actively transcribing RNAP II. Because of the complex structure of the HSV-1 genome, multiple RNAP II complexes might compete for the same transcription start site, or conversely, transcription may start in the middle of what would be the coding sequence of an upstream ORF. Gene clusters adjacent to each other might also terminate very close in proximity. The combination of a high level of transcription and complex genome structure lends itself to possible collisions among transcribing RNAP II complexes. If left unresolved, the colliding RNAP II complexes could eventually become arrested and viral transcription would stall. Mammalian cells degrade elongating RNAP II that has become arrested due to DNA lesions through the transcription-coupled nucleotide excision repair (TC-NER) pathway (52,66,88,104). As Dai-Ju et al. have demonstrated, at late times in HSV-1 infection, RNAP II was ubiquitinated and subsequently degraded by the proteasome (37), similar to TC-NER. Proteasome inhibition in infected cells lead to a significant reduction in viral yield, supporting the idea that degradation of stalled elongating RNAP II complexes is necessary for productive HSV-1 infection.
In the current study, we attempted to establish direct evidence that transcription elongation complexes were becoming arrested on the HSV-1 genome by assessing RNAP II occupancy with ChIP-qPCR analysis. We tested U_{39/40}, an E gene cluster that is simpler in genomic structure and thus predicted to be less prone to experience arrested RNAP II. Though we found RNAP II occupancy that corroborated with the known expression patterns of U_{39} and U_{40} when using a pan-RNAP II antibody, we were unable to draw any conclusions about specific phosphoforms of RNAP II due to exceedingly high background levels. We also tested U_{44}, a L gene cluster that contains nested ORFs converging on termination sites in very close proximity, thus is predicted to be more prone to arrested RNAP II complexes at the peak of expression. We found the ChIP signals were too low to draw conclusions in the U_{44} data set, with pan-RNAP II and with phospho-form-specific RNAP II antibodies. We were unable to decipher a trend in RNAP II occupancy on the HSV-1 genome from these data.

We measured viral genomic DNA at all times tested in the experiment as a way to normalize ChIP signals over the course of the infections and found that on average, viral DNA increased 11 to 17 fold in an 10-hour period. Over the same time period, mean transcript copy numbers increased 4.85 and 5.62 fold after subtracting mouse IgG or IgM isotype controls for U_{39/40} and U_{44} respectively. Because ChIP signals were normalized to viral input DNA, the increase in transcript copy numbers was masked by the more rapid increase in viral genomic DNA, especially at late times in infection. ChIP signals could have been normalized to a cellular housekeeping gene such GAPDH or 18s rRNA, but cellular transcripts levels are not as stable in HSV-1 infected cells due to the de-stabilizing effect of the ICP0 protein (20,65) as well as inhibition of pre-mRNA splicing (141) and the degradation of cellular mRNA by the virion host shutoff ribonuclease vhs. Indeed, Watson et al. demonstrated that qPCR-based measurements of GAPDH and 18s rRNA showed large variability in HSV-1 infected cells (169). In a recent study, Eisenberg and Levanon examined the stability of human housekeeping genes by next generation RNA-seq analysis and found that expression of many traditional housekeeping genes was not as uniform as once thought (45).
study was done in uninfected cells, it is currently unknown if the RNA-seq results will show similar results in HSV-1 infected cells.

With the advances in massive parallel sequencing techniques, it is conceivable to perform our study using an RNA-seq approach. By analyzing the RNA species present in infected cells, one can infer the locations of pause/arrested RNAP II in the viral genome. RNA-seq should in theory, allow less dependence on the low efficiency of immunoprecipitation, which was exacerbated by a dwindling RNAP II population during HSV-1 lytic infection. This approach however, would not yield information regarding the phospho-state of RNAP II nor does it truly provide direct evidence of colliding RNAP II complexes on the viral genome.

This current study was unable to achieve its goal due to low immunoprecipitation efficiencies and lack of sufficient coverage of the viral genome. We could potentially address the low IP efficiency with a larger cell population and thereby increase the abundance of RNAP II in input material. Just as before, it remains critical to accurately quantify the amount of input chromatin prior to the IP reactions. The lack of coverage was due to the long preparative time required to generate the materials needed in the experiment, and could be addressed given more time. The only conclusion that can be drawn from these data is that HSV-1 DNA replication appeared to outpace viral transcription. This suggests that perhaps not all viral genomes participate in transcription, but given that we were only able to cover two gene clusters in this study, it will require more supporting data to substantiate.

Materials and Methods

Cells, viral strains and virus infections

HeLa cells were grown on minimal essential medium (MEM) containing 10% newborn calf serum. Rabbit skin fibroblasts (RSF) were grown on minimal essential medium supplemented with 8% fetal calf serum and 4% donor calf serum. HSV-1 wild-type (WT) strain KOS was described previously. HeLa cells
were infected with WT HSV-1 KOS as indicated at a multiplicity of infection (MOI) of 10 and were incubated at 37°C for the times indicated in the figure legends.

Western blot analysis

HeLa cells were infected as indicated in the figure legends. At the times indicated, cells were washed with cold phosphate-buffered saline (PBS) and harvested in 2X ESS loading buffer (20 mM Tris, 5 mM EDTA, 4% SDS, 10% 2-mercaptoethanol, 20% glycerol), as described previously (153,154). Cell lysates were fractionated on 5-15% gradient sodium dodecyl sulfate polyacrylamide gels (SDS-PAGE) and transferred to nitrocellulose membranes. Membranes were probed as described previously. Primary antibodies used for immuno-blotting were as follows: rabbit polyclonal anti-RPB1 N20 (Santa Cruz Biotechnology, Inc.) at 1:500; mouse monoclonal anti-RPB1 ARNA3 (EMD Millipore) at 1:500; mouse monoclonal anti-RPB3 1Y27 ChIP grade (Abcam) at 1:1,000; mouse monoclonal anti-RNAP II CTD 4H8 ChIP grade (Abcam) at 1:1,000; mouse monoclonal anti-RNAP II CTD phosphoserine-2 H5 ChIP grade (Abcam) at 1:2,500; mouse monoclonal anti-RNAP II CTD phosphoserine-5 H14 ChIP grade (Abcam) at 1:2,500.

Two-step chromatin immunoprecipitation (ChIP)

ChIP protocol was modified from Nowak et al (117). 4 X 10⁷ HeLa cells were infected as indicated in the figure legends. At the times indicated, cells were washed with room temperature phosphate-buffered saline (PBS) augmented with 1 mM MgCl₂ (PBS/Mg) three times. Cells were crosslinked at room temperature with 2 mM disuccinimidyl glutarate (DSG) in PBS/Mg on a platform rotator set to 80 rpm for 45 minutes, then washed with room temperature PBS three times. Cells were then crosslinked again at room temperature with 1% (v/v) formaldehyde in PBS/Mg rotating at 80 rpm for 15 minutes, then washed with room temperature PBS three times. Cells were scraped and transferred to 14 ml conical tubes; pelleted by centrifuging at 5,000 RPM (4°C) in a SS-34 fixed angle rotor for 3 minutes. The supernatant was aspirated and the cell pellet was flash frozen in liquid nitrogen and stored at -80°C until samples were ready for lysis and homogenization by sonication. Cell were lysed by gently re-suspending
the cell pellet in 900 µl L1 buffer (50 mM Tris-HCl, pH 8.0, 2 mM EDTA, 0.1% IGEPAL® 630 (Sigma-Aldrich), 10% glycerol, 1 mM dithiothreitol (DTT)) supplemented with protease inhibitors (4 mM Pefabloc® and 0.1 mg/ml leupectin) on ice for 15 minutes. Cytoplasmic content was separated by centrifuging at 1,200 x g in a refrigerated microfuge for 5 minutes and aspirated with the supernatant. The nuclear pellet was re-suspended in 500 µl sodium docecyl sulfate (SDS) lysis buffer (50 mM Tris-HCl, pH 8.0, 10 mM EDTA, 1% SDS) at room temperature. Chromatin was sonicated ten times at 10 watt in 15-second pulses with a minimum of a 1-minute break on ethanol-ice bath in between pulses to prevent overheating, using a Misonix Microson XL sonicator (Misonix, Inc.).

Average DNA fragment size was analyzed using a 20 µl aliquot of the sonicated chromatin taken from each sample. Samples were un-crosslinked at 65°C for 1 hour in 200 mM NaCl, 0.5% SDS, 200 µg/ml proteinase K (Life Technologies), and DNA was extracted with the phenol/chloroform, followed by ethanol precipitation overnight. DNA fragment sizes were visualized on 2% Tris-borate-EDTA (TBE) agarose gels, while DNA quantification was measured through absorbance at 260 nm using a NanoDrop® ND-1000 spectrophotometer (Thermo Scientific). Approximately 2.75 µg (55 OD260 units) of soluble chromatin per sample in no more than 100 µl volume was diluted with low ionic strength ChIP dilution buffer (50 mM NACl, 10 mM HEPES, pH 7.4, 1% IGEPAL® 630, 10% glycerol, 1 mM DTT) supplemented with proteinase inhibitors (4 mM Pefabloc® and 0.1 mg/ml leupectin) to a total volume of 900 µl. Five such dilutions were made for each sample prepared from 4 X 10^7 cells.

50 µl of Dynabead® Protein G were rinsed with 200 µl low ionic strength ChIP dilution buffer three times and blocked with 100 µg/ml sheared salmon sperm DNA (Life Technologies) in 200 µl low ionic strength ChIP dilution buffer on an end-over-end rotator at 4°C for 10 minutes. Four µg of anti-RNAP II antibodies, with the exceptions of H14 and H5, were added to the beads to bind at room temperature on an end-over-end rotator for 30 minutes. For the H14 and H5 antibodies, beads were first bound to 10 µg
rabbit anti-mouse IgM (Thermo Scientific) linker antibody, then 4 µg H14 or H5 antibody in the same manner as the other antibodies. Beads were then rinsed with 200 µl low ionic strength ChIP dilution buffer three times and gently re-suspended in 50 µl low ionic strength ChIP dilution buffer supplemented with protease inhibitors. Antibody-bound beads were added to diluted soluble chromatin samples to immunoprecipitate on a rotator at 4°C overnight.

Dynabeads, along with immunoprecipitated complexes were captured with a magnet and the supernatant was aspirated. Beads were washed twice with 500 µl low ionic strength ChIP dilution buffer, once with high-salt ChIP wash buffer (500 mM NaCl, 0.1% SDS, 1% IGEPAL® 630, 2 mM EDTA, 20 mM Tris-HCl, pH 8.0), once with LiCl ChIP wash buffer (0.25 M LiCl, 1% IGEPAL® 630, 1% deoxycholate, 1 mM EDTA, 10 mM Tris-HCl, pH 8.0), and twice with TE (10 mM Tris-HCl, pH 8.0, 1 mM EDTA). Immunoprecipitated complexes were eluted off the beads in 250 µl freshly prepared elution buffer (1% SDS, 0.1 M NaHCO₃) at 50°C for 15 minutes once, then again in 50 µl elution buffer at 50°C for 15 minutes. Both elution were combined and adjusted to 200 mM NaCl, 50 mM Tris-HCl, pH 6.8, 10 mM EDTA, 200 µg/ml proteinase K to un-crosslink at 65°C for 2 hours. DNA was extracted with the phenol/chloroform, followed by ethanol precipitation overnight. The resulting DNA pellet was re-suspended in 30 µl TE and the five identical ChIP reactions were pooled back as a single sample.

Quantitative polymerase chain reaction (qPCR) was performed using 3 µl of the ChIP DNA as the template, 2 pmole each of the forward and reverse primer, and 10 µl of the 2X iQ™ SYBR® Green Supermix (Bio-Rad Laboratories) on a Bio-Rad MyiQ real-time PCR detection system. PCR reactions with serially diluted known quantities of either pUC18-U439/40 or pUC18-U44 plasmid as templates were setup as standard curves, and known quantities of pUC18-h18srRNA with primer pair specific for the human 18s rRNA were setup as interplate calibrators in each run. PCR primer sequences can be found in Table 3-2.
<table>
<thead>
<tr>
<th>Gene</th>
<th>Segment</th>
<th>Forward</th>
<th>Reverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSV-1 U₃₉/₄₀</td>
<td>Promoter</td>
<td>5’ CACAGGTGGGTGCTTTGGAAAAC 3’</td>
<td>5’ GAAGAGTAGGCGAGACGGTC 3’</td>
</tr>
<tr>
<td></td>
<td>Proximal CDS</td>
<td>5’ TCTGGACCATTACGACTGTCAGTC 3’</td>
<td>5’ GCCGCGAAAAACGGTTTTAGG 3’</td>
</tr>
<tr>
<td></td>
<td>3’ UTR</td>
<td>5’ GGCGATCCAGATTCAAAAGTG 3’</td>
<td>5’ GTTTCCAGCCAGCGTTAAAG 3’</td>
</tr>
<tr>
<td></td>
<td>Poly-A signal</td>
<td>5’ GTGTCGACGACCTCCTACG 3’</td>
<td>5’ CCCTGACAAGAAATCAATGAGACC 3’</td>
</tr>
<tr>
<td>HSV-1 U₄₄</td>
<td>Promoter</td>
<td>5’ TGATTTCGCCATAACACCACCCAAC 3’</td>
<td>5’ GCATGAAAAACACCTCCACACG 3’</td>
</tr>
<tr>
<td></td>
<td>Proximal CDS</td>
<td>5’ CACCCGCATGGAGTTCCG 3’</td>
<td>5’ GCTGTCGACACCAGGAGTC 3’</td>
</tr>
<tr>
<td></td>
<td>3’ UTR</td>
<td>5’ ATAAAGCCGCCACCTCCTCC 3’</td>
<td>5’ GCCGTTGTGTGTTAGGAAAGC 3’</td>
</tr>
<tr>
<td>Human 1₈₈ rRNA</td>
<td>CDS</td>
<td>5’ CGGACAGGATTGACAGATTAGC 3’</td>
<td>5’ GAGTCTCGTTCCTATCGGAATTAACC 3’</td>
</tr>
</tbody>
</table>
Chapter 4
Investigation of Possible Involvement of Cellular General Transcription Factor TFIIS during HSV-1 Transcription

Summary

Transcription by RNAP II is intrinsically prone to pause and require the activities of general transcription factors (GTFs) to stimulate elongation. The GTF TFIIS has been shown to cleave the extendable 3’ end of the nascent transcript to promote proper alignment between DNA-RNAP II-RNA when the polymerase becomes blocked and therefore arrested on the template. Prolonged association of TFIIS with the polymerase might act as a trigger for the transcription-coupled nucleotide excision repair (TC-NER) pathway and could lead to proteasomal degradation of the elongating RNAP II. This may be similar to degradation of stalled elongating RNAP II by the proteasome at late times during herpes simplex virus type 1 infection, in a transcription dependent manner. We attempted to investigate possible involvement of TFIIS in HSV-1 transcription by examining its co-localization with RNAP II but inconsistent patterns were found among the three isoforms. Functional analysis by protein knock down experiments were not successful. Western blot analysis revealed that the antibodies used in the immunofluorescence experiments lacked specificity for their cognate target proteins. Thus, we do not have data supporting a role for TFIIS in HSV-1 transcription.
Introduction

Eukaryotic mRNA transcription by RNA polymerase II (RNAP II) is critical to the cell and thus is regulated at several points during the process. Beyond the basic regulation conferred by the promoters and sequence-specific transcription factors, transcription elongation can be influenced by chromatin modification, splicing, and termination (7,17,23,39,49,87). Even in the absence of nucleosomes, transcription elongation by RNAP II on a naked DNA template is non-continuous and pauses, backtracks and becomes arrested along the length of the template. Addition of general transcription factors (GTFs) such as TFIIS and TFIIF to highly purified in vitro systems have been found to increase the rate of transcription elongation (reviewed in (159)). While both TFIIS (6,81) and TFIIF (179,182) have been shown independently to stimulate resumption of RNAP II transcription after pausing, recent data demonstrated that the two GTFs might work synergistically (74,143).

The original TFIIS protein was first identified by Natori et al. in 1973 as a protein with ribonuclease H (RNase H) activity that stimulated RNAP II transcription (112,113). Subsequent studies found two related proteins with similar activities that were expressed in a tissue-specific manner (78,111). All three TFIIS proteins consist of three domains (I-III), with domain II being an alpha helical region that makes direct contact with RNAP II (8,81,172). When RNAP II becomes arrested on the DNA template while elongating, the polymerase loses physical contact with the 3’ end of the nascent transcript and backtracks 7-9 nucleotides (49,63). The RNase H activity of TFIIS cleaves the now extended 3’ end of the RNA and thereby re-establishes contact between the polymerase and the transcript to ensure proper alignment upon resumption of transcription. When RNAP II is physically blocked from elongation however, TFIIS activity is insufficient to help the polymerase bypass the obstacle, and the cell senses this as a potential site for DNA damage. Components of the transcription coupled nucleotide excision repair (TC-NER) pathway are then recruited to the site of the blockage and RNAP II becomes ubiquitinated to mark it for degradation by the proteasome, prior to DNA repair (reviewed in (158,174). It is thought that TFIIS might act as a sensor for
the TC-NER pathway in identifying DNA damage in the genome, and data showing TFIIS dynamically associating with elongating RNAP II lends support that perhaps prolonged association with the polymerase by TFIIS acts as a signal for TC-NER (33,83,125).

Dai-Ju et al. showed previously that elongating RNAP II was ubiquitinated and then degraded by the proteasome in HSV-1 infected cells at late times in infection (37). This degradation of elongating RNAP II was negated under transcription inhibition by actinomycin D. Dai-Ju et al. postulated that late in infection, the HSV-1 genome, which contains many nested open reading frames (ORFs), becomes crowded with actively transcribing RNAP II complexes and the complexes may collide or pile up. This would lead to arrest of the elongating RNAP II complexes and this could triggers degradation by the proteasome, similar to the TC-NER response. We set out to investigate if TFIIS is involved in HSV-1 transcription by immunofluorescence (IF) co-localization studies in HSV-1 infected cells and found that although some co-localization between TFIIS and RNAP II was observed, the patterns differed from those seen between TFIIS and viral transcription compartments. To examine if TFIIS plays a functional role in viral transcription transient knock down experiments were attempted but detection of the target proteins by Western blot analysis was obscured because the antibodies used were relatively non-specific. In light of the Western blot analysis, the validity of the IF co-localization results as well is also questionable.

Results

*TCEA2, a TFIIS isoform appeared to be relocalized in HSV-1 infected cells*

Transcription of mRNA by RNAP II is not continuous and there are many loci in the genome where the polymerase pauses before resuming transcription. These pause sites influence the *in vivo* kinetics of RNAP II transcription and there is evidence these pauses affect processing events such as splice site or poly-A signal choices (21,38,115). The GTF TFIIS was first identified as a positive transcription factor that stimulates RNAP II elongation (113). Subsequent experiments found that TFIIS stimulates RNPA II elongation by cleavage of the 3’ end of the paused transcript thereby promoting the proofreading activity
of the polymerase to maintain the proper alignment between the DNA-RNA-RNAP II complex when transcription resumes (81). Although a monomeric protein, TFIIS is encoded by three separate genes in humans (TCEA1-3) and appears to be expressed in a tissue-specific manner. The redundancy of protein function suggests that TFIIS activity is important for the cell.

Because TFIIS is involved in reinitiating transcription after RNAP II has encountered a pause site, we postulated that if robust HSV-1 transcription at late times in infection might lead to colliding RNAP II elongation complexes on the viral genome, perhaps TFIIS would be triggered to attempt to rescue viral transcription. To explore this possibility, immunofluorescence (IF) staining of all three isoforms of TFIIS was performed in RSF cells that were either mock infected or infected with WT HSV-1 for 8 hours (Figure 4-1). Both TCEA1 and TCEA3 were nuclear as expected and they remained nuclear in HSV-1 infected cells at 8 hours post infection. Unexpectedly, TCEA2 staining was much weaker and appeared to be diffusely localized in the cytoplasm in mock infected cell controls. At 8 hours post infection, approximately 25% of the HSV-1 infected cells showed TCEA2 staining that appeared globular within the nuclei (Figure 4-1, middle panel). These data suggested that although all three isoforms of TFIIS were expressed in the cultured RSF cells, only TCEA2 showed a change in its localization pattern in HSV-1 infected cells, which hinted at its possible involvement in HSV-1 transcription.

The initial TCEA2 IF staining was weak in mock infected cell controls and the increased intensity of the globular staining pattern observed in HSV-1 infected cells could have been due to upregulation of the TCEA2 gene. To examine this possibility, the transcript levels of both TCEA1 and TCEA2 was measured in HeLa cells infected with WT HSV-1 by reverse transcription quantitative polymerase chain reaction (RT-qPCR) at 0, 2, 4, and 8 hours post infection (Figure 4-2). qPCR primer pairs were designed to cover both proximal and distal coding sequences (CDS) of each transcript to ensure accurate quantification. Mock infected cells served as a baseline control for this experiment and the transcript levels for both TCEA1 and TCEA2 remain steady during the 8 hour timed course. In WT HSV-1 infected cells,
Figure 4-1: HSV-1 infected cells exhibited altered localization patterns in one of the TFII S isoforms. RSF cells were mock infected or infected with WT KOS HSV-1 at MOI of 10. At 8 hours post infection, cells were fixed in 3.7% formaldehyde and stained with primary antibodies against different isoforms of TFII S (TCEA1-3). Detection of the primary antibodies was done with FITC conjugated anti-mouse IgG secondary and DAPI marked the nuclei. All images were captured on a Zeiss Axiovert 200M microscope at 100X magnification.
TCEA1 and TCEA2 transcript levels decreased steadily and by the end of the 8 hour time course, levels fell an average of 23.8 and 52.3 fold respectively. Given that both TECA1 and TCEA2 transcript levels were decreased in HSV-1 infected cells, but only TCEA2 appeared to exhibit differential localization compared to mock infected cells, it appeared that the difference in TCEA2 staining patterns was not due to upregulation of the gene in HSV-1 infected cells.

To further examine the altered localization of TCEA2 in cells infected with WT HSV-1, we performed confocal IF microscopy to examine if TCEA2 co-localized with RNAP II in HSV-1 infected cells (Figure 4-3A). In mock-infected cells, the diffused cytoplasmic distribution of TCEA2 was still observed, but now TECA2 also appeared in small nuclear puncta owing to better optical resolution of the confocal microscope. RNAP II was also seen in small nuclear puncta but there did not appear to be significant co-localization of TCEA2 and RNAP II. At an early time in infection (4 hours), little or no cytoplasmic TCEA2 staining was observed while nuclear TCEA2 staining appeared to be in larger puncta compared to those seen in mock infected cells. RNAP II was observed either in small puncta that resembled splicing speckles, or in globular structures, which resembled HSV-1 transcription-replication compartments. Co-localization between TCEA2 and RNAP II was not observed. At a late time in infection (8 hours), TCEA2 was seen in large globular structures that resembled full-blown HSV-1 transcription-replication compartments and RNAP II appeared to be co-localized with TCEA2. These observations could suggest that RNAP II was paused on viral templates at a late time in infection and TFIIIS might be associated with RNAP II to overcome the pause.

Because TCEA2 staining patterns resembled HSV-1 viral transcription compartments, the co-localization experiments were repeated to examine possible co-localization of TCEA2 and ICP4, the major transcription transactivator of HSV-1, and which serves as a marker for viral transcription-replication compartments. TCEA2 was co-localized with ICP4 at both 4 and 8 hours post infection (Figure 4-3B). These results suggested that TCEA2, one of the TFIIIS isoforms might be involved in HSV-1 transcription.
Figure 4-2: TFIIIS transcript levels were lower in HSV-1 infected cells. HeLa cells were infected with WT HSV-1 at MOI of 10 and total RNA was extracted at times indicated. Total RNA was reverse-transcribed into cDNA and 1% of the cDNA was used as input template DNA in quantitative PCR analysis using primers targeting the A) TCEA1 transcripts and B) TCEA2 transcript. Data points represent the median copy number from three independent experiments and error bars represent the SEM.
Figure 4-3: TCEA2 was associated with RNAP II in both mock infected and HSV-1 infected cells, and appeared to be in HSV-1 transcription compartments.

RSF cells were mock infected or infected with WT KOS HSV-1 at MOI of 10 at 37°C. Cells were fixed in 3.7% formaldehyde at 4 or 8 hours post infection and stained with B01, a mouse polyclonal anti-TCEA2 antibody and A) ARNA3, a mouse monoclonal antibody recognizing all forms of RNAP II or B) P1101, a mouse monoclonal antibody recognizing HSV-1 ICP4 to mark viral transcription compartments. Anti-TCEA2 primary antibodies were detected using FITC conjugated anti-mouse IgG2a secondary antibodies, and anti-RNAP II/anti-ICP4 primary antibodies were detected with Texas Red conjugated anti-mouse IgG1 secondary antibodies. Cells were counterstained with DAPI to mark nuclei. All images were captured on a Zeiss LSM510 confocal microscope at 63X magnification.
Transcription inhibition by α-amanitin had different effects on TFIIS isoforms in HSV-1 infected cells

Previous studies by Dai-Ju et al. found that inhibition of RNAP II transcription by actinomycin D treatment in HSV-1 infected cells prevented degradation of RNAP II, compared to untreated controls (37). The collision model predicts many arrested RNAP II complexes on the viral genome and if true, one might expect a higher degree of co-localization between RNAP II and TFIIS, a protein that functions in re-initiation of paused polymerases. To test if TFIIS plays a functional role in HSV-1 transcription, we examined the co-localization patterns of TFIIS isoforms and RNAP II in the absence or presence of the potent RNAP II transcription inhibitor α-amanitin.

In mock infected cells treated with α-amanitin, RNAP II became highly associated with either TCEA1 or TCEA3 (Figures 4-4 and Figure 4-6, panels A and B). We did not observe any change in TCEA2 association with RNAP II in mock infected cells treated with α-amanitin however (Figure 4-5A-B). In WT HSV-1 infected cells, α-amanitin appeared to affect each of the TFIIS isoforms differently. For TCEA1, transcription inhibition by α-amanitin unexpectedly eliminated much of its association with RNAP II (Figure 4-4C-F). Localization of RNAP II and TCEA2 following α-amanitin treatment showed slightly more RNAP II associated with TCEA2 in HSV-1 infected cells at an early time in infection and but treated cells were indistinguishable from untreated controls at a later time in infection (Figure 4-5C-F). TCEA3 appeared to be highly associated with RNAP II in HSV-1 infected cells throughout the course of the infection and treatment of α-amanitin did little to alter that pattern (Figure 4-6C-F).

In a parallel experiment, ICP4 was co-stained to mark viral transcription compartments, with each of the TFIIS isoforms to determine if α-amanitin treatment affected TFIIS localization to viral replication compartments. The patterns observed between RNAP II and each of the TFIIS isoforms did not coincide with those seen between ICP4 and the same TFIIS isoforms. TCEA1 co-localized with ICP4 at both early and late times in infection, regardless of α-amanitin treatment status (Figure 4-4I-L). Contrary to previous results, TCEA2 co-localized with ICP4 early in infection but not at late times (Figure 4-5I, K).
Figure 4-4: TCEA1 and RNAP II co-localized in HSV-1 infected cells when treated with α-amanitin. HeLa cells were mock infected or infected with WT HSV-1 at MOI of 10. Cells were either left untreated or treated with 20 µg/ml α-amanitin for the duration of the infection. Cells were fixed in 3.7% formaldehyde and stained with primary antibodies against TCEA1 and A-F) RNAP II or G-L) HSV-1 ICP4 to mark viral transcription compartments at times indicated in figure. Mouse anti-TCEA1 monoclonal antibody was detected using the Alexa Fluor 488 conjugated anti-mouse IgG2a secondary antibody and anti-RNAP II and anti-ICP4 monoclonal antibodies were detected using the Alexa Fluor 595 conjugated anti-mouse IgG1 secondary antibody. All images were captured on a Zeiss LSM510 confocal microscope using a 63X oil immersion objective with Z-stacks. Each Z-stack was represented as max projections and analyzed at the pixel level to generate the co-localized panels using the Volocity software.
Figure 4-5: TCEA2 and RNAP II co-localized in HSV-1 infected cells when treated with α-amanitin.

HeLa cells were mock infected or infected with WT HSV-1 at MOI of 10. Cells were either left untreated or treated with 20 μg/ml α-amanitin for the duration of the infection. Cells were fixed in 3.7% formaldehyde and stained with primary antibodies against TCEA2 and A-F) RNAP II or G-L) HSV-1 ICP4 to mark viral transcription compartments at times indicated in figure. Mouse anti-TCEA2 polyclonal antibody was detected using the Alexa Fluor 488 conjugated anti-mouse IgG2a secondary antibody and anti-RNAP II and anti-ICP4 monoclonal antibodies were detected using the Alexa Fluor 595 conjugated anti-mouse IgG1 secondary antibody. All images were captured using a Zeiss LSM510 confocal microscope using a 63X oil immersion objective with Z-stacks. Each Z-stack was represented as max projections and analyzed at the pixel level to generate the co-localized panels using the Volocity software.
Figure 4-6: TCEA3 and RNAP II co-localized in HSV-1 infected cells.
HeLa cells were mock infected or infected with WT HSV-1 at MOI of 10. Cells were either left untreated or treated with 20 µg/ml α-amanitin for the duration of the infection. Cells were fixed in 3.7% formaldehyde and stained with primary antibodies against TCEA3 and RNAP II or HSV-1 ICP4 to mark viral transcription compartments at times indicated in figure. Mouse anti-TCEA3 monoclonal antibody was detected using the Alexa Fluor 488 conjugated anti-mouse IgG2a secondary antibody and anti-RNAP II and anti-ICP4 monoclonal antibodies were detected using the Alexa Fluor 595 conjugated anti-mouse IgG1 secondary antibody. All images were captured on a Zeiss LSM510 confocal microscope using a 63X oil immersion objective with Z-stacks. Each Z-stack was represented as max projections and analyzed at the pixel level to generate the co-localized panels using the Volocity software.
Transcription inhibition by α-amanitin did not appear to affect this localization pattern at 4 hours post infection, but at 8 hours post infection, there was an increase in co-localization between TCEA2 and ICP4 when the cells were treated with α-amanitin. HSV-1 infected cells treated with α-amanitin exhibited a much lower level of co-localization of TCEA-3 with ICP4 late in infection (Figure 4-6I-L). There was no consensus from these results across the three isoforms of TFIIS and even within each isoform. No correlation was observed between changes in TFIIS-RNAP II co-localization and those in TFIIS-ICP4 co-localization with or without transcription inhibition using α-amanitin.

Assessing TFIIS involvement in HSV-1 transcription by functional knockdown assays

With no consistent results from the IF co-localization experiments, we attempted to assess the possible role of TFIIS in HSV-1 lytic infection by individual knockdown of the isoforms. The pSuperior plasmid based shRNA expression system was used with its additional selective puromycin marker to ensure that nearly all of the infected cells would also express anti-TFIIS shRNA. To establish the level of puromycin selection in HeLa cells, we mock transfected or transfected cells with 2 µg of pSuperior vector plasmid for 24 hours and then incubated the cells either in the absence or presence of 1 µg/ml puromycin for up to 36 additional hours. Cell survival was estimated by counting crystal violet stained cells that remained on the culturing vessels at 12, 24, and 36 hours post selection (Figure 4-7A). In the pSuperior-transfected but not puromycin-selected controls, an overall lower rate of survival was observed compared to mock transfected counterparts, indicating that transfection of the pSuperior plasmid itself carried a survival cost to the cells. When cells under puromycin selection were compared to non-selected controls, it was found that at 36 hours post selection, the pSuperior vector did not confer protection compared to mock transfection. Approximately 49% of the mock transfected cells survived under puromycin selection, while 59% of the pSuperior transfected cells survived under the same conditions by the end of the experiment. The difference in survival was statistically insignificant.
To account for the possibility that pSuperior transfection did not confer protection from puromycin selection, we repeated the experiment with the addition of pGFP controls. Cells were mock transfected or transfected with 2 µg of either pGFP or pSuperior vector plasmid for 24 hours and then incubated in the absence or presence of 1 µg/ml puromycin for additional 24 or 48 hours (Figure 4-7B-C). Without puromycin selection, mock transfected controls remained constant in estimated cell counts, while pGFP transfected cells although fewer in estimated number, also remained relatively constant. pSuperior transfected cells again showed a decrease of 39% and 70% at 24 and 48 hours respectively compared to the initial estimate at the start of the experiment. At 24 hours post selection, mock transfected cells had a relative 77% survival compared to the same cells without puromycin selection, comparable to the 76% relative survival for cells that were transfected with pSuperior vector. At 48 hours post selection, mock transfected cells had a relative survival rate of 17% compared to 44% relative survival rate among pSuperior transfected cells. While pSuperior transfection appeared to confer protection from puromycin, the loss in cell counts from transfection alone was too high and there were too few cells to work with.

In an attempt to reduce toxicity from transfection, a puromycin kill curve analysis was performed comparing a reduced amount of plasmid DNA at 0.5 µg per 10⁵ cells to the standard 2 µg per 10⁵ cells (Figure 4-8). pGFP once again served as our transfection efficiency control in the experiment, and we did not observe more GFP positive cells when transfection was done with 2 µg of DNA compared to 0.5 µg of DNA. However, we observed similar levels of protection from puromycin whether the cells were transfected with 0.5 µg or 2 µg of the pSuperior vector, at both 24 and 48 hours post selection. The mock transfection controls continued to exhibit resistance to puromycin selection, with relative survival rates at 78% and 51% at 24 and 48 hours post selection respectively. These results suggested that 1 µg/ml puromycin selection was insufficient.
Figure 4-7: pSuperior vector did not protect HeLa cells from puromycin selection.
HeLa cells were mock transfected or transfected with 2 µg pSuperior vector plasmid DNA for 24 hours. Cells were then incubated in the absence or presence of 1 µg/ml puromycin for up to 36 hours after transfection. Cells were stained with crystal violet and ten fields at 20X magnification were counted to estimate the average number of cells remaining in each field at times indicated. Error bars represent standard deviations. All images were captured on a Zeiss Axiovert 200M microscope at 20X magnification, and analyzed using the Volocity software.
To establish a more efficient puromycin selection scheme, a protocol was tested in which cells were placed under higher puromycin selection at 5 \( \mu g/ml \) for 24 hours after the initial 24-hour transfection period, followed by puromycin maintenance at either 1 or 2 \( \mu g/ml \) for up to additional 72 hours. Cell were stained with DAPI and counted using the Volocity software. We found pSuperior transfected cells were able to maintain a steady cell count when the initial selection phase was skipped and cells were maintained under 1 or 2 \( \mu g/ml \) of puromycin. This was in contrast to mock transfected controls where both 1 and 2 \( \mu g/ml \) of puromycin in the maintenance phase resulted in total cell death, despite no initial selection phase (Figure 4-9A). When the 5 \( \mu g/ml \) puromycin selection was applied prior to the maintenance phase, higher numbers of cells were lost as expected, but some pSuperior transfected cells were able to persist in contrast to significant decreases in mock transfected controls after 24 hour of maintenance (Figure 4-9B). Thus, HeLa cells required a more stringent puromycin selection scheme and the greater loss in cell counts post selection can be countered by increasing the initial population.

Prior to testing TFIIS knockdown by short hairpin RNA (shRNA) expression, we tested the antibodies that were used in the IF experiments for specificity on Western blots (Figure 4-10A-C, left panels). The 35kDa (TCEA1/2) and 38kDa (TCEA3) bands from fractionating HeLa whole cell lysates were visible but faint. In additional to the bands at the expected molecular weight, several strong bands of higher molecular weight were also observed. Because TFIIS proteins are not known to be post-translationally modified, these other protein species may be due to non-specific cross-reactivity. However because a faint band of the correct size could be detected in each case, protein levels in the knockdown experiments relative to vector controls were compared using these antibodies.

Short hairpin RNA (shRNA) inserts were cloned into the pSuperior vector to be expressed under a RNAP III promoter and the reduction in TFIIS protein levels in transfected cells was monitored. Four shRNA expression constructs were made for each of the three TFIIS isoforms and one WWP2-specific shRNA construct was made to account for possible off-target effects. HeLa cells were transfected for 24 hours,
Figure 4-8: HeLa cells exhibited resistance to puromycin selection. HeLa cells were mock transfected or transfected with either 0.5 µg (L) or 2 µg (H) pGFP or pSuperior vector plasmid DNA for 24 hours. Cells were incubated in the absence or presence or 1 µg/ml puromycin selection agent for up to 48 hours after transfection. A) Cells were stained with DAPI and ten fields at 40X magnification were counted to estimate the average number of cells remaining in each field at times indicated. B) GFP-positive cells were counted to estimate transfection efficiency in the experiment. Error bars represent standard error of means. All images were captured on a Zeiss Axiovert 200M microscope at 20X magnification, and analyzed using the Volocity software.
Figure 4-9: HeLa cells were unable to recover from strong puromycin selection. HeLa cells were mock transfected or transfected with 2 µg pGFP or pSuperior vector plasmid DNA for 24 hours. Cells were then incubated in the A) absence or B) presence of 5 µg/ml puromycin selection agent for 24 hours after transfection. Cells were rinsed with PBS and then incubated in the absence or presence of 1 µg/ml or 2 µg/ml puromycin to maintain selection for additional 72 hours. Cells were stained with DAPI and ten fields at 40X magnification were counted to estimate the average number of cells remaining in each field at times indicated. All images were captured on a Zeiss Axiovert 200M microscope at 20X magnification, and analyzed using the Volocity software.
followed by a 24-hour 5 µg/ml puromycin selection period and cells were maintained on 1 µg/ml puromycin for an additional 48 hours after selection to ensure that only transfected cells survived. We found that none of the shRNA expression constructs was able to reduce its putative target protein level (Figure 4-10A-C, right panels) in these experiments based upon the Western blot analysis. In some cases, the Western blots showed that expression of some of the shRNA constructs actually resulted in higher putative target protein levels. These results again raised serious concerns as to the specificity of the antibodies used in these experiments.

To test the specificity of the antibodies, HeLa cells were transfected with FLAG-tagged TCEA constructs FLAG-TCEA1 or FLAG-TCEA2 for 48 hours and then mock infected or infected with WT HSV-1 for 8 hours. Cell lysates were analyze by Western blots. Cells transiently expressing FLAG-tag alone or FLAG-tagged cap-binding protein 80 (FLAG-CBP80) or hexamethylene bis-acetamide inducible protein 1 (FLAG-HEXIM1) served as controls (Figure 4-11). When the blot was probed with anti-FLAG antibody, strong signals were observed from HSV-1 infected cells expressing FLAG-CBP80, as well as cells expressing FLAG-TCEA1 and FLAG-TCEA2 at the expected molecular weight. FLAG-HEXIM1 appeared to be under-expressed in this experiment for reasons unknown. Probing the same blot with anti-TCEA1 antibody yielded similar banding patterns as before, with a double band at approximately 35 kDa. Not only was this a mismatch to the 40 kDa band of FLAG-TCEA1 when probed with anti-FLAG antibody, the anti-TCEA1 antibody failed to pick up elevated TCEA1 protein levels in cells that were over expressing FLAG-TCEA1 (compare Figure 4-11A and B). These results provide strong evidence that the anti-TCEA1 antibody did not in fact recognize TCEA1 as its cognate target. A satisfactory signal from anti-TCEA2 Western blots could not be observed at the time of writing of this dissertation, but because a 37 kDa band was not observed in previous anti-TCEA2 blots, it is likely that this antibody also lacked specificity for its intended target protein.
Figure 4-10: Multiple proteins reacted with anti-TFIIS antibodies in Western blot analysis. HeLa cells were mock transfected or transfected with 2 µg of pSuperior derived constructs expressing shRNA targeting different TFIIS isoforms (TCEA1-3) for 48 hours. Whole cells lysates were prepared at times indicated and fractionated on 10% SDS-polyacrylamide gels and probed with either anti-TCEA1, anti-TCEA2, or anti-TCEA3 primary antibody in Western blot analysis. Lamin A/C served as loading control in each experiment.
**Figure 4-11: Anti-TCEA1 antibody cross-reacted nonspecifically.**

HeLa cells overexpressing FLAG-tagged proteins were mock infected (M) or infected with WT HSV-1 (K) at MOI of 10 for 8 hours. Whole cell lysates were prepared and fractionated on 5-15% SDS-PAGE gels and probed with **A)** anti-FLAG and **B)** anti-TCEA1 primary antibodies in Western blot analysis. **C)** ICP4 served as infection control and **D)** lamin A/C served as loading control.
Discussion

Transcription and DNA repair have been known to be linked for a long time and many studies have shown that the cell repairs DNA damage on the strand being transcribed for transcriptionally active genes faster than the non-transcribed strand or on transcriptionally silent regions of the genome (52,88,104). The TC-NER pathway is not only a defense for genome stability, but also appears to protect cells from p53-mediated apoptosis by preventing persistent blockage of elongating RNAP II (52,73). While the TC-NER pathway is an important defense mechanism for the cell against DNA lesions, it is also important for the cell not to mark paused RNAP II as being arrested, which can then lead to proteasomal degradation of the polymerase as well as unfinished transcripts. The GTF TFIIS stimulates RNAP II elongation through its RNase H activity and helps to maintain proper alignment of the DNA-RNAP II-RNA complex after polymerase pausing.

In the current study, we investigated whether or not TFIIS is involved in HSV-1 transcription based on the model of colliding RNAP II complexes being cleared by proteasomal degradation when viral transcriptional activity is high. Prior to degradation, elongation stimulating factors such as TFIIS could be recruited to arrested RNAP II to attempt to restart transcription. Although preliminary evidence suggested that one of the isoforms of TFIIS might be re-localized to HSV-1 transcription compartments in the IF experiments, higher resolution confocal co-localization studies did not show consistent co-localization patterns between TFIIS and RNAP II nor between TFIIS and viral transcription-replication compartments. Functional knockdown experiments were unsuccessful as well, however, interpretation of the knockdown experiments was clouded by the lack of specificity of the three commercial antibodies that were used to detect TCEA isoforms. Several strong bands of both higher and lower molecular weight than predicted for TCEA proteins were seen on each blot so that identification of the correct band was not possible. Further, TCEA1 and TCEA2 antibodies failed to recognize FLAG-tagged TCEA1 and TCEA2 on Western blots, casting further doubt about the specificity of these antibodies. This result also brings into question all of
the co-localization studies using immunofluorescence because it is unclear which cellular proteins were being stained with these relatively nonspecific antibodies.

While these studies provided no evidence that TFIIS is involved in HSV-1 transcription, because of the importance of TC-NER in the cell, it may be worth examining other components in the pathway. Two mechanisms have been proposed for the resolution of arrested RNAP II at the arrest site to allow access to the repair components in the pathway (158). In one model, the Cockayne syndrome protein B (CSB), a SWI/SNF-like enzyme translocates the arrested RNAP II on the DNA template to allow repair components access to the DNA lesion. Cells with dysfunctional CSB proteins are severely impaired in DNA repair and are unable to recover RNA synthesis following DNA damage. If the collision model is correct, we might expect to see a higher degree of association between RNAP II and CSB during HSV-1 infection. We would not predict that CSB plays a functional role in HSV-1 transcription since the arrest of RNAP II is due to collision of transcription complexes rather than DNA damage. The alternative mechanism in which the RNAP II translocation by the action of CSB proves to be insufficient or impossible, then the polymerase is removed by proteolysis (91,129). In this pathway, the CSA protein, an E3 ubiquitin ligase, polyubiquitinates RNAP II to mark the polymerase for degradation. The COP9 signalsome complex (CSN) has been found to interact with the CSA-Cullin4A complex to inhibit the E3 ubiquitin ligase activity of CSA (77). Because degradation of stalled elongating RNAP II appears to be beneficial for productive HSV-1 infection, inhibition of CSA E3 ubiquitin ligase activity either by a CSA knockout or overexpression of CSN components might also negatively impact viral yield. An overexpression of CSA in HSV-1 infected cells could also prove to be interesting. Though the RNAP II collision model proposes that the removal of stalled RNAP II by the proteasome is necessary to resolve arrested transcription complexes, there must be a minimum level of RNAP II required to sustain the high level of viral transcription in HSV-1 infected cells. Would an increase in CSA activity tip the balance against the virus by accelerating proteolysis of RNAP II?
Materials and Methods

Cells, viral strains, and virus infection

HeLa cells were grown on minimal essential medium (MEM) containing 10% newborn calf serum. Rabbit skin fibroblasts (RSF) and Vero cells were grown on minimal essential medium supplemented with 8% fetal calf serum and 4% donor calf serum. HSV-1 wild-type (WT) strain KOS was described previously. HeLa cells were infected with WT HSV-1 KOS as indicated at a multiplicity of infection (MOI) of 10 and were incubated at 37°C for the times indicated in the figure legends.

shRNA expression vector construction, transfection and puromycin selection

pSuperior (OligoEngine) based shRNA expression plasmids TFIIS isoforms were constructed by insertions of target-specific sequences according to manufacturer’s protocol. The insertion sequences were designed using the siDESIGN Center tool (GE Dharmcon). For puromycin selection experiments, plasmid DNA was transfected into cells using Lipofectamine 2000 reagent (Invitrogen) according to the manufacturer’s protocol for 24 hours, then incubated in MEM supplemented with puromycin selective agent at concentrations indicated in figures. Cells were either stained with crystal violet or DAPI to facilitate imaging using a Zeiss Axiovert 200M microscope. Cell counts were estimated using Volocity software (Perkin Elmer). Experiments were performed in triplicate and at least three fields were counted for each. For transfection/infection experiments, plasmid DNA was transfected into cells for 24 hours, then infected with WT HSV-1 KOS for 8 hours.

Western blot analysis

HeLa cells were transfected and then infected as indicated in the figure legends. At the times indicated, cells were washed with cold phosphate-buffered saline (PBS) and harvested in cold PBS supplemented with protease inhibitors (4 mM Pefabloc® and 0.1 mg/ml leupectin). Cells were pelleted by centrifugation at 5,000 RPM for 3 minutes at 4°C and resuspended in low-salt lysis buffer (10 mM Tris-HCl, pH 7.5, 3 mM CaCl₂, 2 mM MgCl₂, 0.5% NP-40) for 5 minutes then lysed by syringe passages. NaCl was
added to each sample to final concentration of 500 mM. Whole cell lysates (WCL) were quantified for total protein content in triplicate by Bradford assays (Coomassie Plus, Thermo Scientific) according to manufacturer’s protocol. Sample aliquots containing 30 µg of total protein were diluted with low-salt lysis buffer to final volume of 90 µl and mixed with 6X ESS loading buffer (350 mM Tris-HCl, 600 mM DTT, 10% SDS, 30% glycerol, 0.125% bromophenol blue), as described previously. WCL were fractionated on 5-15% gradient sodium dodecyl sulfate polyacrylamide gels (SDS-PAGE) and transferred to nitrocellulose membranes. Membranes were probed as described previously. Primary antibodies used for immunoblotting were as follows: mouse monoclonal anti-TCEA1 (Abcam) at 1:500; rabbit polyclonal anti-TCEA2 (Abcam) at 1:500; mouse monoclonal anti-TCEA3 (Abnova) at 1:2,000; mouse monoclonal anti-FLAG epitope M2 (Sigma-Aldrich) at 1:1,000; rabbit polyclonal anti-Lamin A/C (Cell Signaling Technology) at 1:2,000; mouse monoclonal anti-ICP4 (P1101; Virusys) at 1:5,000.

**Immunofluorescence confocal microscopy**

HeLa cells grown on glass cover slips were infected as described in the figure legends. Cells were either untreated or were incubated with MEM supplemented with 20 µg/ml α-amanitin as indicated in the figure legends. Cells were fixed with 3.7% formaldehyde at the times indicated and immunofluorescent staining was performed as described previously. Cells were stained with anti-TCEA1 (Abcam) at 1:50; anti-TCEA2 (Abnova) at 1:50; anti-TCEA3 (Abnova) at 1:100; anti-RNAP II antibody ARNA3 (EMD Millipore) at 1:50; anti-ICP4 (P1101) at 1:500. Alexa Fluor® conjugated anti-mouse IgG subtype specific secondary antibodies were used to recognize primary antibodies as described in figures. Z-stacks were captured in 1.0 µm optical slices with 0.5 µm overlapping in between slices using a Zeiss LSM510 confocal microscope with a 63X oil immersion objective. Z-stacks were de-convoluted and analyzed for co-localized pixels in the Volocity software.
RNA extraction, cDNA synthesis, and quantitative PCR

HeLa cells were infected as described in the figures and total RNA was extracted at the times indicated using the TRIzol® reagent (Life Technologies) according to the manufacturer’s protocol. Total RNA was quantified using a NanoDrop® ND-1000 spectrophotometer (Thermo Scientific) prior to reverse transcription. 1 µg of total RNA was reverse transcribed into cDNA using the iScript™ cDNA synthesis kit (Bio-Rad) according to manufacturer’s protocol. qPCR analysis was performed using 2 µl of cDNA template DNA, 2 pmole each of the forward and reverse primer, and 10 µl of the 2X iQ™ SYBR® Green Supermix (Bio-Rad Laboratories) on a Bio-Rad MyiQ real-time PCR detection system. Serially diluted known quantities of pCMV-3tag-TCEA1 or pCMV-3tag-TCEA2 plasmid served as standard curves to quantify TCEA1 and TCEA2 transcript levels respectively. Three independent experiments were analyzed by qPCR in triplicates. PCR primer sequences can be found in Table 4-1.
Table 4-1: TCEA1/2 qPCR primers

<table>
<thead>
<tr>
<th>Gene</th>
<th>Segment</th>
<th>Primers Forward</th>
<th>Primers Reverse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5’ CTATTCGCAAGCAGAGTACAGATG 3’</td>
<td>5’ CAAGGTCTTTCTCAGTTGATGGC 3’</td>
</tr>
<tr>
<td>TCEA1</td>
<td>Proximal CDS</td>
<td>5’ AAAGAAGCCATCAGAGAGCATCAG 3’</td>
<td>5’ TGTCATTTGCTCATCAGCCTACG 3’</td>
</tr>
<tr>
<td></td>
<td>Distal  CDS</td>
<td>5’ GGATGTCTGTCAACGCCCTTC 3’</td>
<td>5’ CCCGCTCCCTGGCTTTGG 3’</td>
</tr>
<tr>
<td>TCEA2</td>
<td>Proximal CDS</td>
<td>5’ GCGGCGGAATGTGCTGTG 3’</td>
<td>5’ TCTGGTGCTCTCGGATGGC 3’</td>
</tr>
<tr>
<td></td>
<td>Distal  CDS</td>
<td>5’ GCGGCGGAATGTGCTGTG 3’</td>
<td>5’ TCTGGTGCTCTCGGATGGC 3’</td>
</tr>
</tbody>
</table>
Chapter 5
The Collision Model of RNAP II in HSV-1 infection

The studies detailed in this thesis began with the observations of an intermediately phosphorylated RNAP II in HSV-1 infected cells by the Rice laboratory and work done by our own lab revealing that elongating RNAP II is degraded at late times in HSV-1 infection. Work from the Rice lab have subsequently discovered another mechanism by which the serine-2 elongating form of RNAP II is decreased through the action of a HSV-1 protein ICP22, although the details have not yet been elucidated. Other groups also have reported results that might implicate viral kinases UL13 and US3 in affecting the phosphorylation state of RNAP II, but to date, phosphorylation sites on RNAP II CTD specific to HSV-1 infected cells have not been identified. Nevertheless, it is attractive to think that perhaps the virus modifies RNAP II differently from its host cell and this somehow tilts in favor of the expression of viral genes. It seems unusual and puzzling that HSV-1 would induce a degradation of the polymerase that it requires for its own gene expression at a time of highly active viral gene expression. Furthermore, we can observe the degradation of elongating RNAP II starting at about six hours post infection, before the completion of viral replication cycle at around sixteen hours post infection in cell culture models. Dai-Ju et al. prevented RNAP II degradation with proteasome inhibitors and found that it had a negative effect on the yield of viral progeny and on late protein levels. These results led to the proposal of the collision model that is central to this thesis.

The collision model proposes that the combination of a compact genome with many nested ORFs and highly active transcription could lead to collisions of RNAP II complexes that are transcribing the HSV-1 genome. These collisions if left unresolved, can lead to RNAP IIs becoming arrested on the viral genome and could trigger proteasomal degradation to clear the stalled complexes. At the start of the infection, only five IE genes are actively transcribed and levels of RNAP II remain similar to uninfected cells. At about five hours post infection, viral DNA synthesis begins and early gene expression is starting to peak while
late gene transcription begins. These events coincide with the appearance of the intermediately phosphorylated RNAP II described by the Rice lab and the first noticeable decrease of elongating RNAP II in cells infected with WT HSV-1. As infection progresses, DNA synthesis continues and by eight hours post infection, the entire HSV-1 genome is actively transcribed. By this time, the phospho-serine 2 form of RNAP II is significantly decreased as measured by by Western blot analysis. Overall, the amount of activity on the HSV-1 genome appears to have an inverse relationship with the level of elongating RNAP II in infected cells, and indeed, inhibiting viral transcription did prevent RNAP II degradation.

The intermediately phosphorylated RNAP II first described by the Rice lab could well be at least partially responsible for a dwindling population of phospho-serine-2 RNAP II. The sites of phosphorylation of this intermediate form have not been elucidated. The HSV-1 kinase Ul3 has been shown by the Rice group to be required, along with ICP22 for the detection of the intermediate form. It has also been shown by the Blaho group that this form is not apparent in all cell types. The intermediate form is more apparent in Vero cells compared to HeLa cells and HEL cells. Further, deletion of ICP22, which results in the disappearance of the intermediate form does not have a significant effect on HSV-1 transcription in primate cell lines, although there is a host range effect with ICP22 deletion mutants replicating poorly in hamster cell lines.

Because there is a pronounced decrease in the serine-2 phosphorylated form of RNAP II during HSV-I infection, Rice and his colleagues postulated that this form might not be required during infection for viral transcription. To test the notion that HSV-1 transcription elongation might not require RNAP II phosphorylated at serine 2 residues, we tested the effects on HSV-1 transcription of inhibiting CDK9, the cellular kinase that is responsible for this modification. In experiments detailed in Chapter 2, we found that inhibiting CDK9 kinase activity through small molecules DRB and flavopiridol strongly affected HSV-1 nascent RNA synthesis and mRNA accumulation in a negative way. Overexpression of HEXIM1, an endogenous CDK9 negative regulator, or expression of CDK9 harboring a kinase-dead mutation, had
similar effects. Not surprisingly, inhibition of CDK9 reduced viral progeny yields by almost 100-fold. Our results strongly suggest that CDK9 kinase activity, and therefore phosphorylation of serine 2 residues on RNAP II CTD is required in HSV-1 transcription as it is in its host cell. Instead of a novel form of RNAP II induced by HSV-1, the intermediately phosphorylated RNAP II perhaps results from the combination of proteasomal degradation of elongating RNAP II and heightened cycling of RNAP II between hyperphosphorylated forms during initiation and elongation and hypophosphorylated forms for pre-initiation in infected cells.

To truly substantiate the collision model in HSV-1 infected cells, it is important to determine if RNAP II complexes are stalled on the viral genome at times when transcription is highly active. We attempted ChIP-qPCR analysis of two gene clusters in the viral genome in Chapter 3. The optimization experiment results showed promising efficiency for four of the anti-RNAP II antibodies, but the actual experimental results were inconsistent and there was a high signal to noise ratio. The 4H8 antibody was the only antibody that gave somewhat consistent results, but only the Early UL39/40 gene cluster results matched their expected expression profile. The Late UL44 gene cluster did not show a RNAP II occupancy map expected of its expression profile and the quality of the data was questionable. We have failed find direct evidence that transcribing RNAP II complexes collide at late times in HSV-1 infected cells. A more comprehensive approach of RNA-seq analysis might be more fruitful in the future.

The collision model of elongating RNAP II in HSV-1 infected cells may have similarities to transcription-coupled DNA repair. DNA repair has been long been known to be coupled with transcription, and actively transcribing genes are repaired faster than silent ones. Although it has been shown to stimulate RNAP II elongation, the GTF TFIIS has been recently been suggested to be one of the “sensors” in the transcription-coupled DNA repair pathway. We explored the potential involvement of TFIIS in HSV-1 transcription in Chapter 4. Preliminary results showed that one of the TFIIS isoforms relocalized to the nuclei of HSV-1 infected cells and suggested that TFIIS might colocalize with viral transcription-replication
compartments. Higher resolution confocal analysis however, found inconsistent co-localization patterns between TFIIS and RNAP II and the confocal results did not support the preliminary studies that suggested that TFIIS co-localized with viral transcription-replication compartments. When attempting to perform functional analysis by knocking down TFIIS, we discovered that the antibodies we were using lack the specificities claimed by the manufacturers. This of course, nullified our initial results. At this time, we do not have any data supporting the notion that TFIIS functions as a sensor protein as it does in transcription-coupled DNA repair, during HSV-1 infection.

In summary, this thesis investigated aspects of the collision model of elongating RNAP II during HSV-1 lytic infection. We provided support that viral transcription required RNAP II CTD phosphorylation at serine 2 residues by CDK9 (Chapter 2), attempted to assess RNAP II occupancy on the viral genome during lytic infection (Chapter 3), and explored possible involvement of TFIIS, a host cell component of the transcription-coupled DNA repair pathway (Chapter 4). While we could not draw definitive conclusions from the ChIP-qPCR analysis, we were able to generate ChIP results that matched the expected expression profile of an Early viral gene, even at late times in infection when RNAP II levels are low. With refinement of the protocol and expanded genome coverage, better insight might be gained on RNAP II occupancy on the HSV-1 genome. An unexpected result from the experiment was that viral DNA appeared to replicate at a faster pace than viral transcription in this experiment. This finding is preliminary and would benefit from the proposed expansion in scope. The results on TFIIS in HSV-1 infected cells might have been an artifact of the nonspecific antibodies that were used. It is still possible that the collision model is linked to the transcription-coupled DNA repair pathway and exploration of other components in the pathway could prove to be a worthwhile endeavor in the future.
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