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This thesis presents several new query processing techniques, called complex motion pattern queries, specifically designed for trajectories. First, it begins with the definition of flexible pattern query, a very powerful, yet easy to use motion pattern query which allows users to select trajectories based on specific events of interest. Flexible pattern query is described as regular expressions over a spatial alphabet that can be implicitly/explicitly “anchored” to the time domain. Moreover, it allows users to include variables in the pattern query, and thus greatly increase its expressive power. Second, the Spatio-Temporal Pattern System (STPS) is presented, which is an adaptation of flexible pattern query for mobile phone-call databases. These databases contain many millions of records with information about mobile phone calls, including the user’s location, when the call was made/received, and duration of the call, among other information. The design of STPS takes into consideration the layout of the areas being covered by the cellular towers, as well as areas that label places of interest (e.g. neighborhoods, parks). Third, density-based pattern query is described for discovering trajectories that follow a
pattern that captures the *aggregate* behavior of trajectories as groups. Several evaluation algorithms are presented for finding groups of trajectories that move *together*, i.e. within a predefined distance to each other for a continuous period of time. The last complex motion pattern query proposed in this thesis is for diversifying query results. The goal of this query is to build a result that contains *relevant* elements to the user’s query and *diverse* elements to other elements in the result. This pattern query is useful when, for example, an exploratory query to a very large database leads to a vast number of answers in the result. Navigating through such a large result requires huge effort and users give up after perusing through the first few results, thus some interesting results hidden further down the result set can easily be missed. To overcome this problem, a generic framework for diversifying query results is presented. Two new evaluation methods, as well as several existing ones, are described and tested in the proposed framework. The efficiency and effectiveness of the proposed complex motion pattern queries are demonstrated through an extensive experimental evaluation.
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Chapter 1

Introduction

The wide availability and use of location and mobile technologies (e.g. cheap GPS devices, ubiquitous cellular networks, RFIDs), has enabled many applications that generate and maintain large amounts of trajectorial data. For example, new generations of monitoring/tracking systems have emerged, providing complex services to their end users. The quality and accuracy of the produced spatio-temporal data has also improved: instead of the traditional cell phone tower triangulation method, assisted GPS (A-GPS) [69] was recently introduced to improve location accuracy (such as enhanced 911 service [18]). These advances have led to the creation of large volumes of accurate spatio-temporal data in the form of trajectories. A trajectory has a unique identifier and contains location data (e.g. latitude/longitude) gathered for a specific moving object over an ordered sequence of time instants (or intervals). Given the huge volume of data generated in the form of trajectories, there is a need to develop better and more efficient techniques for data organization and query evaluation over trajectories.
Past research efforts on querying trajectory data has mainly concentrated on traditional spatio-temporal queries, such as range and nearest neighbors searches (e.g. finding trajectories that passed by a predefined area), or similarity/clustering based tasks, such as extracting similar movement patterns and periodicities from trajectory data (e.g. finding all trajectories that are similar to a given query trajectory according to some similarity measure). Nevertheless, trajectories are complex objects whose behavior over space and time can be better captured as a sequence of interesting events, or the aggregate behavior of trajectories as groups. These two types of patterns for querying trajectories are called “motion patterns queries” [103], which are discussed in more detail in this thesis.

In this thesis, we first introduce flexible pattern queries [97, 98], which allow users to select trajectories based on specific interesting events. Such pattern queries are described as regular expressions over a spatial alphabet that can be implicitly or explicitly “anchored” to the time domain. Moreover, it allows users to include variables in the pattern query, and thus greatly increase its expressive power. We describe our proposed framework, called FlexTrack [98], for efficient processing of flexible pattern queries on trajectorial databases.

Next, we present the Spatio-Temporal Pattern System (STPS) for querying spatio-temporal patterns in mobile phone-call databases [100]. In this work, we adopt [97] and study its application in the domain of Call Detail Record (CDR) databases. The STPS allows users to express mobility pattern queries with a regular expression-like language. The join-based evaluation algorithm proposed in [97] was modified to handle trajectories specified in CDR format rather than the traditional form. This change in the data format
also poses changes in the query languages. The query evaluation system is redesigned to work with the features (e.g. tables, \( B^+ \)-trees and so on) of a commercially available Relational Database Management System (RDBMS), since CDR databases are typically implemented in such systems.

We then turn our attention to density-based pattern queries [96, 99], which search for trajectories that follow a pattern that captures the aggregate behavior of trajectories as groups. Such queries discover groups of moving objects that have a “strong” relationship in the space for a given time duration. In this work we consider the discovery of flock patterns among the moving objects, i.e., the problem of identifying all groups of trajectories that stay “together” for the duration of a given time interval. We consider moving objects to be “close” together if there exists a disk with a given radius that covers all moving objects in the pattern. A trajectory satisfies the above pattern as long as “enough” other trajectories are contained inside the disk for the specified time interval; that is, the answer is based not only on a given trajectory’s behavior but also on the ones near it. Consider, for example, finding groups of trajectories that move “together”, i.e. within a predefined distance to each other, for a certain continuous period of time. Such queries typically arise in surveillance applications, e.g., identify groups of suspicious people, convoys of vehicles, migration of birds, flocks of animals.

In all of the pattern queries previously described, all the elements in the answer are relevant to the user’s pattern query. Nevertheless, with the availability of very large databases, an exploratory query can easily lead to a vast answer set, typically based on an answer’s relevance to the user query. Navigating through such an answer set requires huge effort and users give up after perusing through the first few answers, thus some interesting
answers hidden further down the answer set can easily be missed. An approach to address this problem is to present the user with the most diverse among the answers based on some diversity criterion. To cope with this problem, we propose the DivDB framework, a general framework for evaluation and optimization of methods for diversifying query results [102, 101]. In the DivDB framework, an initial ranking candidate set produced by a query is used to construct a result set, where elements are ranked with respect to relevance and diversity features, i.e., the retrieved elements should be as relevant as possible to the query, and, at the same time, the result set should be as diverse as possible. While addressing relevance is relatively simple and has been heavily studied, diversity is a harder problem to solve. One major contribution of this work is that several existing methods for diversifying query results were adapted, implemented and evaluated in the DivDB framework. We also propose two new approaches, namely the Greedy with Marginal Contribution (GMC) and the Greedy Randomized with Neighborhood Expansion (GNE) methods. Both methods iteratively construct a result set using a scoring function that ranks candidate elements using not only relevance and diversity to the existing result set, but also accounts for diversity against the remaining candidates.

The rest of this thesis is organized as follows: Chapter 2 presents flexible pattern queries; Chapter 3 describes the Spatio-Temporal Pattern System (STPS) for mobile phone-call databases; Chapter 4 discusses density-based pattern queries; Chapter 5 proposes the DivDB framework for diversifying query results; Finally, Chapter 6 concludes this thesis.
Chapter 2

Flexible Pattern Queries

The wide adaptation of GPS and cellular technologies has created many applications (e.g., location-based, tracking, surveillance) that collect and maintain large repositories of data in the form of trajectories. Each trajectory contains the spatial locations collected for a given moving object over an ordered sequence of time instants. Previous work on querying and analyzing trajectoryal data typically falls into methods that either address spatial range and nearest neighbor queries, or similarity based queries. Nevertheless, trajectories are complex objects whose behavior over time and space can be better captured as a sequence of interesting events. We thus facilitate the use of motion pattern queries which allow the user to select trajectories based on specific motion patterns. Such patterns are described as regular expressions over a spatial alphabet that can be implicitly or explicitly anchored to the time domain. Moreover, we are interested in “flexible” patterns that allow the user to include variables in the pattern query and thus greatly increase its expressive power. In this chapter, we introduce a framework for efficient processing of flexible pattern queries. The framework includes an underlying in-
dexing structure and algorithms for query processing using different evaluation strategies. An extensive performance evaluation of this framework shows significant performance improvement when compared to previous solutions.

2.1 Introduction

The wide availability of location and mobile technologies (cheap GPS devices, ubiquitous cellular networks, etc.) as well as the improved location accuracy (A-GPS) [69] has enabled many applications that generate and maintain data in the form of trajectories. Examples include AccuTracking [3], tracNET24 [45], Path Intelligence’s FootPath [72], InSTEDD’s GeoChat [43], among many others. Each trajectory has a unique identifier and consists of location data gathered for a specific moving object over an ordered sequence of time instants. Given the high data volume, more efficient techniques for query evaluation over trajectory data are needed.

Previous work on querying trajectories can be divided in two categories: (a) querying the future movements of moving objects based on their current positions (e.g. [52, 73]); and (b) querying trajectory archives, which is also the focus of this chapter. Recent research efforts on querying trajectory archives has concentrated on (i) traditional spatio-temporal queries, such as Range and Nearest Neighbor (NN) searches (e.g. [37, 74]) (e.g. finding all trajectories that passed by downtown LA at 10:30am), or (ii) similarity/clustering based tasks (e.g. [59, 65]), such as extracting similar movement patterns and periodicities from a trajectory archive (e.g. finding all trajectories in the archive that are similar to a given query trajectory according to some similarity measure).
However, given the nature of trajectories as typically long sequences of events, a single range predicate may provide too many results (many trajectories passed through downtown LA) while a similarity-based query may be too restrictive (not many trajectories match the full extent or large part of the query trajectory). We thus advocate a different approach, i.e., using motion pattern queries. A motion pattern query specifies a combination of predicates that can thus capture only the parts of the trajectories that are of interest to the user. For example: “find trajectories that first went by downtown LA, later went by West Hollywood and ended up in Beverly Hills”. This query simply provides a sequence of range predicates that have to be satisfied in the specified order. One can also add NN conditions as well (in the above query: “... and they were closest to the LAX airport”) as well as explicit time constraints: “... ended up in Beverly Hills between 10am and 11am”. Conceptually, motion pattern queries cover the query choices between the above two extremes: single predicates and similarity queries.

In this chapter, we introduce a general and powerful framework that describes pattern queries as regular expressions over a finite spatial alphabet. Each letter in the spatial alphabet corresponds to a non-overlapping region; their union covers the whole space where the trajectories lie. We note that there are various advantages from these choices:

1. The use of non-overlapping regions is natural: trajectories correspond to real entities and hence a trajectory can be in a single region at a given time;

2. Raw trajectory data typically come from sensors, GPS, RFID readers, etc., and provide extra detail that becomes cumbersome to query. Instead, the regions offer
a more user-friendly way to express queries since the user is more familiar with the spatial regions [27] (e.g. Downtown, LAX airport);

3. The use of spatial regions allows high-level summarization filtering of the trajectories. The region description of a trajectory is much smaller, leading to faster query processing, while the raw data is still kept if more detail is needed;

4. This enables easy and effective indexing; it further enables the use of alternative evaluation algorithms (e.g. joins among inverted indexes, pattern matching, NFAs);

5. The region alphabet facilitates querying by regular expressions as a query language: the user can now describe complex queries over paths using this fixed alphabet.

This work is part of a larger prototype, called FlexTrack, we built for querying trajectories using regions [98]. The FlexTrack system uses a hierarchical region alphabet, where the user has the ability to define queries with finer alphabet granularity (zoom in) for the portions of greater interest and higher granularity (zoom out) elsewhere. Through a GUI the user specifies a pattern query by selecting regions (using various levels of the hierarchy); this query is automatically translated into a regular expression over the finest region granularity and then executed. This chapter describes how queries are executed at the finer granularity of our prototype. Hence in the rest we assume that all query regions are at the same (finer) granularity. This finer granularity is chosen by and depends on the application needs.

Our framework further allows the use of variables within the pattern query. We term these variable-enabled queries as “flexible” patterns as they lead to a very powerful way to query the trajectory archive. Moreover, in our framework, the fixed and/or variable
spatial predicates can express explicit temporal constraints (“between 10am and 11am”) and/or implicit temporal ordering between them (“anytime later”). Queries can also include “numerical” conditions ($NN$ and their variants) over the duration of the trajectory. Using this general and powerful querying framework the user can “focus” only on the portions/events in a trajectory’s lifetime that are of interest.

Novel methods are needed to efficiently process such complex queries over large trajectory repositories. We propose two query evaluation algorithms which first concentrate on trajectories that satisfy the fixed predicates specified in the query. As such, they prune effectively large portions of the repository that cannot lead to query answers. The first proposed algorithm uses the merge-join paradigm over the lists of trajectories associated with the query predicates. The second algorithm is based on a dynamic programming technique that finds subsequence matches between the trajectory representations and the pattern query. Efficient techniques are then used for the evaluation of the remaining variable predicates.

We note that patterns as effective ways to query have been examined in the past. For instance, [82, 87] examine patterns over time series while [4] over event streams. Trajectories differ since they have both spatial and temporal behavior. In spatio-temporal databases patterns have been examined in [24, 26, 36, 83]; as detailed in the related work section, these approaches either concentrate on language/modeling related issues, provide less query support (e.g. no temporal and/or numerical constraints) and have less efficient/general evaluation methods.

To summarize, the contributions of this chapter are the following:
1. we define a simple yet powerful framework using a query language based on regular expressions;

2. we allow patterns to contain variables over the query space regions;

3. using lightweight index structures that can be easily implemented in most commercial DBMS nowadays, we propose two efficient evaluation algorithms;

4. finally, we present an extensive experimental evaluation of the proposed techniques against two other methods that we extended and implemented in our framework: a NFA-based method [4] and a KMP-based method [24].

It should be noted that none of the original previous approaches can evaluate our proposed pattern query language. The experimental results reveal that the proposed evaluation framework achieves always better query performance over modified existing solutions, making our framework a very robust approach for querying and analyzing very large trajectory repositories.

The remainder of this chapter is organized as follows: Section 2.2 discusses the related work; Section 2.3 provides the basic definitions and formal description of the spatio-temporal query language; The proposed framework is described in details in Section 2.4 and its experimental evaluation appears in Section 2.5; Section 2.6 concludes the chapter with the final remarks.
2.2 Related Work

Previous research has focused on either the evaluation of a single spatio-temporal predicate (Range or Nearest Neighbor \(NN\) queries), or similarity/clustering queries where a full (or a portion of) trajectory is given and similar trajectories are sought.

Single spatio-temporal predicate queries for trajectory data have been well studied in the past (e.g. [74, 92]). To make the evaluation process more efficient, the query predicates are typically evaluated utilizing hierarchical spatio-temporal indexing structures [37]. Most structures use the concept of Minimum Bounding Regions (MBR) to approximate the trajectories, which are then indexed using traditional spatial access methods, like the MVR-tree [91]. These solutions, however, are focused only on single spatio-temporal predicate queries. None of them can be used for efficient evaluation of flexible pattern queries with multiple predicates. Moreover, our work is different than (and orthogonal to) approaches like [66], that can handle many single but independent predicates (i.e. different queries). In our case, all predicates appear in the same query and should all be satisfied by each trajectory in the result set.

Similarity search among trajectories has also been well studied. (e.g., [6, 12, 71, 60, 106]). Work in this area focuses on the use of different distance metrics to measure the similarity between trajectories. Non-metric similarity functions based on the Longest Common Subsequence (LCS), are examined in [104]. [12] proposes to approximate and index a multidimensional spatio-temporal trajectory with a low order continuous Chebyshev polynomial which can then lead to efficient indexing for similarity queries [71].
The importance of pattern queries has been recognized in the relational domain as well. For example, Informix [42] introduced a time-series database and provided a library of functions for pattern searching that can be called from within an SQL query. Most commercial databases nowadays support similar extensions. The importance of sequence query processing was also discussed in [82, 87], where several ways to specify patterns as part of SQL, as well as their query optimization, are presented. Pattern queries have also been used for evaluating event streams using a NFA-based evaluation method [4]; however, the environment in [4] is different than the trajectories considered here. However, all of the above works are focused on patterns for time-series or event streams data and are not explicitly designed for handling trajectories and spatio-temporal patterns.

For moving object data, patterns have been examined in the context of query language and modeling issues [26, 67, 83], as well as query evaluation algorithms [36, 24]. [26] proposes the use of spatio-temporal patterns as a systematic and scalable query mechanism to model complex object behavior in space and time. [67] presents a powerful query language able to model complex pattern queries using a combination of logical functions and quantifiers. [77] focuses on the direction of the “movement” patterns, while queries related to the relative movement of objects are examined in the Relative Motion (REMO) system [56]. In [36], it is examined incremental ranking algorithms in the case of simple spatio-temporal pattern queries. Those queries consist of range and NN predicates specified using only fixed regions. Our work differs in that we provide a more general and powerful query framework where queries can involve both fixed and variable regions as well as regular expression structures (repetitions, negations, optional structures, etc)
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and explicit ordering of the predicates along the temporal axis. Moreover our proposed language introduces explicit ordering of the predicates along the temporal axis which allows the users to specify ordering constraints like “immediately after” or “immediately before”. In [24], a KMP-based algorithm [51] is used to process patterns. This work, however, focuses only on range spatial predicates and cannot handle \textit{explicit} and \textit{implicit} temporal ordering of the predicates. Furthermore, this approach on evaluating patterns is effectively reduced to a sequential scanning over the list of trajectories stored in the repository: each trajectory is checked individually, which becomes prohibitive for large trajectory archives.

While the use of variable predicates in specifying patterns greatly improves the expressive power, the query evaluation becomes more challenging. This is because variable spatio-temporal predicates provide many more opportunities for matching the pattern query to a specific trajectory in the repository (by simply changing the variable bindings in the pattern).

\subsection{The Flexible Pattern Query Language}

We assume that a trajectory $T_{id}$ of a moving object $O_{id}$ is stored as a sequence of $w$ pairs \{$(l_1, t_1), \ldots, (l_w, t_w)$\}, where $t_i$ is a timestamp and $l_i$ is the moving object location recorded at $t_i$ ($l_i \in \mathbb{R}^d$, $t_i \in \mathbb{N}$, $t_{i-1} < t_i$, and $0 < i \leq w$). Such raw data is collected from the application and stored in the repository. Typically, monitored objects report their position to the data collection device using data packets containing their identifier $id$ ($T_{id}$), current location $l_i$ and timestamp $t_i$. Depending on the application, objects
may report continuously or simply when they change their location. For instance, if a trajectory is represented by a function \( f() \) [12], the \((l_i, t_i)\) pairs can be created by sampling \( f() \) at discrete timestamps. We further assume that the spatial domain is partitioned to a fixed set \( \Sigma \) of non-overlapping regions. Regions correspond to areas of interest (e.g. school districts, airports, city malls) and form the alphabet used in our pattern query specification. In the following we use capital letters to represent the region alphabet, \( \Sigma = \{A, B, C, \ldots\} \).

A general pattern query \( Q = (S \cup D) \) consists of a sequential pattern \( S \) and (possibly) a set of constraints \( D \). Here \( S \) corresponds to a sequence of spatial predicates, specified using regions from \( \Sigma \), while \( D \) represents a collection of distance functions (e.g. \( NN \) and their variations) that may contain regions defined in \( S \). A trajectory matches the pattern query \( Q \) if it satisfies both \( S \) and \( D \). We first describe how a pattern \( S \) is formed and then elaborate on the distance constraints \( D \). In particular, a pattern \( S \) is expressed as a path expression of an arbitrary number of spatio-temporal predicates \( P \):

\[
S \rightarrow S.S \mid P \mid !P \mid P\# \mid ?^+ \mid ?^*
\]

here “!” defines the negation operator, “#” the optional modifier, “+” the one or more repetition modifier, “*” the zero or more repetition modifier, and “?” the wild-card. The sequence of predicates in \( S \) is defined recursively by \( S.S \) where the sequencer “.” appears between every spatio-temporal predicate \( P \) in \( S \).

Each spatio-temporal predicate \( P_i \in S \) is defined by a triplet \( P_i = \langle op_i, R_i, [int_i] \rangle \). Here \( R_i \) corresponds to a predefined spatial region or a variable, i.e., \( R_i \in \Sigma \cup \Gamma \) (where
Γ is the set of variables, to be discussed later). The operator \( \text{op}_i \) describes the topological relationship that a trajectory \( T_{id} \) and the spatial region \( R_i \) must satisfy over the (optional) time interval \( int_i \). In particular, we use the topological relationships described in [26]; examples of such operators are the relations Equal, Inside, Touch, Meet, among others. Given a trajectory \( T_{id} \) and a region \( R_i \), the operator \( \text{op}_i \) returns a boolean value \( \mathbb{B} \equiv \{ \text{true}, \text{false} \} \) whether the trajectory \( T_{id} \) and the region \( R_i \) satisfy the topological relationship \( \text{op}_i \) (e.g., an Inside operator will be true if the trajectory was sometime inside region \( R_i \) during time interval \( int_i \)). For simplicity in the following we assume that the spatial operator is set to Inside and it is thus omitted from the query examples.

Within the pattern \( \mathcal{S} \), the wild-card “?” is used to specify “don’t care” parts in a trajectory’s lifetime and can be of two types: (i) “?+”: one or more occurrences of any region predicate (e.g. \( P_i.?.P_{i+1} \) implies that the predicate \( P_{i+1} \) is satisfied after predicate \( P_i \) with one or more regions visited between them); or, (ii) “?*”: zero or more occurrences of any region visit (e.g. \( P_i.?.P_{i+1} \) which implies that the predicate \( P_{i+1} \) can be satisfied any time after predicate \( P_i \)).

A predefined region \( R_i \in \Sigma \) is explicitly specified by the user in the query predicate (e.g. “the convention center”). In contrary, a variable denotes an arbitrary region and it is denoted by a lowercase letter preceded by the “@” symbol (e.g. @x). A variable region is defined using symbols in \( \Gamma \), where \( \Gamma = \{ @a, @b, @c, ... \} \). Unless otherwise specified, a variable takes a single value (instance) from \( \Sigma \) (e.g. @a=C); however, in general, one can also specify the possible values of a variable as a subset of \( \Sigma \) (e.g., “any city district with museums”). Conceptually, variables work as placeholders for explicit
spatial regions and can become instantiated (bound to a specific region) during the query evaluation in a process similar to unification in logical programming.

Moreover, the same variable \( @x \) can appear in several different predicates of pattern \( S \), referencing to the same region everywhere it occurs. This is useful for specifying complex queries that involve revisiting the same region many times. For example, a pattern like \( S = \{ @x.\?^*B.@x \} \) finds trajectories that started from some region (denoted by variable \( @x \) ), then at some point passed by region \( B \) and immediately after they visited the same region they started from. Note that for our purposes, wild-card \( "?" \) is also considered a variable; however it refers to any region, and not necessarily the same region if it occurs multiple times within a pattern \( S \).

Finally, a predicate \( P_i \) may include an explicit temporal constraint \( int_i \) in the form of an interval, which implies that the spatial relationship \( op_i \) between a trajectory and region \( R_i \) should be satisfied in the specified time interval \( int_i \) (e.g. “passed by area \( B \) between 10am and 11am”). If the temporal constraint is missing, we assume that the spatial relationship can be satisfied any time in the duration of a trajectory lifespan. For simplicity we assume that if two predicates \( P_i, P_j \) occur within pattern \( S \) (where \( i < j \)) and have temporal constraints \( int_i, int_j \), then these intervals do not overlap and \( int_i \) occurs before \( int_j \) on the time domain.

Spatio-temporal predicates however cannot answer queries with constraints (for example, “best-fit” type of queries – like NN and the related – that find trajectories which best match a specified pattern). This is because topological predicates are binary and thus cannot capture distance based properties of the trajectories. The optional \( D \) part of a general query \( Q \) is thus used to describe distance-based or other constraints among the
variables used in the \( S \) part. A simple kind of constraint can involve comparisons among the used variables (e.g., \( @x!=@y \)). More interesting is the distance-based constraint which has the form \((\text{Aggr}(d_1, d_2, \ldots); \theta)\) and is described below.

For simplicity in the following we assume Euclidean distance \((L_2)\) but other distances, like Manhattan \((L_1)\), Infinity \((L_\infty)\), among others, can also be used. Consider for example a \( Q \) query whose pattern \( S \) contains three variables \( @x, @y, @z \), i.e., \( S = \{A.?.B.@x.@y.C.?.@z\} \). Among the trajectories that satisfy \( S \), the user may specify that in addition, the sum of the distance between regions \( @x \) and \( @y \) and the distance between \( @z \) and a fixed region \( E \) is less than 100 feet. Hence \( D \) contains a collection of distance terms \( d_1, d_2, \ldots \), where term \( d_i \) represents the distance between two variable regions or between a variable region and a fixed one. In our example there are two distance terms: \( d_1 = d(@x, @y) \) and \( d_2 = d(@z, E) \).

Distance terms need to be aggregated into a single numerical value using an aggregation function (depicted as \( \text{Aggr}(\cdot) \) in the formal definition of \( D \)). In the previous example \( \text{Aggr}(\cdot) = \text{Sum}(\cdot) \), but other aggregators like \( \text{Avg}(\cdot) \), \( \text{Min}(\cdot) \), \( \text{Max}(\cdot) \), etc., can also be used. The aggregated numerical score for each trajectory still needs to be mapped to a binary value so as to determine if the trajectory satisfies \( D \). This is done by the \( \theta \) operator defined in \( D \). This operator can be a simple check function (using =, \( \leq \) and others). In our example \( \theta \) corresponds to “< 100 feet” and returns \( true \) for all trajectories whose aggregate distance is less than 100 feet. It is also possible to use other \( \theta \) operators, e.g. \( \text{Min}(\cdot) \), \( \text{Max}(\cdot) \), \( \text{Top-k}(\cdot) \), etc. In the previous example, if the \( \theta \) operator is changed to \( \text{Top-k}(\cdot) \), the query will return \( true \) only for the trajectories with the \( \text{Top-k}(\cdot) \)
aggregated distances. For simplicity of the description, in the remainder of this work we use $Aggr() = Sum()$ and $\theta = Min()$ (which corresponds to a $NN$ query).

The use of variables in describing both the topological predicates and the numerical conditions provides a very powerful language to query trajectories. To describe a query, the user can use fixed regions for the portions of the trajectory where the behavior should satisfy known (strict) requirements, and variables for portions where the exact behavior is not known (but can be described by a sequence of variables and the constraints between them). The ability to use the same variable many times in the query allows for revisiting areas, while the ability to refer to these variables in the distance functions allows for easy description of $NN$ and related queries. It is exactly this “flexibility” allowed by the use of variables in selecting trajectories that led to the term “flexible pattern queries”.

### 2.4 Query Evaluation Framework

To simplify the presentation we first start with the evaluation of the spatial predicates for a pattern $S$. Later we extend the discussion to cover queries that in addition contain distance constraints $D$. Finally we present the incorporation of time constraints inside the pattern query $Q$.

For simplicity we assume that the space is partitioned into 2-dimensional non-overlapping regions (Figure 2.1(a)). To efficiently evaluate flexible pattern queries we will facilitate two lightweight index structures in the form of ordered lists (Figures 2.1(b)-(c)), that are stored in addition to the raw trajectory data (Figure 2.1(d)). There is one region-list per region and one trajectory-list per trajectory. The region-list $\mathcal{L}_A$ of
a given region $A$ acts as an inverted index that contains all trajectories that passed by region $A$. Each entry in $L_A$ is a record that contains a trajectory identifier $T_{id}$, the time interval ($t$-entry:$t$-exit) during which the moving object was inside $A$, and a pointer to the trajectory-list of $T_{id}$. If a trajectory visits a given region $A$ multiple times in different time intervals, we store a record for each visit. Records in a region-list are ordered first by the trajectory-id $T_{id}$ and then by $t$-entry. For example, in Figure 2.1 the region-list entry for the region $D$ (Downtown) is \{T$_2$(7,9); T$_2$(21,23); T$_3$(5,10); ...\}.

In order to fast prune trajectories that do not satisfy the pattern $S$, each trajectory is approximated by the sequence of regions it visited. A record in the trajectory-list of trajectory $T_{id}$ contains the region and the time interval ($t$-entry:$t$-exit) during which this region was visited by $T_i$, ordered by $t$-entry. In Figure 2.1 the trajectory-list entry for $T_2$ is \{X(1,3); I(3,5); S(5,7); D(7,9); P(9,10); H(10,13); B(13,15); U(15,18); M(18,21); D(21,23); H(23,24); B(24,25); M(25,27)\}. Note that records from a region-list index point to the corresponding records in a trajectory-list index. For example, the record $T_2(21,23)$ in the region-list $L_D$ (Downtown) contains a pointer to the page in the trajectory-list of $T_2$ that contains the corresponding record $D(21,23)$. 

Figure 2.1: Region-based trajectory representation.
Since \emph{variables} in pattern $S$ can take values from the whole set $\Sigma$ of regions, we need a representation of each trajectory using the alphabet elements in $\Sigma$. While one could always use the raw trajectory data, it is more efficient to maintain a region representation of each trajectory to fast prune trajectories that do not satisfy the pattern $S$. That is, each trajectory is approximated by the sequence of regions it visited. This compact representation of each trajectory is stored in the \emph{trajectory-list} index. A record in the \emph{trajectory-list} of trajectory $T_{id}$ contains the region and the time interval $(t_{-entry}:t_{-exit})$ during which this region was visited by $T$, ordered by $t_{-entry}$. Figures 2.1(b-c) depict various \emph{region-lists} and \emph{trajectory-lists}. Note that records from a \emph{region-list} index point to the corresponding records in a \emph{trajectory-list} index. For example, consider the \emph{region-list} $L_D$ (Downtown) of region $D$ and a record in this list for trajectory $T_2$ with interval $(t_1,t_2)$. The pointer included in this record points to the page in the \emph{trajectory-list} of $T_2$ that contains the corresponding record $D(t_1,t_2)$.

The only requirement for the region partitioning is that regions should be non-overlapping. In practice, there may be a difference between the regions presented to the user and what lists are created. In such scenarios we use uniform grid and overestimate a region by approximating it with the smallest collection of grid cells which completely encloses it. False positives may be generated from regions that do not completely fit the set of covering grid cells, however, they can be removed with a verification step using the original trajectory data. Finding the best grid granularity can be done by an optimization process which combines the number of grid cells and the total overestimated area into a single objective function. Moreover, instead of a uniform grid, one could facilitate instead a dynamic space partitioning structure (e.g. adaptive grid files, kdb-trees, among many
others) that assigns grid cells sizes according to the data density. Then, dense areas will have more, finer cells which in return allow for better approximation of the regions and thus fewer false positives are generated.

For evaluating pattern queries we propose two different strategies: (1) the Index Join Pattern (IJP) is based on a merge-join operation performed over the region-lists corresponding to every fixed predicate in the pattern $S$; (2) the Dynamic Programming Pattern (DPP) performs subsequence matching between the pattern $S$ and the trajectory approximations stored as the trajectory-lists. Both algorithms use the same two indexing structures for pruning purposes, but in different ways: IJP uses the region-lists for pruning and the trajectory-lists for the variable binding; DPP uses mainly the trajectory-lists for the subsequence matching and performs an intersection-based pruning on the region-lists. Which algorithm would behave better will thus depend on the pruning capabilities provided by its main index; this in turn depends on the trajectory archive and the query characteristics.

2.4.1 The Index-Join Pattern Algorithm (IJP)

Spatial Predicate Evaluation

We start with the case where the pattern $S$ does not contain any explicit temporal constraints. In this scenario, the pattern specifies the order by which its predicates (whether fixed or variable) need to be satisfied. Assume $S$ contains $m$ predicates and let $S_f$ denote the set of $n$ fixed predicates, while $S_v$ denotes the set of $r$ variable predicates ($m = n + r$). The evaluation of $S$ with the IJP Algorithm can be divided in two steps: (i) the algorithm evaluates the set $S_f$ using the region-list index to fast prune trajectories
that do not qualify for the answer; (ii) then the collection of candidate trajectories is further refined by evaluating the set of $S_v$.

(i) **Fixed predicate evaluation:** All $n$ fixed predicates in $S_f$ can be evaluated concurrently using an operation similar to a merge-join among their region-lists $L_i, i \in 1..n$. Records from these $n$ lists are retrieved in sorted order of $T_id$ and then joined by their $T_id$’s. Records are pruned using the trajectory ids and the temporal intervals ($t$-entry,$t$-exit). In each list $L_i$ we keep a pointer $p_i$ that points to the record currently considered for the join. This pointer scans the list $L_i$ starting from the top.

If the same region appears more than once in the pattern $S$, a separate pointer traversing that region-list is used for each region appearance in $S$. For example, to process the pattern $S = \{?*.M.D.M\}$, the region-lists of $M$ and $D$ are accessed using one pointer for region-list $L_D$ ($p_D$) and two pointers for traversing region-list $L_M$ ($p_{M_1}$ and $p_{M_2}$). If a trajectory-id $T_id$ appears in all of the $n$ region-lists involved in the pattern query, and their corresponding time intervals in all $n$ region-lists satisfy the ordering of the predicates in $S$, this $T_id$ is saved as a possible solution. The pseudo code is shown in Algorithm 1.

During the merge-join operation, there are cases where records from a region-list can be skipped, thus resulting in faster processing. For example, assume that predicate $P_i \in S$ (corresponding to the region-list $L_i$) is before predicate $P_j \in S$ (corresponding to $L_j$). Further assume that in list $L_i$ the current record considered for the join has trajectory identifier $T_r$, while in list $L_j$ the current record considered has trajectory identifier $T_s$. If $T_s < T_r$, processing in list $L_j$ can skip all its records with $T_id < T_r$. That is, the pointer $p_j$ in list $L_j$ can advance to the first record with $T_id \geq T_r$. Essentially, predicate $P_i$ cannot be satisfied by any of the trajectories in $L_j$ with smaller $T_id$ than $T_r$. Since records in a
region-list are sorted by $T_{id}$, $L_i$ does not contain trajectories with smaller identifiers than $r$.

Similarly, when a record from the same trajectory (e.g. $T_s$) is found in two region-lists (e.g. $L_i, L_j$), the algorithm checks whether the corresponding time intervals of the records match the order of predicates in the pattern $S$. Hence a trajectory that satisfies $S$ should visit the region of $L_i$ before visiting the region of $L_j$. If the record of $T_s$ in $L_i$ has $t$-entry that falls after the corresponding $t$-entry of $T_s$ in list $L_j$, this record can be skipped in $L_i$, since it cannot satisfy the query. Since region-lists are stored in ordered way, advancing a region-list forward to a specific location stamp by $T_{id}$ or by $T_{id}$, $t$-entry) can be easily implemented using an index $B^+$-tree on the ($T_{id}$, $t$-entry) composite attribute.

**Example:** The first step of IJP algorithm is illustrated using the example in Figure 2.2. Assume the pattern $S$ in the query $Q$ contains three fixed $(M, D, M)$ and
three \textit{variable} predicates ($?^+$, @$x$, @$x$), as in:

\[ S = \{ ?^+.@x.?^*.M.?^*.D.?^*.@x.?^*.M \} \]

This pattern looks for trajectories that first visited an arbitrary region (denoted by $?^+$) one or more times, then visited some region denoted by \textit{variable} @$x$, then (after visiting zero or more regions) it visited region \textit{M}, then region \textit{D} and then visited again the same region @$x$ before finally returning to \textit{M}. The first step of the merge-join algorithm uses the \textit{region-list} for \textit{M} and \textit{D} ($L_M$ and $L_D$). For simplicity, instead of using two separate pointers in list $L_M$, Figure 2.2 depicts two copies of list $L_M$, namely $L_{M1}$ and $L_{M2}$. Conceptually, $L_{M1}$ represents the first occurrence of $M$ in $S$ (before $D$) and $L_{M2}$ the second occurrence of $M$ (after $D$).

The algorithm starts from the first record in list $L_{M1}$, namely $T_1(10,13)$. It then checks the first record in list $L_D$, i.e., trajectory $T_2$. We can deduce immediately that $T_1$ is not a candidate trajectory, since it does not appear in the list of $L_D$, so we can skip $T_1$ from the $L_{M1}$ list and continue with the next record there, trajectory $T_2(18,21)$. Since $T_2(7,9)$ in list $L_D$ has interval before $(18,21)$, list $L_D$ moves to its next record $T_2(21,23)$. These two occurrences of $T_2$ coincide with the pattern $M.?^*.D$ of $S$, so we need to check if $T_2$ passes again by region $M$. Thus we consider the first record of list $L_{M2}$, namely trajectory $T_1(10:13)$. Since it is not from $T_2$ it cannot be an answer so list $L_{M2}$ advances to the next record $T_2(18,21)$. Now pointers in all lists point to records of $T_2$. However, $T_2(18,21)$ in $L_{M2}$ does not satisfy the pattern since its time interval should follow the interval $(21,23)$ of $T_2$ in $D$. Hence $L_{M2}$ is advanced to the next record, which happens
Algorithm 1 IJP: Fixed Spatial Predicates

Input: Pattern \( S \)

Output: Trajectories satisfying \( S_f \)

1: \( n \leftarrow |S_f| \) \hspace{1cm} ▷ number of fixed predicates in \( S \)
2: \( \text{for } i \leftarrow 1 \text{ to } n \text{ do} \) \hspace{0.5cm} ▷ for each \( S_f \)
3: \hspace{1cm} Initialize \( L_i \) with the cell-list of \( P_i \)
4: \hspace{1cm} Candidate Set \( U \leftarrow \emptyset \)
5: \hspace{1cm} \text{for } w \leftarrow 1 \text{ to } |L_1| \text{ do} \hspace{0.5cm} ▷ analyze each entry in \( L_1 \)
6: \hspace{1.5cm} \( p_1 = w \) \hspace{0.5cm} ▷ set the pointer for \( L_1 \)
7: \hspace{1.5cm} \text{for } j \leftarrow 2 \text{ to } n \text{ do} \hspace{0.5cm} ▷ examine all other lists
8: \hspace{2cm} \text{if } L_1[w].id \notin L_j \text{ then} \hspace{0.5cm} ▷ \( L_1[w].id \) does not qualify
9: \hspace{2.5cm} \text{break} \hspace{0.5cm} ▷ \( L_1[w] \) does not qualify
10: \hspace{1.5cm} \text{Let } k \text{ be the first entry for } L_1[w].id \text{ in } L_j \hspace{0.5cm} ▷ \( L_1[w].id \) does not qualify
11: \hspace{2cm} \text{while } L_1[w].id = L_j[k].id \text{ and } L_{j-1}[p_{j-1}].t > L_j[k].t \text{ do} \hspace{0.5cm} ▷ align \( L_{j-1}[p_{j-1}].t \) and \( L_j[k].t \)
12: \hspace{2.5cm} \hspace{1cm} \( k \leftarrow k + 1 \)
13: \hspace{2cm} \text{if } L_1[w].id \neq L_j[k].id \text{ then} \hspace{0.5cm} ▷ \( L_1[w] \) does not qualify
14: \hspace{2.5cm} \hspace{1cm} \text{break} \hspace{0.5cm} ▷ set the pointer for \( L_j \)
15: \hspace{2cm} \text{else } p_j = k \hspace{0.5cm} ▷ set the pointer for \( L_j \)
16: \hspace{2cm} \text{if } L_1[w] \text{ qualifies then} \hspace{0.5cm} ▷ \( L_1[w] \) satisfy all \( S_f \)
17: \hspace{1.5cm} \( U \leftarrow U \cup L_1[w].id \)

To be \( T_2(25,27) \). Again we have a record from the same trajectory \( T_2 \) in all lists and this occurrence of \( T_2 \) satisfies the temporal constraints and thus the pattern \( S \). As a result, trajectory \( T_2 \) is kept as a candidate in \( U \). The processing moves to the next record in list \( L_{M_1} \), namely \( T_2(25,27) \). However, this record cannot satisfy the pattern \( S \) so it is skipped. Eventually \( L_{M_1} \) will consider \( T_3(10,11) \) which causes list \( L_D \) to move to \( T_3(5,10) \). Trajectory \( T_3 \) cannot satisfy the temporal constraint, so it is skipped from list \( L_D \) and the algorithm terminates since one of the lists reached its end. □

In the case where the region partitioning is represented internally by a grid of smaller cells, Algorithm 1 can still be applied. But to evaluate such region’s predicate, we need first to materialize a sorted list from all cell-lists involved in this region. However, since the individual cell-lists participating in the enclosure are already ordered by trajectory-id \( T_{id} \), the sort order can be materialized on the fly by feeding the algorithm with the record that has the smallest \( T_{id} \) among the heads of the participating
cell-lists. Hence the algorithm proceeds without having to actually sort the participating region-lists.

(ii) Variable predicate evaluation: The second step of the IJP algorithm evaluates the variable predicates \( r \) in \( S_v \), over the set of candidate trajectories \( U \) generated in the first step. For a fixed predicate its corresponding region-list contains all trajectories that satisfy it. However, variable predicates can be bound to any region, so one would have to look at all region-lists, which is not realistic. We will again need one list per each variable predicate (termed variable-list), however such variable-lists are not precomputed like the region-lists. Rather, they are created on the fly using the candidate trajectories filtered from the fixed predicate evaluation step.

To populate a variable-list for a variable predicate \( P_j \in S_v \), we compute the possible assignments for variable \( P_j \) by analyzing the trajectory-list for each candidate trajectory. In particular, we use the time intervals in a candidate trajectory to identify which portions of the trajectory can be assigned to this particular variable predicate. An example is shown in Figure 2.3, using the candidate trajectory \( T_2 \) from Figure 2.2. From the previous step we know that \( T_2 \) satisfies the fixed predicates at the following regions: \( M(18,21), D(21,23), M(25,27) \) (shown in bold in the trajectory-list of \( T_2 \)). Using the pointers from the region-lists of the previous step, we know where the matching regions are in the trajectory-list of \( T_2 \). As a result, \( T_2 \) can be conceptually partitioned is three segments \( \{Seg1, Seg2, Seg3\} \), as shown in Figure 2.3. Note that \( Seg2 \) is empty since there is no region between \( M(18,21) \) and \( D(21,23) \).
These trajectory segments are used to create the *variable-lists* by identifying the possible assignments for every *variable*. Since a *variable*’s assignments need to maintain the pattern, each *variable* is restricted by the two fixed predicates that appear before and after the *variable* in the pattern. All *variables* between two fixed predicates are first grouped together. Then for every group of *variables*, the corresponding trajectory segment (the segment between the fixed predicates) is used to generate the *variable-lists* for this group. Grouping is advantageous, since it can create *variable* lists for multiple *variables* through the same pass over the trajectory segments. Moreover, it ensures that the *variables* in the group maintain their order consistent with the pattern $\mathcal{S}$.

Assume that a group of *variable* predicates has $w$ members. Each trajectory segment that affects the *variables* of this group is then “streamed” through a window of size $w$. The first $w$ elements of the trajectory segment are placed in the corresponding predicate lists for the *variables*. The first element in the segment is then removed and the window shifts by one position. This proceeds until the end of the segment is reached. In the above example there are two groups of *variables*: the first consists of *variables* $?^+$
Figure 2.4: Variable list generation for IJP.

and @x in that order (i.e., w=2), while the second group has a single member @x (w=1).

Figure 2.4 depicts the first three steps in the variable list generation for the group of variables ?+ and @x. This group streams through segment Seg1, since it is restricted on the right by the fixed predicate M in pattern S. Each list is shown under the appropriate variable. A different variable list will be created for the second group with variable @x, since this group streams through segment Seg3 (the second @x variable is restricted by fixed predicates D and M).

The generated variable-lists are then joined in a way similar to the previous step. Because the variable-lists are populated by trajectory segments coming from the same trajectory (trajectory T2 in our example), the join criteria checks only if the ordering of pattern S is satisfied. In addition, if the pattern contains variables with the same name (e.g. @x), the join condition verifies that they are matched to the same region and time interval.
Complexity Analysis for variable predicate evaluation: Assume that the fixed predicate evaluation step generates $k$ candidate trajectories in $U$ and let $l$ denote the maximum trajectory segment length. The worst case scenario is when all variable lists have length $l$. Thus the variable predicate evaluation in the worst case scenario is $O(klr)$.

Explicit Temporal Constraints: The IJP algorithm can easily support explicit temporal constraints (assigned to the spatial predicates) by incorporating them as extra conditions in the join evaluations among the list records.

Adding Distance-based Constraints

The evaluation of distance constraints $D$ inside a pattern query $Q$ is performed as a post filtering step after the pattern $S$ evaluation. The intuition is that the spatial predicates in $S$ will greatly reduce the number of candidate trajectories which need to be examined by the distance-based algorithm. Nevertheless, since the distance terms contain variables, there are still many possibilities to bound the values of these variables. The IJP algorithm has the advantage of re-using the variable lists created during the spatial predicate search. These lists effectively enumerate all possible value bindings. However, instead of using a brute force approach that will examine all possible bindings, the IJP approach uses a variation of the Threshold Algorithm [29] and examines these possibilities in an incremental ordered fashion. As a result, it avoids examining all possible bindings.

Regarding the IJP approach, assume that the $S$ evaluation has returned a collection of trajectories $T$. For each variable in $S$ one variable-list per trajectory in $T$ is also created. All variable-lists for a given variable are concatenated and sorted, first by
region and then by trajectory $id$. Note that the same region may be associated with different trajectory $ids$. For simplicity, consider the scenario where the distance terms are combinations of a variable with a fixed region (i.e., $d(@x, A)$). The case where the distance term contains two variables is omitted for brevity.

For each distance term in $D$ a separate list is created. As with the $variable$-lists, $distance$-lists are also computed on the fly. The idea is to incrementally examine the vicinity around the fixed variable of each distance term $d_i$. To evaluate distances between regions, we use the uniform grid that has been introduced in Section 3. We will use the distance between grid cells to lower bound the Euclidean distance between regions.

For example, given a term $d(@x, A)$, in the first iteration we examine the grid cells, and the regions approximated with those grid cells, that are one cell away from the grid approximation of region $A$. The next iteration will expand the vicinity by one cell, and so on. When we discover a region which appears also in the sorted concatenated list for $@x$, we load all the corresponding trajectory $ids$ and place them in the list for this distance term. As the lists for all distance terms in $D$ have been created incrementally, the $TA$ algorithm finds the trajectory that appears in all $distance$-lists and minimizes the sum of the distances.

### 2.4.2 The Dynamic Programming Pattern Algorithm (DPP)

The $DPP$ algorithm is divided into two steps: (i) **Trajectory Selection** and (ii) **Matching**. Using the $trajectory$-lists the first step selects a candidate set of trajectories $\bar{T}$ based on the fixed predicates in pattern $S$. The second step uses pattern matching to eliminate trajectories that do not match the sequence order in $S$. It also checks for
appropriate variable bindings with possible verification on duplicate variables in $S$. The pseudo code for the DPP algorithm is shown in Algorithm 2.

**(i) Trajectory Selection:** For each region-list of a fixed region that appears in $S$, we select the ids $T_{id}$ for all trajectories that visited this region. Candidate set $\bar{T}$ is computed by intersecting the collected ids (per region). That is, $\bar{T}$ contains ids of the trajectories that have visited (independently of what order) all the regions in $S$. Nevertheless, since no order of these appearances has been verified, a further verification step must be performed on each $T' \in \bar{T}$ to enforce the order of $S$. This verification step is performed using dynamic programming.

**(ii) Matching:** For each trajectory $T' \in \bar{T}$ a dynamic programming matrix $M$ (function $BuildDPM$) is first created; it will later retrieve the matches of $S$ in the trajectory $T'$ (function $ScanDPM$). The $M$ matrix enables the DPP algorithm to match all occurrences of the pattern $S$ in $T'$ in the specified order defined in $S$. Matrix $M$ has a column $j$ for each region visited by the trajectory $T'$. Multiple visits to the same region are represented with multiple columns in $M$, as it is stored the same way in the trajectory-list index. The rows $i$ in the matrix correspond to the predicates $P_i \in S$. Therefore, the size of $M$ is $|S| \cdot |T'|$. The value in each entry in $M[i][j]$ is computed based on the predicate $P_i$ and the $j$-th element in the region approximation of the trajectory $T'$ denoted as $T'_j$. (This is the $j$-th element in the trajectory-list of $T'$).

It should be noted that if pattern $S$ contains only fixed spatial predicates, the matrix $M$ can be shrunk by eliminating the regions in $T'$ that are not present in $S$. This
Algorithm 2 DPP: Fixed and Variable Spatial Predicates

Input: Pattern $S$ which consists of predicates $P_i$
Output: Trajectories satisfying $S$

1: Let $T$ be the set of candidate trajectories from trajectory-list having all fixed predicates in $S$
2: Answer Set $A \leftarrow \emptyset$ \hspace{1cm} $\triangleright$ initialize the answer set
3: for each trajectory $T' \in |T|$ do
4: \hspace{1cm} $BuildDPM(T', S)$ \hspace{1cm} $\triangleright$ construct matrix $M$
5: \hspace{2cm} if $Abs(M[i][j][T']) \geq P_i$.idx then
6: \hspace{3cm} $ScanDPM(|S||T'|)$ \hspace{1cm} $\triangleright$ analyze matrix $M$

Function: $BuildDPM(T, S)$
1: for $i \leftarrow 0$ to $|S|$ do
2: \hspace{1cm} for $j \leftarrow 0$ to $|T|$ do
3: \hspace{2cm} if $i = 0$ or $j = 0$ then $M[i][j] \leftarrow 0$ \hspace{1cm} $\triangleright$ trivial case
4: \hspace{2cm} else
5: \hspace{3cm} if $P_i$.type is a Fixed Spatial Predicate then
6: \hspace{4cm} if $P_i.R = T.R_j$ then
7: \hspace{5cm} $M[i][j] \leftarrow -(Abs(M[i-1][j-1]) + 1)$
8: \hspace{4cm} else
9: \hspace{5cm} $M[i][j] \leftarrow Max(Abs(M[i-1][j]), Abs(M[i][j-1]))$
10: \hspace{3cm} else \hspace{1cm} $\triangleright$ $P_i$.type is a variable or wild-card
11: \hspace{4cm} if $P_i$.type = {?+, @} then
12: \hspace{5cm} $M[i][j] \leftarrow -(Abs(M[i-1][j-1]) + 1))$
13: \hspace{4cm} else \hspace{1cm} $\triangleright$ case where $P_i$.type = {??}
14: \hspace{5cm} if $i = P_i$.idx then
15: \hspace{6cm} $M[i][j] \leftarrow Abs(M[i-1][j])$
16: \hspace{5cm} else $M[i][j] \leftarrow -(Abs(M[i-1][j-1]) + 1))$

Function: $ScanDPM(i,j)$
1: if $i > 0$ then \hspace{1cm} $\triangleright$ valid column in $M$
2: \hspace{2cm} for $k \leftarrow j$ to $k \geq P_i$.idx downto 1 do
3: \hspace{3cm} if $Abs(M[i][k]) \geq P_i$.idx then
4: \hspace{4cm} if $M[i][k] \leq 0$ then \hspace{1cm} $\triangleright$ found a match in $M$
5: \hspace{5cm} if $P_i$.type = {@} and Match[$P_i$.link] $\neq T'.R_k$ then continue
6: \hspace{5cm} $Match[i] \leftarrow T'.R_k$ \hspace{1cm} $\triangleright$ found a match for $T'.R_k$
7: \hspace{5cm} if $P_{i-1}.type = {?*}$ then
8: \hspace{6cm} $ScanDPM(i-1, k)$ \hspace{1cm} $\triangleright$ next iteration
9: \hspace{5cm} else \hspace{1cm} $\triangleright$ next iteration
10: \hspace{5cm} $ScanDPM(i-1, k-1)$ \hspace{1cm} $\triangleright$ next iteration
11: else $A \leftarrow A \cup T'.id$ \hspace{1cm} $\triangleright$ found $T'.id$ to the answer set

optimization does not compromise the sequence of patterns found because for each $R_j$ in $T'$, the attribute ($t$-entry$_j$: $t$-exit$_j$) is also kept.

Each matrix entry can a take numerical value in the range ($-|S|:|S|$). The absolute value stored in the matrix entries corresponds to the length of the longest match between the pattern $S$ and the trajectory approximation $T'$ discovered so far. A negative number in $M[i][j]$ denotes a match between the pattern $P_i$ and the trajectory region $R_i$,
and its absolute value is the length of the longest match found so far. In this way, the matrix $M$ is used to store both the match occurrences, represented with negative value, and the length of each match, the absolute values in $M[i][j]$.

The matrix $M$ is computed row by row, column by column starting from the $M[0][0]$ entry until the $M[|S|][|T'|]$ entry. At every step the $BuildDPM$ function compares the values of the current predicate $P_i$ and the current region from the trajectory approximation $T_j$ (the same as the $T'_j$). If there is no match between $P_i$ and $T_j$, then the value of $M[i][j]$ is the biggest absolute value among the neighbors ($M[i-1][j]$ or $M[i][j-1]$). If there is a match between $P_i$ and $T_j$ then the entry $M[i][j]$ takes the value $|M[i-1][j-1]| + 1$, but it is stored as a negative number indicating that the current pair $P_i$, $T_j$ participates in the match.

The previous description applies only for fixed spatial predicates. For wild-card ($?^+, ?^*$) and variable (@) spatial predicates, the computation of the entry $M[i][j]$ is done differently. Because such variables can be bound with any value of $T_j$, the value of $M[i][j]$ is computed as a “match”. Therefore, the entry value is $-(|M[i-1][j-1]| + 1)$, as previously described. This phase does not handle the case where a pattern $S$ contains variables which appear multiple times. This verification step is performed in the $ScanDPM$ function. Instances of the same variable are “linked” in a backward way using a “pointer” (link) with the following constraint: $P_i.link ← P_j$ if $P_i = P_j$ and $i < j$. Because matrix $M$ is verified for matching in a “backward” way (from $M[|S|][|T'|]$ to $M[1][1]$ entry), the pointers are associated to the next occurrence in the pattern $S$.

There is also a special case where the predicate $P_i$ is optional in the pattern $S$. In this case, the computation and further verification of matrix $M$ has to consider the
case where \( P_i \) does not match \( T_j \). To deal with this, another attribute \( P_i.idx \) is associated with each predicate in \( S \). Basically, this attribute stores the position of each predicate \( P_i \) in cases the optional predicate does not match with any \( T_j \). This \( idx \) attribute is defined in the following manner:

\[
P_i.idx \leftarrow \begin{cases} 
  1 & \text{if } i = 1 \\
  P_{i-1}.idx & \text{if } P_i.type = \{?, #\} \\
  P_{i-1}.idx + 1 & \text{otherwise}
\end{cases}
\]

After the matrix \( M \) is computed, the matches on it have to be searched. This is performed by the \( ScanDPM \) function which “searches” for negative numbers stored in \( M \); such numbers denote the occurrence of a match. The operation goes row by row, column by column in a direction opposite to the direction of construction, starting with the bottom right entry. If the last matrix entry \( M[i][|T'|] \) has an absolute value greater than the last \( idx \) in \( P \) (i.e. \( \text{Abs}(M[|S|][|T'|]) \geq P_{|S|}.idx \)), then there is at least one match between \( S \) and \( T' \). Otherwise we can safely prune the trajectory avoiding further processing. Because we are only interested in finding the longest and complete match between \( S \) and \( T' \), we only look for entries that have values greater or equal than the \( S_i.idx \) index (smaller values indicate that there is a partial match but not a complete one). If the cell value is less than the current pattern index \( S_i.idx \), then the function \( ScanDPM \) aborts the processing of the current row \( i \).

If there is a match in \( M[i][j] \), then the function \( ScanDPM \) is called recursively to process the sub-matrix with bottom right corner \( M[i-1][j-1] \). If the predicate \( P_i \) is optional (\( # \) and \( * \)) then the function is called for the \( M[i-1][j] \) entry instead. The
algorithm stops when all predicates in $S$ are processed ($i=0$), thus finding all possible matches of $S$ in $T'$.

**Complexity Analysis:** The $BuildDPM$ function calculates the value for each matrix entry just once. Let $s$ denote the length of a trajectory $T'$ in terms of number of regions visited. Then the matrix $\mathcal{M}$ has $m$ rows (|$S$|) and $s$ columns, and the complexity of this method is $O(sm)$. The complexity of $ScanDPM$ is $O(m+s)$ because at each step we move one step left-up diagonally or up (e.g., at least one of $i$ and $j$ is decremented). Therefore, the time complexity for processing a single trajectory $T'$ with the $DPP$ algorithm is $O(vsm)$, where $v = |\bar{T}|$ (i.e., the number of candidate trajectories produced from the trajectory selection step). The reader should note that the two algorithms produce candidate trajectory sets using different methods ($IJP$ considers the temporal order and $DPP$ does not); hence in the complexity analysis they are represented as $k$ and $v$.

**Explicit Temporal Constraints:** When the pattern $S$ has explicit temporal constrains $int_i$ in its definition, the $DPP$ algorithm only performs a check along with the match checks in order to satisfies $int_i$ too (not shown in Algorithm 2). If only one of the above conditions is satisfied, then the value of $\mathcal{M}[i][j]$ is computed as not a match. Otherwise, it is computed as a match.

**Example:** We use the same example of pattern $S$ in Figure 2.2 to illustrate how the $DPP$ algorithm works. Using the region-list the trajectory identifiers that have all the grids $M$ and $D$ are in $\bar{T} = \{T_2,T_3\}$. For each trajectory $T'$ in $\bar{T}$, the matrix $\mathcal{M}$ is computed using the function $BuildDPM$. The computation of matrix $\mathcal{M}$ for $T_2$ and $S$ appears in Table 2.1. Since $P_{|S|}.idx$ is 6, the $ScanDPM$ function looks for entry values equal to $\mathcal{M}[10][j] \geq |-6|$ in the 10-th row of matrix $\mathcal{M}$. In $ScanDPM$, the
Table 2.1: Matrix $\mathcal{M}$ for trajectory $T_2$ and pattern $S$.

<table>
<thead>
<tr>
<th></th>
<th>$T_2$</th>
<th>$X$</th>
<th>$I$</th>
<th>$S$</th>
<th>$D$</th>
<th>$P$</th>
<th>$H$</th>
<th>$B$</th>
<th>$M$</th>
<th>$D$</th>
<th>$H$</th>
<th>$B$</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>$S$</td>
<td>$i$</td>
<td>$idx$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>@x</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>M</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>-3</td>
</tr>
<tr>
<td>D</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>-4</td>
</tr>
<tr>
<td>@x</td>
<td>8</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-5</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
<td>-6</td>
</tr>
<tr>
<td>M</td>
<td>10</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

entry $\mathcal{M}[10][13]$ passes the checks of the algorithm and the entry $\mathcal{M}[10][13]$ is stored as a match in $\text{Match}[10]$ ($M$ was found in the 13th column of $T_2$) and then the function $\text{ScanDPM}$ is called for the $\mathcal{M}[9][12]$ matrix. Again, entry $\mathcal{M}[9][12]$ passes all the checks and it is called for $\mathcal{M}[8][12]$. Because $P_8$ is a variable (i.e., variable $@x$) and it is the first variable encountered so far, it passes the bounded value check (link test) and then it is bounded to the grid $B$. Then the function $\text{ScanDPM}$ is called in the following sequence for entries in $\mathcal{M}$: $\mathcal{M}[7][11]$, $\mathcal{M}[6][10]$, $\mathcal{M}[5][10]$, $\mathcal{M}[4][9]$, $\mathcal{M}[3][8]$ and then for $\mathcal{M}[2][8]$, but it fails for this last one because the link test does not pass ($\mathcal{M}[2][8] \neq \mathcal{M}[8][12]$). Then it is called for $\mathcal{M}[2][7]$, and the link test satisfies because variable $@x$ is bounded to grid $B$ ($\mathcal{M}[2][7] = \mathcal{M}[8][12]$). Then $\text{ScanDPM}$ is called for $\mathcal{M}[1][6]$ until $j$ is 0. In the end, the pattern $?^+.B.?^*.M.?^*.D.?^*.B.?^*.M$ is found and added to $A$. The backtracking also evaluates the entry $\mathcal{M}[8][11]$ and finds pattern $?^+.H.?^*.M.?^*.D.?^*.H.?^*.M$. Other calls for other entries are called, e.g. $\mathcal{M}[10][9]$ (-8), but they all fail to bound to other predicates in $S$. The 2 patterns found for the pattern $S$ in trajectory $T_2$ are highlighted.
in Table 2.1 (yellow\(^\ast\) for the first pattern found, blue\(^\circ\) for the second, and green\(^\ast\) when the entries are found for both of patterns). □

**Adding Distance-based Constraints**

The evaluation of distance constraints \(D\) inside a pattern query \(Q\) is performed as a post filtering step after the pattern \(S\) evaluation. The \(DPP\) algorithm can only use a brute force approach since it maintains a trajectory as a sequence of regions but loses the spatial properties of these regions. Therefore, the \(DPP\) algorithm can only compute the distance for the constraint as a final step.

**2.5 Experimental Evaluation**

We run various experiments with real world and synthetic datasets to test the behavior of each technique under different settings. All experiments were run on an Intel Pentium-4 2.6 GHz processor running Linux 2.6.22 with 1 GB main memory. All implementations used the same disk manager framework with disk page size set to 4KB for each index (\(region-list\) and \(trajectory-list\) indexes) and 16KB for the raw trajectory archive.

For comparison purposes, we examined two previous pattern matching approaches. In particular, we modified [24] and [4] (called here Extended-KMP (E-KMP) and Extended-NFA (E-NFA) respectively) and implemented them in our proposed framework in order to fair compare them against the \(IJP\) and \(DPP\) algorithms. The E-KMP contains extensions to handle the variable predicates (\(?^\ast\), \(?^+\)) as well as the implicit/explicit temporal constraints. The \(NFA\) used in [4] finds simple event patterns in streaming data. Hence it
is not formulated to evaluate topological relations or temporal constraints, as described in Section 2.2. We thus extend it to cover these as well, as to process queries with variables. To this end, a stack is created for each variable $@x$. If a variable appears in the query many times, a post processing check is performed at the accept state of the NFA. For fairness, all algorithms were tested using the same index framework (i.e., the $E-KMP$ and the $E-NFA$ algorithms receive a candidate set of trajectories similar to the $DPP$ approach).

For real datasets, we use the $Truck$ and $Buses$ trajectorial data from [2]. Both datasets represent moving objects in the metropolitan area of Athens, Greece. The $Truck$ dataset has 112,203 moving object locations generated from 276 trajectories where the longest trajectory timestamp is 13,540 timestamps. The $Buses$ contains 66,096 moving object locations obtained from 145 trajectories of school buses with maximum timestamp 992. For simplicity of the experimental evaluation, we do not use real regions; instead we assume that the spatial domain (area of Athens) is partitioned into (artificial) regions using a uniform grid. These grid cells become the alphabet for our queries; hence in the rest the terms “region” and “cell” have the same meaning. To examine the effect of the alphabet size on the index structures we experiment with grid granularity starting from $25 \times 25$ up to $100 \times 100$.

We take this opportunity to note that in practice the region partition (i.e., the alphabet) depends only on the application and it is fixed. For example, if the user is interested in posing very detailed queries (e.g., street level) a finer partition should be used. We expect that in a real implementation one may use a fine grid partition at the lower level and (coarser) regions that the user understands at a higher level. Then an interesting problem is what size of grid partition will optimize the query response at the
region level. Since the coverage of a region by grid cells may not be exact, false positives can be returned by the query, thus affecting query performance. This however is an orthogonal problem and is not addressed here; hence in the rest the terms “region” and “cell” have the same meaning.

For the synthetic datasets, we generated datasets of moving object trajectories. The dataset represents the freeway network of Indiana and Illinois states together. The 2-dimensional spatial universe is 1,000 miles long in each direction and contains up to 200,000 objects. Objects start at random positions on predefined routes in a road network and follow a Normal distribution with mean 60 MPH and standard deviation 15 MPH. We run simulations for 500 minutes (timestamps). For these datasets, the spatial universe was partitioned with a grid $100 \times 100$.

In order to generate relevant pattern queries, we randomly sample and fragment 100 trajectories. The length and location of each fragment are randomly chosen. These fragments are then concatenated to create a query. For the synthetic datasets we used pattern length from 5 up to 10 predicates. We also generated sets of pattern queries with different number of variable predicates (from 0 to 2). The location of each variable inside the query was randomly chosen. For queries with 2 variables, half of the patterns have the same variable twice, and the other half use two different variables (i.e. $@x$ and $@y$).

For each experiment, we measured the average running time (in seconds) and the average I/O for a set of 100 queries. The query cost shown consists of the CPU time and the I/O time.
Table 2.2: Query time (s) for real datasets.

<table>
<thead>
<tr>
<th>P</th>
<th>Dataset</th>
<th></th>
<th></th>
<th></th>
<th>E-NFA</th>
<th>E-KMP</th>
<th>DPP</th>
<th>IJP</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Buses</td>
<td>10</td>
<td>3</td>
<td>57</td>
<td>2.46</td>
<td>1.90</td>
<td>1.11</td>
<td>1.53</td>
</tr>
<tr>
<td>S2</td>
<td>Buses</td>
<td>20</td>
<td>7</td>
<td>29</td>
<td>89.62</td>
<td>62.75</td>
<td>28.99</td>
<td>3.03</td>
</tr>
<tr>
<td>S3</td>
<td>Trucks</td>
<td>20</td>
<td>7</td>
<td>76</td>
<td>111.91</td>
<td>54.68</td>
<td>30.28</td>
<td>10.57</td>
</tr>
<tr>
<td>S4</td>
<td>Trucks</td>
<td>46</td>
<td>29</td>
<td>11</td>
<td>3.06</td>
<td>0.73</td>
<td>0.22</td>
<td>1.56</td>
</tr>
</tbody>
</table>

2.5.1 Queries with Spatial Predicates

The first experiment, shown in Table 2.2, evaluates the total time (in seconds) required to execute four complex pattern queries on the Buses and Truck datasets. Since in the real datasets objects move in relatively similar ways, we experimented with larger number of predicates so as to create more selective queries. Moreover, queries $S_1$ - $S_4$ contain between 2 and 4 variables and several wild-cards $?^+$ and $?^*$. The total number of predicates is specified by $|S|$, the number of fixed predicates is $|S_f|$, the number of trajectories returned is shown under $|A|$.

The results show that the $E$-$NFA$ algorithm performs worse for all queries. This is because it cannot take advantage of the existing indexing structures so as to focus the search only on those parts of the trajectories that might contain answer (except from the original trajectory pruning using the region-list intersection). This is to be expected since the method has been designed for identifying patterns over streaming (non-archived) data. We experienced a similar behavior with the other real and also the synthetic datasets; hence we remove the $E$-$NFA$ method from the following comparisons. Among the rest, the $DPP$ and $IJP$ algorithms, have typically more robust behavior; nevertheless, $E$-$KMP$ still shows competitive behavior for some queries.
To examine the effect of the size of the alphabet on the index size, we experimented with the real datasets and different alphabets (by changing the grid size). As expected, the increased number of letters in the alphabet increases the size of the index (see Figure 2.5). Each trajectory visits more regions (which have smaller size) during its lifetime and thus generates more records in the index structure. Note that in this experiment, the size of index was very small compared to the raw data size (varying between 4% and 6% for the Buses and 2% and 5% for the Trucks dataset). The number of I/Os during the query evaluation however stays the same because each predicate in the query still corresponds to a single (though smaller) grid cell. As a result, the observed query times remain similar to the ones shown in Table 2.2.

To further examine the performance of the DPP, IJP and E-KMP algorithms we use the synthetic datasets. The next experiment evaluates the average running time required to execute 100 pattern queries while varying the number of spatial predicates in $\mathcal{P}$ from 5 to 10. It uses a synthetic dataset with 50,000 trajectories. The results appear in Figure 2.6 (in log-scale) and for patterns with (a) no variable, (b) 1 variable, and (c) 2 variables.
As observed from these experiments, when increasing the number of predicates in the pattern, the query time of the DPP and E-KMP algorithms increases. For the DPP the larger pattern implies a larger matrix and thus more processing. The E-KMP is very sensitive to the number of ?* in the query; as the pattern increases in size the probability of more ?* increases (this effect will be examined further later). Nevertheless, the DPP algorithm is always more efficient than the E-KMP (typically by an order of magnitude).

The IJP algorithm is affected the least by the number of predicates. This is because processing in the IJP algorithm is guided by the region-lists of the first few predicates in the pattern (for example, the third list is accessed after a match in the first two lists is found, etc.). Hence, adding more lists does not directly affect the processing. As more predicates are added, the processing of the E-KMP and DPP starts increasing making the IJP a faster solution.

For the same experiments, Figure 2.7 depicts the average I/O’s for (a) 0 variable, (b) 1 variable, and (c) 2 variables. In particular E-KMP and DPP have identical I/O behavior since they are using the same approach to pick candidate trajectory-lists (without using the time constraints). Even though all three algorithms use the same indexes to
retrieve objects, the IJP uses a different strategy (as described in Section 2.4) which results in a different I/O behavior. Nevertheless, all algorithms have comparable I/O behavior, leading us to the conclusion that the major differences in the overall processing time among the algorithms are not I/O based but mainly CPU bound.

We also performed experiments comparing the proposed index structure with R-trees. The R-tree was outperformed by our simpler grid structure. Since R-trees are data-driven structures the overlapping implies that several sub-trees need to be analyzed. Furthermore, when MBRs over-approximate regions, the verification step at the end of the algorithm had to process significant amount of false positives.

2.5.2 Scalability Experiments

Number of wild-cards

We next examined the performance of the three algorithms when varying the number of \( ?^* \) wild-cards in the pattern. For these experiments, we randomly sampled 100 trajectories from the previous synthetic dataset and then extracted pattern queries of length 10. These patterns contain only the “.” sequencer (i.e., no \(?^*\)). Using this query...
set we created a new set that has queries with one ?. This set was created by randomly replacing one “.” by a ?*. We continued in the same way creating a new query set with queries having two ?* by replacing an additional “.”, etc. Figure 2.8 shows the average running time (in log-scale) to execute 100 queries varying the total number of ?* (from 0 to 8) in each pattern with (1) no variable, (b) 1 variable, and (c) 2 variables.

Again we observed that in all experiments the DPP algorithm is always faster than the E-KMP. As the number of ?* increases, the performance of E-KMP deteriorates drastically, showing the dependence of E-KMP to the ?* wild-cards. This is because each such wild-card forces the E-KMP approach to run more, shorter queries. More queries add to the processing time but also since these queries are smaller, the shifting function of E-KMP is not as effective. The DPP is up to 4 times faster than the E-KMP when there are 8 wild-cards. For the DPP, the total processing time increases because more matches qualify as an answer. The performance of the IJP algorithm is independent of the number of the ?* wild-cards, since they are evaluated in the same way as the “.” sequencers. As a result, as more wild-cards appear in the query, IJP will eventually become faster than the DPP.
Number of Trajectories

We then varied the indexed dataset size to examine the scalability of the proposed algorithms. For these experiments, we used a synthetic dataset of 200,000 trajectories. We started with inserting the first 50,000 trajectories in the indexes and measured the query time (for an average of 100 queries each with 5 predicates, including 0, 1 and 2 variables). We repeated the experiment after adding an additional 25,000 trajectories. This incremental process continued with increments of 25,000 trajectories until the total of 200,000 trajectories in the archive.

The behavior of all algorithms grows linearly with the dataset size, as shown in Figure 2.9. Recall that from our complexity analysis, both the IJP and DPP algorithms are proportional to the number of candidate trajectories; as more trajectories are added, this number increases thus affecting the overall performance accordingly. Again, the DPP algorithm behaves consistently better than the E-KMP. Among all algorithms, the IJP has the faster rate of increase. This is because, the larger datasets create large region-lists which directly affects the join processing cost. Moreover, IJP performs two join
operations (one in the region-lists and one in the variable-lists) and both of them are directly affected by the size of the lists.

2.5.3 Patterns with Spatial Predicates and Nearest Neighbors

We also performed experiments to examine how the algorithms behave when adding nearest neighbor predicates (i.e., pattern queries that contain both \( \mathcal{P} \) and \( \mathcal{D} \)). We examined four query datasets varying the number of distance terms from one to four. Each distance term uses two variables (i.e., it is of the form \( d(\@x, \@y) \) which corresponds to the very processing demanding \( NN \) query). All variables in each pattern query are different and their positions were randomly chosen. Figure 2.10 shows the results for queries using 10 predicates while increasing the number of distance terms. Clearly, the \( IJP \) approach outperforms the “brute-force” approach of the \( DPP \) (up to two orders of magnitude). This is because \( IJP \) maintains the spatial properties of trajectories and can thus reuse the variable lists to avoid examining all possible bindings.

Figure 2.10: Avg. running time vs. number of distance terms in \( D \).
2.5.4 Discussion

In all our experiments the previous \textit{E-KMP}-based approach (even optimized to use indexes) was outperformed by the \textit{DPP} algorithm. Furthermore, its performance deteriorates drastically as the number of \textit{?}* wild-cards increases. Similarly, the \textit{E-NFA} was outperformed by all algorithms. When comparing our two new algorithms, we observed the following:

1. For a small number of predicates the \textit{DPP} algorithm is faster than the \textit{IJP} algorithm. This is because the matrix $M$ is small and thus it is processed very fast;

2. For larger number of predicates the \textit{IJP} algorithm becomes faster since its performance is not affected by the increase in predicates, while the \textit{DPP} is affected by the increase in the matrix size;

3. On the other hand, \textit{IJP} is a join-based algorithm, hence the larger the dataset, the more expensive is the join step;

4. Nevertheless, \textit{IJP} has more robust performance when considering distance-based queries ($NN$) as well, while the \textit{DPP} (and \textit{E-KMP}) algorithm needs to use a very consuming “brute-force” approach.

2.6 Final Remarks

In this chapter, we introduced a framework for processing “flexible pattern queries” over trajectory archives. Such queries combine the ability of fixed and variable predicates, with explicit or implicit temporal constraints and distance-based constraints.
Previous works have considered only subsets of this framework and are based on variations of the KMP algorithm or use finite automata (NFA). We introduced two query processing techniques, one based on merge joins (IJP) and one based on subsequence matching (DPP). The experimental evaluation shows that our techniques improve substantially even over optimized (using indexing and preprocessing techniques) KMP and NFA approaches. Among our approaches, IJP is more robust in that it can easily support NN queries, while DPP is better for patterns with smaller number of predicates or wildcards. Since however both approaches use the same indexing schemes, they can both be available to the user. As a future research topic, one could explore cost models that will enable a query optimizer to pick the best technique based on the query parameters (size of the pattern query, number of variables, wild-cards, etc). Another topic is to extend the FlexTrack framework to support complex pattern trajectory joins.
Chapter 3

Pattern Queries for Mobile Phone-Call Databases

Call Detail Record (CDR) databases contain many millions of records with information about mobile phone calls, including the users’ location, when the call was made/received, and call duration. This huge amount of spatio-temporal data opens the door for the study of human trajectories on a large scale without the bias that other sources, like GPS or WLAN networks, introduce in the population studied. Furthermore, it provides a platform for the development of a wide variety of studies ranging from the spread of diseases to planning of public transportation. Nevertheless, previous work on spatio-temporal queries does not provide a framework “flexible” enough for expressing the complexity of human trajectories. In this chapter, we present Spatio-Temporal Pattern System (STPS) to query spatio-temporal patterns in very large CDR databases. STPS uses a regular-expression query language that is intuitive and that allows for any
combination of spatial and temporal predicates with constraints, including the use of variables. The design of the language takes into consideration the layout of the areas being covered by the cellular towers, as well as “areas” that label places of interested (e.g. neighborhoods, parks). An extensive performance evaluation of the STPS shows that it can efficiently find very complex mobility patterns in large CDR databases.

3.1 Introduction

The recent adoption of ubiquitous computing technologies by very large portions of the world population has enabled – for the first time in human history – to capture large scale spatio-temporal data about human motion. In this context, mobile phones play a key role as sensors of human behavior since they are typically owned by one individual that carries it at (almost) all times and are nearly ubiquitously used. Hence, it is no surprise that most of the quantitative data about human motion has been gathered via Call Detail Records (CDRs) of cell phone networks.

When a cell phone makes/receives a phone call the information regarding the call is logged in the form of a CDR. This information includes, among others, originating and destination phone numbers, the time and date when the call started, and the towers used, which gives an approximation of the caller’s/callee’s geographical location. Such data is very rich and has been used recently for several applications, such as to study user’s social networks [20, 68, 86], human mobility behaviors [33, 39], and cellular network improvement [108].
The volume of data generated by a given operator in the form of CDRs is huge, and it contains valuable spatio-temporal information at different levels of granularity (e.g. citywide, statewide, nationwide). This information is relevant not only for telecommunication operators but also as a base for a broader set of applications with social connotations like commuting patterns, transportation routes, concentrations of people, modeling of virus spreading, etc. The ability to efficiently query CDR databases to search for spatio-temporal patterns is key to the development of such applications. Nevertheless, the commercial systems available cannot efficiently handle this kind of spatio-temporal processing. One possible solution to search for such patterns is to perform a sequential scanning of the entire CDR database and, for each user, check whether it qualifies using a subsequence matching-like algorithm (e.g. Knuth-Morris-Pratt (KMP) [51]). Such naive approach however is computationally extremely expensive due to the amount of users/CDRs to be processed. Furthermore, there is the fact that no information about the temporal dimension of the pattern (e.g. within given time frame) or spatial properties (e.g. in a given neighborhood) can be specified.

Taking into consideration the large volume of data and current implementation of the CDR storage systems for telecommunication providers, one effective way to support such spatio-temporal pattern queries is to extend the current systems with some indexes and algorithms to efficiently process such queries. One aspect that has to be considered is that commercial storage systems are in their majority implemented on top of Relational Database Management System (RDBMS). Therefore the provided solution should use the available RDBMS infrastructure such as tables, indexes (e.g. inverted indexes and B-trees), merge-join algorithms, and so on.
In this chapter, we present the Spatio-Temporal Pattern System (STPS) to query spatio-temporal patterns in CDR databases. The STPS allows users to express mobility pattern queries with a regular expression-like language that can include “variables” in the pattern specification. Variables serve as “placeholders” in the pattern for explicit spatial regions and their value is determined during the pattern query evaluation. An example for a query with variables is the pattern “find users who visited the same mall twice in the last 24 hours”. In this scenario we do not know in advance which one is the mall visited by the user. So we use variables which can take values from the set of malls to specify the user behavior in a pattern query. We have to pay attention that in the above example the variable should appear twice in the pattern.

STPS also includes lightweight index structures that can be easily implemented in most commercially RDBMS. We present an extensive experimental evaluation of the proposed techniques using two large, real-world CDR databases. The experimental results reveal that the proposed STPS framework is scalable and efficient under several scenarios tested. Our proposed system is up to 1,000 times faster than a base line implementation, making the STPS a very robust approach for querying and analyzing very large phone-call databases.

This chapter presents a continuation of our previous work, described in Chapter 2, in pattern query evaluation in trajectorial archives. In this chapter we adopt that approach and study its application in the domain of CDR databases. In particular, we modified the join-based evaluation algorithm to handle trajectories specified in CDR format rather than the traditional form, defined as sequence of object locations with their longitude and latitude coordinates. This change in the data format poses changes in the
query languages as well. In Chapter 2, the query language includes several query predicates that are well suited when the exact location of the object is known for a continuous period of time. An example of such a predicate is the distance-based predicate used to find trajectories that passed as close as possible to some area of interest. In a CDR database however, the exact location of the mobile user is unknown and users are not continuously monitored. Thus, the pattern language proposed here is more suitable for CDR databases (e.g. cells, user defined areas, temporal predicates to track hopping during a call or for different calls). The language proposed in this chapter also supports user defined constraints (e.g. conditions, inequalities, time constraints). Furthermore, the query evaluation system is redesigned to work with the features (e.g. tables, B+-trees and so on) of a commercially available RDBMS, since CDR databases are typically implemented in such systems.

The remainder of this chapter is organized as follows: Section 3.2 discusses the related work; Section 3.3 provides some basic descriptions on the infrastructure; Section 3.4 provides the formal description of the STPS language; the proposed system is described in Section 3.5 and its experimental evaluation appears in Section 3.6; Section 3.7 concludes the chapter with the final remarks.

3.2 Related Work

Infrastructures for querying spatio-temporal patterns have already been studied in the literature in different contexts, mainly for: (1) time-series databases; (2) similarity between trajectories; and (3) single predicate for trajectory data.
Pattern queries have been used in the past for querying time series using SQL-like query language [82, 87], or event streams using a NFA-based method [4]. Our work differs from those solutions mainly because it provides a richer language to specify spatio-temporal patterns and an efficient way to evaluate them. For moving object data, patterns have been examined in the context of query language and modeling issues [26, 67] as well as query evaluation algorithms [36].

Similarity search among trajectories has been also well studied. Work in this area focuses on the use of different distance metrics to measure the similarity between trajectories (e.g. [6, 12, 71, 104]).

Single predicate queries for trajectory data, like Range and NN queries, have been well studied in the past (e.g. [74]). In these contexts, a query is expressed by a single range or NN predicate. To make the evaluation process more efficient, the query predicates are typically evaluated utilizing hierarchical spatio-temporal indexing structures [37]. Most structures use the concept of Minimum Bounding Regions (MBR) to approximate the trajectories, which are then indexed using traditional spatial access methods, like the MVR-tree [91]. These solutions, however, are focused only on single predicate queries and further constructions to build a more complex query, e.g. a sequence of combination of both predicates, are not supported. In [36] an incremental ranking algorithm for simple spatio-temporal pattern queries is presented. These queries consist of range and NN predicates specified using only fixed regions. Our work differs in that we provide a more general and powerful query framework where queries can involve both fixed and variable regions as well as topological operators, temporal predicates, constraints, etc., and an explicit ordering of the predicates along the temporal axis.
Figure 3.1: (a) Original coverage areas of BTSs and (b) approximation of coverage areas by Voronoi diagram.

In [24] a KMP-based algorithm [51] is used to process patterns in trajectory achieves. This work, however, focuses only on the contain topological predicate and cannot handle explicit or implicit temporal ordering of predicates. Furthermore, this approach on evaluating patterns is effectively reduced to a sequential scanning over the list of trajectories stored in the repository: each trajectory is checked individually, which becomes prohibitive for large trajectory archives. We show in Section 3.6 that this approach is very inefficient.

3.3 Infrastructure for Data Acquisition

Cell phone networks are built using a set of Base Transceiver Stations (BTS) that are in charge of communicating mobile phone devices with the cell network. The area covered by a BTS is called a cell. A BTS has one or more directional antennas (typically two or three, covering 180 or 120 degrees, respectively) that define a sector and all the sectors of the same BTS define the cell. At any given moment in time, a cell phone is covered by one or more antennas. Depending on the network traffic, the phone selects the BTS to connect to. The geographical area covered by a cell depends mainly on the
power of individual antennas. Depending on the population density, the area covered by a cell ranges from less than 1 Km$^2$, in dense urban areas, to more than 5 Km$^2$, in rural areas. Each BTS has latitude/longitude attributes that indicate its location, a unique identifier BTS$_{id}$, and the polygon representing its cell. For simplicity, we assume that the cell of each BTS is a 2-dimensional non-overlapping region, and we use Voronoi diagrams to define the covering areas of the set of BTSs considered. Figure 3.1(a) presents a set of BTSs with the original coverage for each cell, and (b) the simulated coverage obtained using Voronoi diagrams. While simple, this approach gives us a good approximation of the coverage area of each BTS. In practice, to build the real diagram of coverage, one has to consider several factors in the mobile network, e.g. power and orientation of each antenna.

CDR databases are populated when a mobile phone, connected to the network, makes/receives a phone call or uses a service in the network (e.g., SMS, MMS). In the process, the information regarding the time and the BTS where the user was located when the call was initiated is logged, which gives an indication of the user’s geographical location at a given period in time. Note that no information about the exact user’s location inside a cell is known. Furthermore, for a given call it is possible to store not only the initial BTS during the period of a call, but also all BTSs used during it in case caller/callee move to other cells in the network (hopping). The STPS supports this richer representation of the users’ mobility.

The following attributes from CDR databases are used in the STPS system: (1) the originating phone number $phone_{id}^o$; (2) the destination phone number $phone_{id}^d$; (3) the type of service (voice: V, SMS: S, MMS: M, etc.); (4) the BTS identifier used by
Table 3.1: A set of CDRs representing 4 different calls.

<table>
<thead>
<tr>
<th>timestamp</th>
<th>dur</th>
<th>phone\textsuperscript{o}id</th>
<th>phone\textsuperscript{d}id</th>
<th>BTS\textsuperscript{o}id</th>
<th>BTS\textsuperscript{d}id</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1123001</td>
<td>3</td>
<td>4324542</td>
<td>4333434</td>
<td>231</td>
<td>121</td>
<td>V</td>
</tr>
<tr>
<td>1123004</td>
<td>2</td>
<td>4324542</td>
<td>4333434</td>
<td>232</td>
<td>435</td>
<td>V</td>
</tr>
<tr>
<td>1123006</td>
<td>5</td>
<td>4324542</td>
<td>4333434</td>
<td>234</td>
<td>121</td>
<td>V</td>
</tr>
<tr>
<td>1123235</td>
<td>2</td>
<td>4324542</td>
<td>5334212</td>
<td>235</td>
<td>231</td>
<td>V</td>
</tr>
<tr>
<td>1123237</td>
<td>4</td>
<td>4324542</td>
<td>5334212</td>
<td>231</td>
<td>233</td>
<td>V</td>
</tr>
<tr>
<td>1124113</td>
<td>3</td>
<td>4333434</td>
<td>4324541</td>
<td>238</td>
<td>231</td>
<td>V</td>
</tr>
<tr>
<td>1124116</td>
<td>4</td>
<td>4333434</td>
<td>4324541</td>
<td>239</td>
<td>231</td>
<td>V</td>
</tr>
<tr>
<td>1124116</td>
<td>1</td>
<td>5334212</td>
<td>4333434</td>
<td>451</td>
<td>239</td>
<td>S</td>
</tr>
</tbody>
</table>

the originating number (BTS\textsuperscript{o}id); (5) the BTS identifier used by the destination number (BTS\textsuperscript{d}id); (6) timestamp (date/time) of the connection between phone\textsuperscript{o}id and phone\textsuperscript{d}id in BTS\textsuperscript{o}id and BTS\textsuperscript{d}id, respectively; and (7) the duration dur while phone\textsuperscript{o}id and phone\textsuperscript{d}id connected to BTS\textsuperscript{o}id and BTS\textsuperscript{d}id (hopping enabled), respectively. Since in the STPS we are only interested in users’ mobility, we do not make any distinctions between caller and callee. Therefore, the superscript symbols (\textsuperscript{o} and \textsuperscript{d}) in phone\textsubscript{id} and BTS\textsubscript{id} are omitted in the STPS language and framework. The BTS identifier is only known for phone\textsubscript{id} that are clients of the telecommunication operator keeping the CDR database. When the hopping is enabled, a new CDR row is created every time either users connects to different BTS\textsubscript{id} during the same phone call, otherwise, a single CDR is stored to represent the initial position of phone\textsuperscript{o}id and phone\textsuperscript{d}id for the total duration of the call dur.

Table 3.1 shows a set of CDRs for 4 distinct calls. In this example the BTS hopping option is enabled. Phone number 4324542 makes a phone call to 4333434 starting in BTS\textsuperscript{o}id=231 at timestamp 1123212. Then the user 4324542 moves from BTS\textsuperscript{o}id=231 to BTS\textsuperscript{o}id=232 3 minutes after starting the call, generating another record in the database. After 2 minutes, user 4324542 moves to BTS\textsuperscript{o}id=234 staying there for 5 minutes. The user 4333434 is connected to BTS\textsuperscript{d}id=121, then to 435, and then back to 121 during the call.
When a user is connected to a particular BTS\textsuperscript{id}, it does not necessarily mean that the user is on the same place for the whole period of connection. The second call represents the call made from 4324542 to 5334212, and the third one from 4333434 to 4324541. The eight entry of the table details an SMS sent from 5334212 to 4333434 when they were connected to BTS\textsuperscript{o}=451 and BTS\textsuperscript{d}=239, respectively. If the BTS hopping was not enabled, the first three entries would have been presented as a single one, with just the initial BTS\textsuperscript{o}=231 and a total duration of 10 minutes.

### 3.4 The STPS Pattern Query Language

We define a trajectory $T(\text{phone}_{\text{id}})$ of a mobile user with identifier $\text{phone}_{\text{id}}$ in CDR databases as a sequence of records \{(phone\textsubscript{id},\text{BTS}_{\text{id}},t_{1},\text{dur}_{1}),\ldots,(\text{phone}\textsubscript{id},\text{BTS}_{\text{id}},t_{m},\text{dur}_{m})\}, where $\text{BTS}_{\text{id}}$ is the BTS identifier which serviced the mobile user $\text{phone}_{\text{id}}$ at timestamp $t_{i}$ for the duration of time $\text{dur}_{i}$ ($t_{i},t_{m} \in \mathbb{N}, t_{i} < t_{m}$ and $\text{dur}_{i} \in \mathbb{N}$). This trajectory definition covers both formats described in the previous section: (i) as a sequence of BTSs where the user was connected to the mobile network; or (ii) as a sequence of a trajectory segments (at a BTS level) where each segment represents the movement of the user between two BTS during a phone call. We assume that CDRs using this representation are stored in an archive as shown in Figure 3.3(d).

The STPS language uses the above definition of a trajectory to cover both data formats; i.e., we can query for patterns using records for the same phone call or different calls. This is achieved by associating temporal predicates for each spatial predicate which can be used to restrict the user movements into a time frame of a single phone call. In
the following we describe in details the syntax of the STPS pattern query language and its components: the spatial predicates, the temporal predicates, and the set of spatio-temporal constraints.

### 3.4.1 STPS Language Syntax

A pattern query $Q$ is defined as $Q = (S \cup C)$, where $S$ is a sequential pattern and $C$ is an optional set of spatio-temporal constraints. The set of constraints $C$ is used to specify spatial and/or temporal constraints that an answer has to satisfy in order to be considered as part of the result. A trajectory with identifier $phone_{id}$ matches the pattern query $Q$ if it satisfies both the sequential pattern $S$ and the set of spatio-temporal constraints $C$. A sequential pattern $S$ is defined as a sequence of an arbitrary number $n$ of spatio-temporal predicates $S = \{P_1, P_2, \ldots, P_n\}$.

Each spatio-temporal predicate $P_i \in S$ is defined by a triplet $P_i = (op_i, R_i, t_i)$, where $op_i$ represents a topological relationship operator, $R_i$ a spatial region, and $t_i$ the optional temporal predicate. The operator $op_i$ describes the topological relationship that the spatial region $R_i$ and the coverage area of the BTS defining a trajectory with identifier $phone_{id}$ must satisfy over the (optional) temporal predicate $t_i$. Figure 3.4 details formally the syntax of the STPS language.

### 3.4.2 Spatial Predicates

A key part of our STPS language syntax is the definition of the spatial alphabet $\Sigma$, used in the spatio-temporal predicates $P_i$. We choose the Voronoi diagram cells, that represent the covering areas of each BTS, to serve as “letters” in our alphabet $\Sigma$. This is
because the BTS coverage areas represent the finest level of granularity in which the data is stored in CDR databases. In the rest of the chapter we use capital letters to represent the set of BTS coverage areas in the system, e.g. $\Sigma = \{A, B, C, \ldots\}$. Such coverage areas can participate as spatial regions $R_i$ in the definition of the spatio-temporal predicates $P_i$.

The users however are not restricted to use only BTS coverage areas in their queries. On top of this BTS coverage partitioning the user can define its own geographical maps with different resolution and different types of regions (school districts, airports, shopping, etc.). Also, users can define polygons defined by a set of latitude/longitude pairs to define a set of areas. All other regions, defined by the user, have to be approximated by set of coverage areas in the alphabet $\Sigma$. For instance, one can define the downtown area of a city by creating regions $\text{Downtown} = \{D, E, H\}$ and $\text{Stadium-1} = \{S1\}$, where the $\text{Downtown}$ area is approximated by the union of the coverage areas of BTS $D$, $E$ and $H$ and the $\text{Stadium-1}$ is approximated by the coverage area of BTS $S1$. The same BTS$_{id}$ can be used in the definition of multiple regions and not all BTS have to be included in each geographical map.
Inside the spatial predicates $P_i$, we use finite set of spatial regions $R_i$. Those regions can be one of the following: (i) a particular BTS$_{id} \in \Sigma$; (ii) an alias $A$ defined by a set of one or more BTS$_{id} \in \Sigma$; or (iii) a variable in $\Gamma$. We refer to the first two groups of spatial regions $R_i$ as predefined spatial regions. A predefined region (i.e., $S1 \in \Sigma$) is explicitly specified by the user in the query predicate (e.g., Stadium-1 = \{S1\} in our example). In contrary, the third group of spatial regions, termed variable spatial regions, references an arbitrary region in the map and it is denoted by a lowercase letter preceded by the @ symbol (e.g. @x). A variable region is defined using symbols from the set $\Gamma = \{@a, @b, @c, ...\}$. Unless otherwise specified, a variable takes a single value (instance) from $\Sigma$ (e.g. @a=C); however, in general, one can also specify in $C$ the possible values of a specific variable as a subset of $\Sigma$ (e.g., “any city district with museums”). Conceptually, variables work as placeholders for explicit spatial regions and can become instantiated (bound to a specific region) during the query evaluation in a process similar to unification in logical programming.

Moreover, the same variable @x can appear in several different predicates of pattern $S$, referencing to the same region everywhere it occurs. This is useful for specifying complex queries that involve revisiting the same region many times. For example, a query like @x.$S1$.@x finds mobile users that started from some region (denoted by variable @x), then at some point passed by region $S1$ and then they visited the same region they started from.

We finish with the description of the last component of the spatial predicate: the topological relationship operator $op_i$. In this work we use the eight topological relationships: disjoint, meet, overlap, equal, inside, contains, covers and coveredby defined
by [26]. Given a phone user record \( \langle \text{phone}_{id}, \text{BTS}_j, t_i \rangle \) and a region \( R_i \), the operator \( op_i \) returns a boolean value whether the coverage area in the phone user record \( \text{BTS}_j \) and the region \( R_i \) satisfy the topological relationship \( op_i \) (e.g., an \textit{Inside} operator will return value \textit{true} if the user associated with \( \text{phone}_{id} \) was serviced by \( \text{BTS} \) which has coverage area inside the spatial region \( R_i \). For simplicity in the rest of the chapter we assume that the spatial operator is \textit{Inside} and it is thus omitted from the query examples.

### 3.4.3 Temporal Predicates

As it was mentioned in the definition of the STPS language a spatio-temporal predicate \( P_i \) may include an explicit temporal predicates \( t_i \). Those predicates can be in the form of: (a) time \textit{interval} \( (t_{from}, t_{to}) \) where \( t_{from} \leq t_{to} \) (for example “between 4pm and 5pm”); (b) time \textit{snapshot} \( t_s \) (for example “at 3:35pm”); or (c) time \textit{relative} \( t_r = t_i - t_{i-1} \) from the time instance \( t_{i-1} \) when the previous spatio-temporal predicate \( P_{i-1} \) satisfied (for example “1 hour after the user left his home”). Those temporal predicates imply that the spatial relationship \( op_i \) between \( \text{BTS}_j \) and region \( R_i \) should be satisfied in the specified time frame \( t_i \) (e.g. “passed by area \( S_1 \) between 4pm and 5pm”). If the temporal predicates is not specified, we assume that the spatial relationship can be satisfied \textit{any time} in the duration of a call. For simplicity we assume that if two predicates \( P_i, P_j \) occur within pattern \( S \) (where \( i < j \)) and have temporal predicates \( t_i, t_j \), respectively, then these intervals do not overlap and \( t_i \) occurs before \( t_j \) on the time dimension.
3.4.4 Spatio-Temporal Constraints

In order to restrict values that can be matched to spatio-temporal predicates, the STPS language supports an optional set of spatio-temporal constraints $C$. To qualify a phone user has to first satisfy $S$ and then $C$. $C$ works like a pos-filter to eliminate phone users that do not satisfy $C$. Some examples of spatio-temporal constraints can be: $@x! = @y$, $@z = \{A, B, C\}$, $Period(t_i) = “Weekend”$, $Day(t_i) = “Monday”$, among many others.

3.4.5 STPS Language Example

We now provide a complete example of pattern using the STPS language. One example is: “find all mobile users that, on Saturdays, first start in an arbitrary area different to District-A in the morning, then immediately went by Downtown, then by the Stadium-1 between 6pm and 8pm, then went in the District-B neighborhood between 8pm and 10pm, and finally returned to their first area”. This query example finds for mobile users that followed a pattern of movements where the first and last locations are not specified but have to be the same ($@x$); three other spatial predicates are defined over areas of interests; several temporal predicates are also defined; and finally spatio-temporal constraints are specified to filter out the results. This pattern query can be expressed in the STPS language as follows: $Q := \langle @x, t_{from}=6am : t_{to}=12pm \rangle$. $\langle Downtown, t_r=1min \rangle$. $\langle Stadium-1, t_{from}=6pm : t_{to}=8pm \rangle$. $\langle District-B, t_{from}=8pm : t_{to}=10pm \rangle$. $\langle @x \rangle, C = \{ @x! = District-A, \forall t_i, t_j \in S, Date(t_i) = Date(t_j) \land Day(t_i) = “Saturday” \}$. 
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3.5 Query Evaluation System

In this section we provide in depth description of the query evaluation system. We start with an overview of the indexing structures used to make the query evaluation more efficient. We then describe the Index Join Pattern (IJP) algorithm for evaluating pattern queries. This algorithm is based on a merge-join operation performed over the inverted-indexes corresponding to every fixed predicate in the pattern query $S$.

3.5.1 Index structures

In order to efficiently evaluate pattern queries we use three indexing structures, as shown in Figure 3.3: (a) one R-tree build on top of the BTS regions; (b) one $B^+$-tree for each BTS$_{id}$ which stores CDR records sorted by $timestamp$; and (c) one inverted-index for each BTS$_{id}$ which stores CDR records, sorted first by $phone_{id}$ and then by $timestamp$, that used BTS$_{id}$ sometime during a call. Along with these indexes we also store the CDR records in the archive, grouped by $phone_{id}$ and ordered by $timestamp$, as explained in Section 3.4. The R-tree is used when there is a spatio-temporal predicate in $S$ which has some user defined regions (e.g. a spatial range predicate). In this case we have to find the minimal set of coverage areas from the alphabet $\Sigma$ which completely cover the defined region. In order to do so, we create a range query with the user defined region and the R-tree is traversed in order to return the set of BTS that overlap with this region. The records for the returned set of BTS can be merged to form a single list with all entries to be further processed by our algorithm. This is only possible because entries in each inverted-index BTS$_{id}$ has its entries ordered by $(phone_{id}, timestamp)$ key.
The B$^+$-tree is used by the query engine to prune entries that do not satisfy a temporal constraint. The engine makes the decision on using or not the B$^+$-tree based on the type of temporal constraint that is being evaluated (discussed later in this section).

The inverted-index of a given BTS$\_id$ stores pointers to all call records that are related to this BTS$\_id$ in sometime during a call. In the inverted-index each entry in BTS$\_id$ is a record that contains a phone$\_id$, the timestamp and duration during which the user was inside region BTS$\_id$, and a pointer to the CDR record associated to the call in the CDR archive. If a user connects to a given BTS$\_id$ multiple times in different timestamps, we store a separate record for each use. An example of the indexing structures is shown in Figure 3.3. The inverted-index entry for the region $D=231$ is \{(4333431|1123000|2); (4333432|1021421|3); (4333434|1112141|9); (4333434|1123459|3); ...\}. Note that records from an inverted-index point to the corresponding phone user in the CDR archive. For example, the record (4333434|1112141|9) in the inverted-index 231 contains a pointer to the phone user 4333434.
3.5.2 The Index-Join Pattern Algorithm (IJP)

We start with the simple scenario where the pattern $S$ does not contain any temporal constraints. In this case, the pattern specifies only the order by which its predicates (whether fixed or variable) needs to be satisfied. Assume $Q$ contains $n$ predicates and let $Q_f$ denote the subset of $f$ fixed predicates, while $Q_v$ denotes the subset of $v$ variable predicates ($n=f+v$). The evaluation of $Q$ with the proposed algorithm can be divided in two steps: (i) the algorithm evaluates the set $Q_f$ using the inverted-index index to fast prune phone users that do not qualify for the answer; (ii) then the collection of the reminding candidate phone users is further refined by evaluating the set of variable predicates $S_v$.

(i) Fixed predicate evaluation: All $f$ fixed predicates in $Q_f$ can be evaluated concurrently using an operation similar to a merge-join among their inverted-index lists $L_i, i \in 1..f$. Records from these $f$ lists are retrieved in sorted order by $(phone_{id},timestamp)$ and then joined by their $phone_{id}$s and $timestamp$. The join criteria is $L_{i-1}.phone_{id} = L_i.phone_{id}$ and $L_{i-1}.timestamp < L_i.timestamp$ (for simplicity we do not consider the $dur_{i}$ attribute). The first part of the criteria ensures that we are connecting records from the same phone user and the second part ensures that we are satisfying the predicates in the appropriate order. The fact that the records in the inverted-index lists are sorted by $(phone_{id},timestamp)$ allows us to process the join with a single pass over the lists skipping all records that do not match the join criteria. If the same region appears multiple times in the pattern $S$ than we use multiple pointers to the inverted-index lists for this region.
**Example:** The first step of IJP algorithm is illustrated using the example in Figure 3.4. Assume the pattern $S$ in the query $Q$ contains three fixed and two variable predicates, as in: $S = \{ @x.M.D.@x.M \}$. This pattern looks for users that first visited some region denoted by variable $@x$, then visited region $M$ sometime later (no temporal predicate is specified here), then visited region $D$ and then visited again the same region $@x$ before finally returning to $M$. The first step of the join algorithm uses the inverted-index for $M$ and $D$ ($\mathcal{L}_M$ and $\mathcal{L}_D$). Conceptually, $p_{M_1}$ and $p_{M_2}$ represent two pointers to $M$ inverted-index list.

The algorithm starts from the first record in list $\mathcal{L}_M$, phone 4333431, using $p_{M_1}$. It then checks the first record in list $\mathcal{L}_D$, phone 4333434, using $p_D$. We can deduce immediately that phone 4333431 is not a candidate since it does not appear in the list of $\mathcal{L}_D$. So we can skip 4333431 and also 4333432 from the $\mathcal{L}_M$ list and continue with the next record, phone 4333434. Since (4333434|1112150|15) in list $\mathcal{L}_D$ has timestamp greater than (4333434|1112141|9), these two occurrences of 4333434 coincide with pattern $M.D$ so we need to check if 4333434 uses again region $M$ after timestamp 1112150. Thus we consider the first record of list $\mathcal{L}_M$ using $p_{M_2}$, namely user (4333431|1123000|2). Since it is not from 4333434 it cannot be an answer so pointer $p_{M_2}$ advances to record (4333434|1112141|9). Now pointers in all lists point to records of 4333434. However, (4333434|1112141|9) in
Algorithm 3 IJP: Spatial Predicate Evaluation.

Input: Query $S$

Output: Phones satisfying fixed $S_f$ and variable $S_v$ predicates

1. Candidate Set $U \leftarrow \emptyset$, $f \leftarrow |S_f|$, $Answer \leftarrow \emptyset$

2. for $i \leftarrow 1$ to $f$ do $\triangleright$ for each $S_f$

3. Initialize $L_i$ with the cell-list of $P_i$

4. for $w \leftarrow 1$ to $|L_1|$ do $\triangleright$ analyze each entry in $L_1$

5. $p_1 = w$

6. for $j \leftarrow 2$ to $f$ do $\triangleright$ examine all other lists

7. if $L_1[w].id \notin L_j$ then break $\triangleright$ does not qualify

8. $k \leftarrow k + 1$

9. while $L_1[w].id = L_j[k].id$ and $L_{j-1}[p_{j-1}].t > L_j[k].t$ do $\triangleright$ align $L_{j-1}[p_{j-1}].t$ and $L_j[k].t$

10. if $L_1[w].id \neq L_j[k].id$ then break $\triangleright$ does not qualify

11. $p_j = k$ $\triangleright$ set the pointer for $L_j$

12. if $L_1[w]$ qualifies then $\triangleright$ $L_1[w]$ satisfy all $S_f$

13. $U \leftarrow U \cup L_1[w].id$

14. if $|S_v| = 0$ then $Answer \leftarrow U$ $\triangleright$ variable predicate evaluation

15. else

16. for each $u \in U$ do

17. $phone_id \leftarrow$ Retrieve($u$)

18. Build $v$ segments $Seg_i$ using $phone_id$

19. Generate variable-lists for each segment $Seg_i$

20. Join variable-lists

21. if $phone_id$ qualifies then

22. $Answer \leftarrow Answer \cup phone_id$

$p_{M_2}$ does not satisfy the pattern since its timestamp should be greater than timestamp 112150 of 4333434 in $D$. Hence $p_{M_2}$ is advanced to the next record, which happens to be (4333434|1123462|6). Again we have a record from the same user 4333434 in all lists and this occurrence of 4333434 satisfies the temporal ordering, and thus the pattern $S$.

As a result, user 4333434 is kept as a candidate in $U$. □

In cases where a spatial predicate $P_i$ in $Q$ is a user defined area, then the above join algorithm has to materialize the inverted-index list for the user defined area. This materialized list has entries from the set of inverted-index lists for the coverage areas in the alphabet $\Sigma$ which approximate the user defined area. This can be done easily since records in each inverted-index list in the coverage area are already ordered by $(phone_id, timestamp)$. Thus, the materialized list can be computed on-the-fly by feeding
the IJP algorithm with the record that has the smallest \((\text{phone} \_ \text{id}, \text{timestamp})\) key among the heads of the participating inverted-indexes.

\textbf{(ii) Variable predicate evaluation:} The second step of the IJP algorithm evaluates the \(v\) \textit{variable} predicates in \(Q_v\), over the set of candidate phone users \(U\) generated in the first step. For a fixed predicate its corresponding inverted-index contains all phone users that satisfy it. However, \textit{variable} predicates can be bound to any region, so one would have to look at all inverted-indexes, which is not realistic. We will again need one list for each \textit{variable} predicate (termed \textit{variable-list}), however such \textit{variable-lists} are not pre-computed (like the inverted-indexes). Rather they are created \textit{on-the-fly} using the candidate phone users filtered from the fixed predicate evaluation step.

To populate a \textit{variable-list} for a \textit{variable} predicate \(P_i \in S_v\), we compute the possible assignments for \textit{variable} \(P_i\) by analyzing the inverted-index for each candidate phone user. In particular, we use the time intervals in a candidate phone call record to identify which phone call record of the phone user can be assigned to this particular \textit{variable} predicate. An example is shown in Figure 3.5 using the candidate phone user 4333434. From the previous step we know that 4333434 satisfies the fixed predicates at the following regions: \((M,1112141), (D,1112150), (M,1123462)\). Using the pointers from the inverted-indexes of the previous step, we know where the matching regions are in the inverted-index of phone user 4333434. As a result, the phone user 4333434 can be conceptually partitioned in two segments: phone call records that happen before \(p_{M_1}=(4333434|1112141|9)\) are stored in \(Seg_1\); and phone call records that happen after
Figure 3.5: Segmentation of phone user 4333434 into $Seg_1$ and $Seg_2$.

$p_D=(4333434|1112150|15)$ and before $p_M_2=(4333434|1123462|6)$ are stored in $Seg_2$. Note that records in between $p_M_1$ and $p_D$ do not need to be considered.

These segments are used to create the variable-lists by identifying the possible assignments for every variable. Since a variable’s assignments need to maintain the pattern, each variable is restricted by the two fixed predicates that appear before and after the variable in the pattern. All variables between two fixed predicates are first grouped together. Then for every group of variables the corresponding segment (the segment between two fixed predicates) is used to generate the variable-lists for this group. Grouping is advantageous, since it can create variable lists for multiple variables through the same pass over the phone user segments. Moreover, it ensures that the variables in the group maintain their order consistent with the pattern $S$.

Assume that a group of variable predicates has $w$ members. Each segment that affects the variables of this group is then streamed through a window of size $w$. The first $w$ elements of the phone user segment are placed in the corresponding predicate lists for the variables. The first element in the segment is then removed and the window shifts by one position. This proceeds until the end of the segment is reached.

The generated variable-lists are then joined in a way similar to the fixed predicate evaluation step. Because the variable-lists are populated by records coming from the same user, the join criteria checks only if the ordering of pattern $S$ is obeyed. In addition, if
the pattern contains *variables* with the same name, (e.g. two $@x$ like in our example), the join condition verifies that they are matched to the same region.

**Temporal Predicate Evaluation**

The *IJP* algorithm can easily support explicit temporal predicates by incorporating them as extra conditions in the join evaluations among the list records. There are three cases for a temporal predicate: (1) *interval* time $(t_{from} : t_{to})$; (2) *snapshot* time $t_s$; or (3) *relative* time $t_r$.

For the *interval* and *snapshot* temporal predicates, the B$^+$-tree associated to the region in the spatial predicate can be used to retrieve all phone call records that satisfy both spatial and temporal predicates. For the *interval* all records that are within the $t_{from}$ and $t_{to}$, included, are retrieved, while for the *snapshot* all records that match the $t_s$ temporal predicate are retrieved. Another approach is to verify the *interval* or *snapshot* temporal predicate for each phone call record while processing the *inverted-index* associate to a spatial predicate, without using the B$^+$-tree. In the next section we show that for some types of *interval* temporal predicates, evaluating the *interval* time while processing the *inverted-index* in the *IJP* algorithm is better than accessing the B$^+$-tree index.

For the *relative* time predicate, there are two possible strategies: (1) the straightforward way to evaluate it is, when the spatial predicate is being evaluated, to check whether the temporal predicate is satisfied, in the same way the Algorithm works; (2) another approach is to just use the B$^+$-tree to retrieve all records that satisfy the temporal predicate for $P_i$ when the previous one $P_{i-1}$ was already evaluated. The drawback of this second approach is that, every time a match for $P_{i-1}$ occurs, a search on the B$^+$-tree is
performed. If the number of matches for $P_{i-1}$ is high, so the number of searches on the B$^+$-tree, then the first approach become more advantageous. Because the first approach is much simple and seems to be more efficient most of the times, we decided to always perform it when there is a *relative* temporal predicate.

**Spatio-Temporal Constraints**

The evaluation of spatio-temporal constraints $C$ can be performed as a post filtering step after the pattern $S$ evaluation is done. Other approaches to verify the set of constraints while processing the spatial predicates are also possible.

### 3.6 Experimental Evaluation

In this case study, we consider two real CDR databases. The first one is a CDR database from an urban environment (hereafter *Urban Database*) and the second one is a CDR database at a state level (*State Database*). The BTS hopping option was not enabled in either of the databases. Between the two databases there is no shared CDR. Furthermore, the two databases differ regarding both the number of BTSs that the infrastructure has and the spatio-temporal information available for each user (number of calls, frequency of calls, density of BTSs, etc.). This information is to a large extent affected by the sociocultural characteristics of the regions where the data was collected from. Also, these differences deeply affect the number and characteristics of the patterns that can be detected.

Regarding the *Urban Database*, cell phone CDRs for 300,000 anonymous customers from a single carrier for a period of six months were obtained from a metropolitan
area. In order to select urban users, all phone calls from a set of BTSs within the city were traced over a 2-week period (sampling period) and the (anonymous) numbers that made or received at least 3 calls per day from those BTSs were selected. Although the selection of subscribers was carried out in an urban environment, they could freely move anywhere within the nation. In total there are around 50,000,000 entries in the database considering voice, SMS and MMS. The BTS database contained the position of 30,000 towers.

As for the State Database, we considered 500,000 users from a state for a period of six months. No selection of users was made, i.e. all users that made or received a phone call from any BTS of that particular state during a six month period were included in the database. In total there were close to 30,000,000 entries in the database. The BTS database contained the position of 20,000 towers.

We randomly sampled 500 phone numbers from each database to generate sample queries. For each sampled phone we then randomly selected fragments in its history of calls to generate queries with varying number of predicates. Hence, these queries return at least one entry in their respective databases. For each experiment we measured the average query running time and total number of I/O for 500 queries. The query running time reports the average computational cost (as the total wall-clock time, averaged over a number of executions) for 500 queries. To maintain consistency, we set page size equals to 4KB for indexes and data structures. All experiments were performed on a Dual Intel Xeon E5540 2.53GHz running Linux 2.6.22 with 32 GB memory.

For evaluation purposes, we compared the IJP algorithm against an extended version of the KMP algorithm proposed in [24], which we call here Extended-KMP (E-
KMP). The E-KMP supports all spatio-temporal features proposed in our language and process all phone users in the CDR database.

3.6.1 IJP vs KMP Comparison

In order to preserve details in all graphs, we decided to suppress the E-KMP plots since the differences in performance between E-KMP and IJP are very large. Instead, we describe the results and comparison between both algorithms here in this section. The average number of I/O for the E-KMP execution is constant in both databases since it performs a sequential scanning of the phone archive. For the State database the number of I/O is 1,788,384 per query, while for the Urban it is 2,022,020. These values correspond to the total number of data disk pages each database has. The E-KMP algorithm performs at least 18 times more I/O than the IJP algorithm (for patterns with 2 user defined area predicates with a large number of BTS each for the Urban database). This difference is bigger if pattern queries with only spatial predicates are considered. For instance, the difference in total number of I/O for patterns with 4 spatial predicates is 108 and 260 times for the State and Urban database, respectively.

For the running time the E-KMP algorithm on its best performance (patterns with 4 spatial predicates for the Urban database) takes on average 853s per query. For the same set of experiment the IJP takes on average only 0.85s per query, which makes the IJP 1000 times faster than the E-KMP. Even though the cost related to I/O operations is constant when increasing the number of predicates for the E-KMP, the running time
3.6.2 Patterns with Spatial Predicates

The first set of experiments evaluates patterns with different number of spatial predicates. Figure 3.6 shows the number of I/O (first row) and runtime time (second row) for 4, 8, 12 and 16 spatial predicates. For this kind of patterns only the inverted indexes associated with the predicates in the pattern are accessed. Increasing the number of spatial predicates in the query also increases the number of I/O since more inverted indexes are retrieved. Also, the number of entries to be joined by the IJP algorithm is not. The total time to evaluate patterns with larger number of predicates increases substantially due to the fact that more predicates have to be evaluated for a match.
increases, which makes the total time increase. On the average 306 and 41 phone users match a pattern for the State and Urban databases, respectively.

### 3.6.3 Patterns with Variable Predicates

We also analyzed pattern queries with variables. We tested patterns with 1 variable (Figure 3.7) and 2 variables (Figure 3.8), varying the total number of spatial predicates from 2 to 14. For instance, in the case of patterns with 16 predicates, two query sets were generated: one with 1 variable and 15 spatial predicates; and a second one with 2 variables and 12 spatial predicates. The number of I/O for queries with 4 predicates is bigger than for queries with more predicates for some experiments. This is due to the fact that the CDR database is accessed once a match is found after the IJP
algorithm evaluates the spatial predicates. This behavior is noticed in all the experiments except for the *Urban* database for patterns with 1 variable.

The differences in the total number of I/O for patterns with 4 predicates increase substantially from 1 to 2 variables. This is due to the fact that the number of spatial predicates drops from 3 to 2, which makes the spatial predicate evaluation phase of the *IJP* algorithm less selective (there are only 2 spatial predicates to filter out CDR entries that for sure do not match the query). Therefore more CDR entries are analyzed in the variable predicate evaluation phase of the *IJP*. This behavior also occurs, but with small differences, for patterns with 8, 12 and 16 predicates. For these queries the spatial predicate evaluation phase filters out more CDR candidates than queries with only 4

Figure 3.8: Total I/O and query runtime for patterns with 2 variables.
predicates. Thus less accesses associated to the phone database are performed, reflecting in the total number of I/O shown in the graphs.

The addition of variable predicates in the pattern also increases the number of matches per query. For instance, for the Urban database, on average 41, 230 and 1200 phone users match for patterns with only 4 spatial predicates, 3 spatial and 1 variable predicates, and 2 spatial and 2 variable predicates respectively.

3.6.4 Patterns with User Defined Area Predicates

In order to evaluate patterns with user defined area predicates, we generated 1 and 2 user defined area predicates by swapping a spatial predicate with an area containing a set of regions. This set of regions were selected by performing a range query on the
BTS locations with center in the original spatial predicate location and a specific window size length. We then swapped the original spatial predicate with the set of regions. We generated several query sets for different window size lengths varying from 1 km$^2$ to 5 km$^2$. For the *Urban* database a user defined area predicate contain, on average, 2 and 400 regions for 1 km$^2$ and 5 km$^2$ window size length, respectively. For the *State* database the average number of areas selected is up to 130 regions.

Figure 3.9 and Figure 3.10 show the results for queries with 1 and 2 user defined area predicates, respectively, for different window size lengths. For large window sizes both the total number of I/O and running time increase because more inverted indexes associated to the user defined area predicates are retrieved. Having many more entries in the inverted indexes also increases the running time since more entries are candidates to be merge-joined by the IJP algorithm. The same behavior is noticed when increasing the number of user defined area predicates from 1 to 2.

### 3.6.5 Patterns with Temporal Predicates

In the last set of experiments we evaluated patterns with interval temporal predicates (Figure 3.11). We generated temporal predicates from the original CDR fragments and then added them to their correspondent spatial predicate. For each pattern query all predicates have two components: a spatial and a temporal predicate. We then increased the interval in time in all temporal predicates in order to select more candidate entries. The interval values in each temporal predicate range from two to ten days covering the original timestamp of the CDR database. We evaluated patterns with temporal predicates
in two ways (as explained in Section 3.5): the first method (SEQ) validates temporal predicates while processing each entry in the inverted indexes; the second method (INDEX) employs the B$^+$-tree, for each spatial predicate, to first evaluate the temporal predicate. In INDEX, entries that satisfy the temporal predicate are further grouped by phone$_{id}$ and then sorted by timestamp to be further processed by the IJP algorithm.

The total number of I/O for the SEQ method is constant since, for each spatial predicate, all pages in the inverted indexes are accessed. On the other hand, the number of I/O for the INDEX approach is much smaller than SEQ since only entries that satisfy the temporal predicates are retrieved. The running time of the INDEX approach is worse than in the SEQ method when increasing the interval time. This is due the factor that many more entries retrieved by the B$^+$-tree need to be further sorted before being
analyzed by the *IJP* algorithm. The *INDEX* approach start to become more appealing for temporal predicates with high selectivity (e.g. temporal predicates with interval less than 1 hour (not shown in the graphs)).

### 3.7 Final Remarks

The ability to detect and characterize mobility patterns using CDR databases opens the door to a wide range of applications ranging from urban planning to crime or virus spread. Nevertheless, the spatio-temporal query systems proposed so far cannot express the flexibility that such applications require. In this case study, we described the Spatio-Temporal Pattern System (STPS) for processing spatio-temporal pattern queries over mobile phone-call databases. STPS defines a language to express pattern queries...
which combine fixed and variable spatial predicates with explicit and implicit temporal constraints. We described the STPS index structures and algorithm in order to efficiently process such pattern queries. The experimental evaluation shows that the STPS can answer spatio-temporal patterns very efficiently even for very large mobile phone-call databases. Among the advantages of the STPS is that it can be easily integrated in commercial telecommunication databases and also be implemented in any current commercially available RDBMS. As a future research topic, one could extend the STPS to evaluate continuous pattern queries for streaming phone-call data.
Chapter 4

Flock Pattern Queries

With the recent advancements and wide usage of location detection devices, large quantities of data are collected by GPS and cellular technologies in the form of trajectories. While most previous work on trajectory-based queries has concentrated on traditional range, nearest-neighbor and similarity queries, there is an increasing interest in queries that capture the “aggregate” behavior of trajectories as groups. Consider, for example, finding groups of moving objects that move “together”, i.e. within a predefined distance to each other for a continuous period of time. Such queries typically arise in surveillance applications, e.g. identify groups of suspicious people, convoys of vehicles, flocks of animals. In this chapter, we first show that the on-line flock discovery problem is polynomial and then propose a framework and several strategies to discover such patterns in streaming spatio-temporal data. Experiments with real and synthetic trajectoryal datasets show that the proposed algorithms are efficient and scalable.
4.1 Introduction

Recent advances in the area of location-detection devices (RFID, GPS, etc.) and their widespread use have enabled the creation of complex tracking and situational awareness systems which continuously monitor the position of moving objects of interest. This abundance of information, generated by those systems, motivates the need to develop efficient techniques for answering interesting queries about the past behavior of the moving objects, like discovering similarity patterns among the object trajectories.

The existing methods for querying trajectories are mainly focused on answering simple single predicate range [74] or nearest neighbor queries [92]. Examples include queries like “find all moving objects that were in area A at 10am (in the past)” or “find the car which drove as close as possible to the location B during the time interval (10am:1pm)”.

Recently, a new group of similarity search querying methods have emerged [12, 60, 104], where the result is a trajectory closest to the query trajectory according to some metric distance (e.g. Euclidean, Dynamic Time Warping). There are also works on spatio-temporal joins (e.g. [7, 8]). Common to all the above methods is that the query answer is validated per trajectory. That is, a trajectory is reported to the user if its individual behavior satisfies the query predicate(s). In other words, all the above queries focus on the behavior of a trajectory as a single object and thus cannot be used to discover group patterns between the trajectories.

Lately there has also been increased interest in querying patterns capturing collaborative or group behavior between moving objects. This includes queries like moving clusters [50, 48], convoy queries [49] and flocks patterns [10, 9, 34]. Such queries discover
groups of moving objects that have a strong relationship in the space for a given time duration. The difference between all those patterns is the way they define the relationship between the moving objects and their duration in time. In this work we consider the discovery of flock patterns among moving objects, i.e., the problem of identifying all groups of trajectories that stay “together” for the duration of a given time interval. We consider moving objects to be “close” together if there exists a disk with given radius that covers all moving objects in the pattern (see Figure 4.1). A trajectory satisfies the above pattern as long as “enough” other trajectories are contained inside the disk for the specified time interval; that is, the answer is based not only on a given trajectory’s behavior but also on the trajectories near it. Such patterns are useful in security and monitoring applications, for example to potentially identify suspicious behavior within a large number of people (e.g. “Identify all groups of five or more people that were always within a disk of 100 feet in the last 30 minutes”) or to study patterns of animal behavior [25, 105, 11] (e.g. migration of sharks, whales, birds).
The example in Figure 4.1 shows a flock pattern containing 3 trajectories \( \{T_1, T_2, T_3\} \) that are within a query defined disk for 3 consecutive time instances. Note that the location of the disk can freely “move” in the 2-dimensional space in order to accommodate all three moving objects and the center of the disk does not need to coincide with any moving object location. This makes the discovery of flock patterns difficult because there is an infinite number of possible placements of the disk at any time instance. It is that difficulty that makes the existing methods for flock pattern discovery [10, 9, 34] suffer from severe limitations. Such methods either find approximate solutions or can be applied only for a single time instance of the problem (i.e. the solution does not support the minimum time duration in the query). To the best of our knowledge, our work is the first one to present exact solutions for reporting flock patterns in polynomial time. It is also the first one that does so for on-line environments. Our work is also different than clustering-based approaches since they are not restricted to a specific shape. More details of the previous methods are discussed in Section 4.2.

In this chapter, we first provide a complexity analysis for the on-line version of the flock pattern problem. Our analysis reveals that a polynomial time solution can be found through identifying a discrete number of locations to place the center of the flock disk inside the spatial domain. The number of such possible locations is polynomial in the total number of moving objects. Based on this analysis we propose several evaluation algorithms that can be used to find flock patterns in polynomial time. The first algorithm is based on time-joins, i.e., merging the results from two consecutive time instances. The other proposed methods use the filter-and-refinement paradigm with the purpose of reducing the total number of candidates and thus the overall computation cost of the
algorithm. We evaluate our solutions using several real and synthetic moving object datasets.

The rest of the chapter is organized as follows: Section 4.2 highlights related work; Section 4.3 formally defines the on-line flock pattern and provides a complexity analysis on the problem; Section 4.4 describes the proposed algorithms for flock pattern discovery; Section 4.5 presents the performance evaluation of our proposed algorithms; Section 4.6 concludes this chapter with the final remarks.

4.2 Related Work

Related works can be classified in: (i) research on clustering moving objects; (ii) research on discovering convoys among trajectories; and (iii) previous works on flock discovery. Various clustering algorithms have been proposed for static spatial datasets, with different strategies ranging from partitioning (e.g. k-medoids [70]), to hierarchical (e.g. BIRCH [111], CURE [35]), and density-based (e.g. DBSCAN [28]). The DBSCAN algorithm works for arbitrary-shaped clusters based on the notion of density reachability. This method utilizes two parameters to identify dense areas: maximum distance \( \text{eps} \) and minimum number of points \( \text{minPts} \). The DBSCAN starts with an arbitrary starting point that has not been visited. A point that has more than \( \text{minPts} \) within \( \text{eps} \) distance is considered to be in a dense area and flagged as such. All points inside the dense area are processed recursively the same way. Otherwise, those points are considered not reachable from a dense area and are labeled as outliers.
Clustering for moving objects was examined in [50], where the DBSCAN algorithm is performed for every time instance of the dataset. Clusters that have been found for two consecutive time instances are then joined only if the number of common objects among them are above the predefined threshold parameter $\theta$. A cluster is reported if no other new cluster can be joined to it. This process is applied for every time instances in the dataset. Other works on clustering moving objects also include [48, 90, 62, 59, 58]. In [48] clustering techniques were proposed to incrementally update clusters of moving objects based on the center of clusters. The object’s movements are used to predict the cluster evolution over time. The MONIC framework [90] deals with transitions in moving clusters, e.g. disappearance and splitting. [62] presented the microclustering technique that groups moving objects that are not only close to each other at a specific time instance, but are also expected to move together in the near future. Recently, [58, 59] proposed to segment trajectories into line segments, then clusters are built by grouping line segments. However, time is not consider in [58, 59], which makes some line segments to be clustered together even though they are not close in space when time is considered. Nevertheless, all of the above approaches for clustering moving objects cannot solve flock pattern query since: (1) they use different criteria when joining the moving object clusters for two consecutive time instances; (2) they employ clustering algorithms, and therefore no “strong” relationship among all elements are enforced; and (3) moving clustering does not require the same set of moving objects to stay in a cluster all the time for the specified minimum duration.

Related to discovering collaborative behavior between trajectories is the work on finding convoy patterns in trajectory archives [49]. A convoy query is defined as a
dense cluster of trajectories that stay together at least for a predefined continuous time. This type of query has four parameters: $\epsilon_p$ and $\text{minPts}$ (the same used by the DBSCAN algorithm), $\theta'$ (threshold used to join clusters), and $\delta'$ (minimum duration time). Convoy patterns are closely related to moving clustering since both use clustering algorithms as the base of their algorithms. The main difference between these two methods is on the criteria for how clusters are joined between two consecutive timestamps. However, neither of them can solve the flock pattern query since clusters do not assume any shape restriction. For example, in Figure 4.2(a) convoy query returns trajectories \{\textit{T}1, \textit{T}2, \textit{T}3\} for $\theta = 3$ and for 3 time instances, while in Figure 4.2(b) it returns nothing. For the moving clustering, if $\theta = 1$ then moving clusters return nothing in both Figures 4.2(a) and (b). On the other hand, if $\theta = 1/2$ then moving clustering returns \{\textit{T}1, \textit{T}2, \textit{T}3\} in Figure 4.2(a) and \{\textit{T}1, \textit{T}3, \textit{T}4\} in Figure 4.2(b), but the last one is not a convoy query. Both examples return results based on the density of the objects, but for the flock pattern it would return nothing in either of the examples. The reason is that in both examples the objects belong to dense areas, but they do not have a strong interaction among other objects near them.

Flock pattern query was first introduced in [10, 9, 57] without the notion of minimum lasting time, and then reformulated later in [34] with the minimum duration as a parameter of the flock pattern. Unlike the convoy pattern, in a flock pattern the cluster has a predefined shape – a disk with radius $r$. A set of moving objects is considered as a flock answer if there is a disk with radius $r$ covering the entire set of moving objects and the total number of moving objects inside the disk is greater than or equal to a
given threshold. [34] shows that the discovery of the longest duration flock pattern is an NP-hard problem. As a result, [34] presents only approximation algorithms when the entire dataset is available (i.e. their approach does not work for the on-line version of the problem). To the best of our knowledge, our work is the first to propose a polynomial time solution to the on-line version of the flock pattern problem given the time duration.

4.3 Preliminaries

We assume that moving object \( O_{id} \) is uniquely identified by identifier \( id \). Its movement is represented by a trajectory \( T_{id} \) which is defined as an ordered sequence of \( n \) multidimensional points \( T_{id} = \{(l, t_1), (l, t_2), \ldots, (l, t_n)\} \). Here \((l, t_i)\) (also represented by \( l_{id}^{t_i} \)) is the location of moving object \( O_{id} \) in the two dimensional space \( \mathbb{R}^2 \) as recorded at timestamp \( t_i \) (\( t_i \in \mathbb{N}, t_{i-1} < t_i, \) and \( 0 < i \leq n \)). For simplicity, \( t_i \) is omitted when we discuss the current time instance, and we just use \( l_{id} \) to denote the location of moving object \( O_{id} \).
Given two moving object locations \( l_a^t \) and \( l_b^t \) in a specific time instance \( t \) from trajectories \( T_a \) and \( T_b \) respectively, \( d(l_a^t, l_b^t) \) denotes the \( L_2 \) Euclidean distance between \( l_a \) and \( l_b \). Even though here in this work we only use the \( L_2 \) distance, our methods can be generalized to other metrics as well.

A flock pattern query \( Flock(\mu, \epsilon, \delta) \) is defined as follows:

**Definition 1** \( Flock(\mu, \epsilon, \delta) \): Given are a set of trajectories \( \mathcal{T} \), a minimum number of trajectories \( \mu > 1 \) \( (\mu \in \mathbb{N}) \), a maximum distance \( \epsilon > 0 \) defined over the distance function \( d \), and a minimum time duration \( \delta > 1 \) \( (\delta \in \mathbb{N}) \). A flock pattern \( Flock(\mu, \epsilon, \delta) \) reports all maximal size collections of trajectories \( \mathcal{F} \) where: for each \( f_k \in \mathcal{F} \), the number of trajectories in \( f_k \) is greater or equal than \( \mu \) \( (|f_k| \geq \mu) \) and there exist \( \delta \) consecutive time instances such that for every \( t_i \in [f_k^{t_i}, f_k^{t_i+\delta}] \), there is a disk with center \( c_{t_i}^k \) (center of the flock \( f_k \) at time \( t_i \)) and radius \( \epsilon/2 \) covering all points in \( f_k^{t_i} \). That is: \( \forall f_k \in \mathcal{F}, \forall t_i \in [f_k^{t_i}, f_k^{t_i+\delta}], \forall T_j \in f_k : |f_k^{t_i}| \geq \mu, d(l_{t_i}^j, c_{t_i}^k) \leq \epsilon/2. \)

In the above definition, a flock pattern can be viewed as a “tube” shape formed by the centers \( c_{k}^{t_i} \), diameter \( \epsilon \) and length \( \delta \) (consecutive time instants) such that there are at least \( \mu \) trajectories which stay inside the tube for the entire length \( \delta \). As an example shown in Figure 4.3, for \( Flock(\mu = 3, \epsilon, \delta = 3) \) the flocks \( \mathcal{F} \) reported are \( f_1 = \{T_1, T_2, T_3\} \), from time instance \( t_1 \) to \( t_3 \) and disks \( c_1^3 \), \( c_2^2 \), and \( c_3^3 \), and \( f_2 = \{T_4, T_5, T_6\} \), from time instance \( t_2 \) to \( t_4 \) and disks \( c_2^2 \), \( c_2^2 \), and \( c_2^2 \).

We now proceed with the complexity analysis of the flock pattern. The major challenge in this type of query is the fact that the center of the flock pattern \( c_{k}^{t_i} \) may not belong to any of the trajectory’s locations. Hence, we cannot iterate over the discrete
number of all locations stored in the database and then check whether one of them is a center of a flock. Moreover, since any point in the spatial domain can be a center of a flock, there is an infinite number of possible locations to test. Nevertheless, using Theorem 2, we show that there is a limited and discrete number of locations where we can look for flocks among the infinite number of options.

**Theorem 2** If for a given time instance \( t_i \) there exists a point in the space \( c_{t_i}^k \) such that \( \forall T_j \in f, d(l_{t_i}^j, c_{t_i}^k) \leq \epsilon/2 \) and there exists another point in the space \( c_{t_i}^{l_i} \) such that \( \forall T_j \in f, d(l_{t_i}^j, c_{t_i}^{l_i}) \leq \epsilon/2 \), then there are at least two trajectories \( T_a \in f \) and \( T_b \in f \) such that \( \forall T_j \in \{T_a, T_b\}, d(l_{t_i}^j, c_{t_i}^{l_i}) = \epsilon/2 \).

Theorem 2 states that if there is a disk \( c_{t_i}^k \) with diameter \( \epsilon \) that covers all trajectories in the flock \( f \) at time instance \( t_i \), then there exists another disk with the same diameter but with different center \( c_{t_i}^{l_i} \) that also covers all trajectories covered by disk \( c_{t_i}^k \) and has at least two common points on its circumference. Theorem 2 can be easily proved by construction.
Proof Sketch. Assume that we have a disk with diameter $\epsilon$ and center $c_k$ that covers all trajectories in the flock at given time instance $t_i$, as shown in Figure 4.4(a).

For simplicity, assume that there is no trajectory point on the circumference of the disk defined by $c_k$ and $\epsilon$, i.e. $\forall T_j \in f, d(T_j, c_k) < \epsilon/2$. We can find another disk with the same properties but with different center $c'_k$ by using a combination of translation and rotation of the disk with center $c_k$. As a first step of the construction the center of the disk $c_k$ is moved along the $x$ axis until the first point, among all trajectory’s locations, lies on the circumference of the disk. For example, in Figure 4.4(b) the first point which falls on the circumference after the horizontal move of the disk center is $l_1$. The new center of the disk is point $c'_k$, and all points in the flock are covered by the new disk with center $c'_k$ and diameter $\epsilon$. Otherwise, there would be a contradiction to the assumption that $l_1$ is the first point on the circumference. The next step of the construction rotates the new disk using as a pivot the first point $l_1$ on the circumference $c'_k$. The disk is rotated until another point falls on its circumference. In the example of Figure 4.4(c), the disk is rotated until point $l_2$ is on the circumference of disk $c''_k$. All points in the flock are still covered by the new disk with center $c''_k$ and diameter $\epsilon$ (otherwise there will be a contradiction to the assumption that $l_2$ is the first one to be on the circumference of the disk during the
rotation process). The new disk $c''_k$ has at least two points on its circumference (points $l_1$ and $l_2$).

Theorem 2 has a great impact on the search for flock patterns since it limits the number of locations where to look for flocks inside the spatial domain. For a database of $|T|$ trajectories there are at most $|T|^2$ possible pairs of points at any given time instance. For each such pair, there are at most two disks with radius $\epsilon/2$ that have the two points on their circumference (see Figure 4.5). For each disk we test if it contains the required minimum number of $\mu$ trajectories. We have to perform $2|T|^2$ tests for flock pattern for each time instance in the time-interval $\delta$. The total number of possible flock patterns that need to be tested is $2|T|^{2\delta}$. In order to solve the flock problem, the algorithm has to not only consider each such sequence of disks (a possible flock pattern), but also to identify the trajectories that match it. This step of checking if the trajectory stays within the sequence of disks can be done in $O(\delta)$ time. For the whole database it takes $O(\delta|T|)$ time, and the total running time of the algorithm will be $O(\delta|T|^{(2\delta)+1})$. 

Figure 4.5: Disks for $\{l_1, l_2\}$, $d(l_1, l_2) \leq \epsilon$
4.4 Discovering Flock Patterns

In this section we describe a grid-based structure and further optimizations in order to efficiently compute flock disks. We also describe several on-line algorithms to process spatio-temporal data in an incremental fashion.

In all the proposed algorithms, we employ a grid-based structure based on grid cells with edges of distance $\epsilon$. The organization of this structure is illustrated in Figure 4.6. Each trajectory location $l_{t_i}^{id}$ reported for a specific time instance $t_i$ is inserted in a specific grid cell. The total number of cells in the index is thus affected by the trajectory distribution in each specific time instance $t_i$ and distance $\epsilon$. The smaller the value of $\epsilon$, the larger number of grid cells are needed. Grid cells that have no trajectory location (empty cells), are not allocated and thus do not need to be checked. Other structures, e.g. $k$-d-trees, could be employed for organizing the trajectory's locations. However, we chose the grid-based structure because of its simplicity, and fast construction and query times.
Algorithm 4 Computing disks in grid-based index

Input: set of points $T[t_i]$ for timestamp $t_i$
Output: sets of maximal disks $C$

1: $C \leftarrow \emptyset$
2: $\text{Index.Build}(T[t_i], \epsilon)$
3: for each non-empty cell $g_{x,y} \in \text{Index}$ do
   4: $L_r \leftarrow g_{x,y}$
   5: $L_s \leftarrow [g_{x-1,y-1} \ldots g_{x+1,y+1}]$
   6: if $|L_s| \geq \mu$ then
      7: for each $l_r \in L_r$ do
         8: $\mathcal{H} \leftarrow \text{Range}(l_r, \epsilon)$, $|\mathcal{H}| \geq \mu$, $d(l_r, l_s) \leq \epsilon$, $l_s \in L_s$
         9: for each $l_i \in \mathcal{H}$ do
            10: if $\{l_r, l_i\}$ not yet computed then
               11: compute disks $\{c_1, c_2\}$ defined by $\{l_r, l_i\}$ and diameter $\epsilon$
               12: for each disk $c_k \in \{c_1, c_2\}$ do
                  13: $c \leftarrow c_k \cap \mathcal{H}$
               14: if $|c| \geq \mu$ then
                  15: $C.Add(c)$

Once the grid structure is built for the current time instance $t_i$, Algorithm 4 can be used to find disks for $t_i$. For each grid cell $g_{x,y}$, only the 9 adjacent grid cells, including itself, are analyzed. Algorithm 4 analyzes points in $g_{x,y}$ and points in $[g_{x-1,y-1} \ldots g_{x+1,y+1}]$ in order to find pairs of points $(l_r, l_s)$ whose distances satisfy: $d(l_r, l_s) \leq \epsilon$. Since cells in the grid index have distance $\epsilon$, for points in a particular cell $g_{x,y}$ there is no need to analyze points further away of the range of cells in $[g_{x-1,y-1} \ldots g_{x+1,y+1}]$. Pairs that have not been processed yet and are within $\epsilon$ to each other are further used to compute the two disks $c_1$ and $c_2$. In case that the pairs are exactly at distance $d(l_r, l_s) = \epsilon$, $c_1$ and $c_2$ have the same center, and thus only one needs to be analyzed.

It should be noted that not all points in $[g_{x-1,y-1} \ldots g_{x+1,y+1}]$ have to be paired with each point in $g_{x,y}$, but only those that have distance $d(l_r, l_s) \leq \epsilon$ (as illustrated in Figure 4.6). The grid-based structure can also be used to find all the points inside a given disk, as illustrated in Figure 4.7. For each point $l_r \in g_{x,y}$ (e.g. point $l_1$ in Figure 4.7(a)), a range query with radius $\epsilon$ is performed over all 9 grids $[g_{x-1,y-1} \ldots g_{x+1,y+1}]$ to find points
that can be paired with $l_r$, $d(l_r, l_s) \leq \epsilon$. Only the points in the result $\mathcal{H}$ that has at least $\mu$ trajectories ($|\mathcal{H}| \geq \mu$) are considered. For a particular disk, points in $\mathcal{H}$ are checked if they are inside the disk (Figure 4.7(b)). Only the disks that have at least $\mu$, $|c_k| \geq \mu$, points are maintained. In Figure 4.7(c) disk $c_1$ is discarded and $c_2$ is considered a valid disk. Because we are interested only in maximal instances of flock patterns, a valid disk is further checked whether another disk has a superset of instances that the current disk has just computed. In this particular case, disks that have subset of instances are discarded and only those ones stored in $\mathcal{C}$ that have the maximal instances are returned by Algorithm 4.

The process that Algorithm 4 employs to keep only the maximal set of disks is based on the center of the disks and the total number of common elements between the disks. Disks are only checked with other disks that are close to each other, that is, disk $c_1$ is checked with $c_2$ only if $d(c_1, c_2) \leq \epsilon$. If $d(c_1, c_2) > \epsilon$, we can safely state that they do not have any common elements. To efficiently perform the operations described above, we store disks in $\mathcal{C}$ using a $k$-$d$-$tree$. When checking for a particular entry $c_1$, we only need to check entries in the $k$-$d$-$tree$ that intersect with the new one. Only those disks that cannot be pruned are then further verified using their trajectory’s identifiers.
Because we store entries that belong to each disk in a binary tree, we can efficiently check if one disk has superset/subset elements of other disk. Therefore, we only need to count common elements in both disks by scanning entries in each disk. If the cardinality of common elements are $|c_1 \cap c_2| = |c_1|$ then $c_1$ is a subset of $c_2$ disk, or they have all common elements when $|c_1| = |c_2|$. Thus, $c_1$ can be discarded and only $c_2$ is kept in $C$. $c_2$ can be discarded when $|c_1 \cap c_2| = |c_2|$, otherwise both $c_1$ and $c_2$ are kept in $C$ since one is not maximal with regards to the other one.

In the following subsection we describe the basic flock pattern evaluation algorithm, which evaluates flock patterns by joining the candidate disks from two consecutive time instances. We then describe four variations of the basic algorithm which use different filtering heuristics in order to reduce the number of candidate disks.

### 4.4.1 The Basic Flock Evaluation Algorithm

The Basic Flock Evaluation algorithm (BFE) generates the candidate disks for every time instance $t_i$, starting with the first one $t_1$ and moving one time instance at a time. Each candidate disk generated in a given time instance $t_i$ is analyzed and joined with potential flocks generated in the previous time instance $t_{i-1}$. Only those potential flocks that are successfully augmented with a disk in the current time instance are kept for further processing in the next time instance. This method reports flock patterns as soon as they satisfy the temporal constraint $\delta$ (i.e. we have at least $\delta$ candidate disks successfully joined in a flock).

As it was mentioned in the previous section, we use a grid-based index to find disks for the current time instance $t_i$. For the first time instance $t_1$, all disks returned
by the grid-based index are stored as potential flocks (we can view a candidate disk as a partial flock with length 1) in the list of candidate flocks for this time instance \( \mathcal{F}^{t_i} \). In the following time instances all disks returned by the grid-based index are stored in their candidate flock lists \( \mathcal{F}^{t_i} \) and then joined with the candidate flocks from the previous time instance \( \mathcal{F}^{t_{i-1}} \). The join condition used for this operation is \( |c \cap f| \geq \mu \), i.e. the total number of common elements between the candidate flock and the disk has to be greater than or equal to \( \mu \). If this condition is satisfied then we move the join result into the list of candidate flocks for the current time instance \( t_i \). A flock is found if there are at least \( \delta \) join operations applied over the same candidate flock, i.e. \( u.t_{\text{end}} - u.t_{\text{start}} = \delta \). In this case, the flock pattern is immediately reported to the user and its \( u.t_{\text{start}} \) attribute is updated and reinserted in \( \mathcal{F}^{t_i} \) to be further joined with other disks in the following time instance.

It should be noted that \( \mathcal{F}^{t_i} \) only maintains potential flocks starting at some previous time instance \( t_{\text{start}} > t_i - \delta \) and ending in the current time instance \( t_{\text{end}} = t_i \). Entries that cannot be joined in the next time instance are discarded and not transferred into the list of candidate flocks for the next time instance.

One advantage of the BFE Algorithm is that for each time instance being processed, the algorithm stores only the trajectory ids in \( \mathcal{F}^{t_i} \). There is no need to keep the actual trajectory’s locations in \( \mathcal{F}^{t_i} \) since they do not participate in the join condition. Another advantage is that the trajectory’s locations for each time instance are processed only once, that is, there is no need to buffer trajectory data for a time window with length \( \delta \), like the other algorithms explained later in this section.
Algorithm 5 BFE: Basic Flock Evaluation

Input: parameters $\mu$, $\epsilon$ and $\delta$

1: $F^0 \leftarrow \emptyset$
2: for each new time instance $t_i$ do
3: \hspace{1em} $F^{t_i} \leftarrow \emptyset$, $C \leftarrow \text{Index.Disks}(T[t_i])$
4: \hspace{1em} for each $c \in C$ do
5: \hspace{2em} for each $f \in F^{t_i-1}$ do
6: \hspace{3em} \text{if } |c \cap f| \geq \mu \text{ then}
7: \hspace{4em} $u \leftarrow c \cap f$
8: \hspace{4em} $u.t_{\text{start}} \leftarrow f.t_{\text{start}}$
9: \hspace{4em} $u.t_{\text{end}} \leftarrow t_i$
10: \hspace{3em} \text{if } (u.t_{\text{end}} - u.t_{\text{start}}) = \delta \text{ then}
11: \hspace{4em} report flock pattern $u$ from $u.t_{\text{start}}$ to $u.t_{\text{end}}$
12: \hspace{4em} update $u.t_{\text{start}}$
13: \hspace{3em} $F^{t_i} \leftarrow F^{t_i} \cup u$
14: $F^{t_i} \leftarrow F^{t_i} \cup c$

4.4.2 Filtering Heuristics

Since the number of candidate disks in a given time instance can be quite large, the total cost of joining those candidate disks can be very expensive. In order to improve the performance of the BFE algorithm we propose four different heuristics used to limit the number of generated candidate disks. These heuristics are described next.

Top Down Evaluation Algorithm

Different than the BFE approach that uses a bottom-up fashion to find flock patterns (i.e. by extending flocks one candidate disk at a time until they have length $\delta$), the Top Down Evaluation (TDE) employs a top-down approach. Here we compare the candidate disks for time instances which are apart by $\delta$. This is based on the assumption that the difference between the candidate disks in two consecutive time instances will be small (thus resulting in a large number of short flocks which still have to be kept as candidates until it becomes clear that they do not have the required length), while the
Algorithm 6 TDE: Top Down Evaluation

Input: parameters $\mu$, $\epsilon$ and $\delta$

1: for each new time instance $t_i$ do
2: let $\mathcal{L}$ be trajectories in windows size $|w| = \delta$ ($t_{i-\delta+1}$...$t_i$)
3: $\mathcal{F} \leftarrow \emptyset$, $\mathcal{U} \leftarrow \emptyset$
4: $C^1 \leftarrow \text{Index.Disks}(\mathcal{L}[1])$, $C^w \leftarrow \text{Index.Disks}(\mathcal{L}[w])$
5: for each $c^1 \in C^1$ do
6: for each $c^w \in C^w$ do
7: if $|c^1 \cap c^w| \geq \mu$ then
8: $\mathcal{U} \leftarrow \mathcal{U} \cup \{c^1 \cap c^w\}$
9: for each $u \in \mathcal{U}$ do
10: $\mathcal{L}' \leftarrow u$, $\mathcal{F}^1 \leftarrow u$
11: for $t \leftarrow 2$ to $|w| - 1$ do
12: $\mathcal{F}^t \leftarrow \emptyset$, $C^t \leftarrow \text{Index.Disks}(\mathcal{L}'[t])$
13: for each $c \in C^t$ do
14: for each $f \in \mathcal{F}^{t-1}$ do
15: if $|c \cap f| \geq \mu$ then
16: $\mathcal{F}^t \leftarrow \mathcal{F}^t \cup \{c \cap f\}$
17: if $|\mathcal{F}^t| = 0$ then
18: break
19: for each $f \in \mathcal{F}^{w-1}$ do
20: for each $c^w \in C^w$ do
21: if $|f \cap c^w| \geq \mu$ then
22: $\mathcal{F} \leftarrow \mathcal{F} \cup \{f \cap c^w\}$
23: report flocks $\mathcal{F}$

Differences between candidate disks from time instances which are $\delta$ time instances apart will be significantly large (and thus resulting in much fewer number of candidate flocks).

The TDE approach, described in Algorithm 6, uses a buffer to keep the trajectory’s locations for time window $w$ of length $\delta$. This approach also performs a different strategy on joining the candidate disks in $w$. First, BFE calculates the candidate disks $C^1$ for the first time instance $t_{i-\delta+1}$ in the window $w$. Then, disks for the last time instance $t_i$ in $w$ are calculated and joined with the ones in $C^1$. In the last step, only the flock results that qualify from the last step are further analyzed for the remainder time instances (i.e., from $t_{i-\delta+2}$ to $t_{\delta-1}$).
The Pipe Filter Evaluation Algorithm

The second heuristic, the *Pipe Filtering Evaluation (PFE)*, also employs the *filter-and-refine* paradigm. This approach first filters all trajectories that have at least \( \mu \) trajectories within distance \( \epsilon \) of them for a duration of \( \delta \) time instances. Then in a refinement step performed over the trajectories returned by the filtering step, it searches for flock patterns using the *BFE* Algorithm. Figure 4.8 illustrates a pipe for trajectory \( T_2 \) with radius \( \epsilon \). Trajectories \( \{T_1, T_2, T_3, T_4\} \) are in the pipe for all \( \delta \) times stamps and are further processed in the refinement step.

The *PFE* Algorithm, described in Algorithm 7, first builds a grid-based index for the first time instance \( t_{i-\delta} \) in the \( w \) window. Then, it performs a range search with the center using each trajectory’s location \( T_j \) in \( t_{i-\delta} \). The purpose of this range search is to examine how many other trajectory’s locations are within distance \( \epsilon \) from the trajectory \( T_j \) being analyzed. If the size of the result set is greater than or equal to the threshold \( \mu \), then it applies the same procedure from time instance \( t_{i-\delta+1} \) to \( t_i \). The resultant
Algorithm 7 PFE: Pipe Filter Evaluation

Input: parameters $\mu$, $\epsilon$, and $\delta$

1: for each new time instance $t_i$ do
2:     let $L$ be trajectories in windows size $|w| = \delta$, $(t_i-\delta...t_i)$
3:     $F \leftarrow \emptyset$
4:     for each $T_j \in L$ do
5:         $L' \leftarrow \text{Index.Range}(T_j, \epsilon)$
6:         if $|L'| \geq \mu$ then
7:             $U \leftarrow \emptyset$
8:             for each $T_k \in L'$ do
9:                 if $\forall t_i \in w, l_{t_i}^k \in T_k, l_{t_i}^j \in T_j, d(l_{t_i}^k, l_{t_i}^j) \leq \epsilon$ then
10:                    $U \leftarrow U \cup T_k$
11:             if $|U| \geq \mu$ then
12:                 $M \leftarrow M \cup U$
13:     for each $m \in M$ do
14:         $F^1 \leftarrow \text{Index.Disks}(m^1)$
15:         for $t \leftarrow 2$ to $|w|$ do
16:             $F^t \leftarrow \emptyset$
17:             $C \leftarrow \text{Index.Disks}(m^t)$
18:             for each $c \in C$ do
19:                 for each $f \in F^{t-1}$ do
20:                     if $|c \cap f| \geq \mu$ then
21:                         $F^t \leftarrow F^t \cup \{c \cap f\}$
22:             if $|F^t| = 0$ then
23:                 break
24:     $F \leftarrow F \cup F^t$
25:     report flocks $F$

Trajectories qualify as a candidate for a flock pattern if the total number of trajectories inside the “pipe” for a given trajectory $T_j$ is $|U| \geq \mu$. This candidate set of trajectories is further stored in the list of candidates $M$ to be further processed in the refinement step of the algorithm.

In the refinement step, like in the TDE approach, the PFE Algorithm also employs the BFE Algorithm. The difference however is that now it evaluates only the trajectory’s locations returned as a result of the filtering step $M$, instead of using the entire trajectory database. This approach is beneficial when there is a large number of trajectories that can be pruned by the pipe filtering, and thus the procedures of candidate
Algorithm 8 CRE: Continuous Refinement Evaluation

Input: parameters \( \mu, \epsilon \) and \( \delta \)

1: for each new time instance \( t_i \) do
2: \( \mathcal{L} \) be trajectories in windows size \( |w| = \delta, (t_i-\delta...t_i) \)
3: \( \mathcal{F} \leftarrow \emptyset \), \( \mathcal{C}^1 \leftarrow \text{Index.Disks}(\mathcal{L}[1]) \)
4: for each \( c^1 \in \mathcal{C}^1 \) do
5: let \( \mathcal{L}' \) be the trajectories in \( c^1 \) with length \( w \)
6: \( \mathcal{F}^1 \leftarrow c^1 \)
7: for \( t \leftarrow 2 \) to \( |w| \) do
8: \( \mathcal{F}^t \leftarrow \emptyset \), \( \mathcal{C}^t \leftarrow \text{Index.Disks}(\mathcal{L}'[t]) \)
9: for each \( c \in \mathcal{C}^t \) do
10: for each \( f \in \mathcal{F}^{t-1} \) do
11: if \( |c \cap f| \geq \mu \) then
12: \( \mathcal{F}^t \leftarrow \mathcal{F}^t \cup \{c \cap f\} \)
13: if \( |\mathcal{F}^t| = 0 \) then
14: break
15: \( \mathcal{F} \leftarrow \mathcal{F} \cup \mathcal{F}^t \)
16: report flocks \( \mathcal{F} \)

The Continuous Refinement Evaluation Algorithm

The Continuous Refinement Evaluation Algorithm (CRE), as the name implies, uses an heuristic that continuously refines the set of trajectories that can participate in a flock pattern. This approach uses the candidate disk generation step for time instance \( t_i \) as a filtering step for the remainder time instances \( t_{i+1} \). That is, only trajectories that are associated with the candidate disk in time \( t_i \) are analyzed in \( t_{i+1} \). The CRE approach can be used in cases where the selectivity of the candidate disks is very large, i.e. the number of candidate disks is small, as well as the total number of trajectories in them.

The pseudo code for the CRE algorithm is illustrated in Algorithm 8. In its first step, the CRE algorithm finds disks \( \mathcal{C}^1 \) using locations \( \mathcal{L}[1] \) for time instance \( t_{i-\delta} \). Then, for each disk \( c^1 \in \mathcal{C}^1 \) all trajectories associated with it are further processed from
time instance $t_{i-\delta+1}$ to $t_i$. At the first time instance, disks $C^1$ for time instance $t_{i-\delta}$ are stored in $F^1$ (potential flocks with length 1). Then, each instance of $c^1$ is processed to compute disks to further be joined with disks from previous steps stored in $F^t$. If $F^t$ has no potential flock at time $t$, then the processing of $c^1$ can be discarded. After this second step, flock patterns are reported from time $t_{i-\delta}$ to $t_i$.

The Cluster Filtering Evaluation Algorithm

The last proposed algorithm, Cluster Filtering Evaluation (CFE), has two phases: (1) the DBSCAN clustering algorithm with parameters $\textit{eps}=\varepsilon$ and $\textit{minPts}=\mu$ is executed on the trajectory’s locations for each time instance $t_i$; (2) then the clusters reported for a given time instance $t_i$ are further joined with previous clusters found for $t_{i-1}$. The joining condition is based on the common elements between the two clusters, that is, they have to have at least $\mu$ trajectories in common. Only the clusters that satisfy the joining condition are kept. If a cluster $u$ can be augmented in this way for $\delta$ consecutive time instances ($u.t_{\text{end}} - u.t_{\text{start}} = \delta$), then it is saved as a candidate flock, which still has to be analyzed in a refinement step using the BFE method. The pseudo code for the CFE method is summarized in Algorithm 9.
Algorithm 9 CFE: Clustering Filtering Evaluation

Input: parameters $\mu$, $\epsilon$ and $\delta$

1: $\mathcal{T}_i \leftarrow \emptyset$
2: for each new time instance $t_i$ do
3: $\mathcal{U} \leftarrow \emptyset$, $\mathcal{L} \leftarrow \mathcal{T}[t_i]$
4: $Q \leftarrow DBSCAN(\mathcal{L}, \mu, \epsilon)$
5: for each $q \in Q$ do
6: for each $f \in \mathcal{T}_{t_i-1}$ do
7: if $|q \cap f| \geq \mu$ then
8: $u \leftarrow \{q \cap f\}$
9: $u.t_{\text{start}} \leftarrow f.t_{\text{start}}$
10: $u.t_{\text{end}} \leftarrow t$
11: if $(u.t_{\text{end}} - u.t_{\text{start}}) = \delta$ then
12: $\mathcal{F}^t \leftarrow \text{Index.Disks}(u^t)$
13: for $t \leftarrow 1$ to $|\mathcal{V}|$ do
14: $\mathcal{F}^t \leftarrow \emptyset$, $\mathcal{C} \leftarrow \text{Index.Disks}(m^t)$
15: for each $c \in \mathcal{C}$ do
16: for each $f \in \mathcal{F}^{t-1}$ do
17: if $|c \cap f| \geq \mu$ then
18: $\mathcal{F}^t \leftarrow \mathcal{F}^t \cup \{c \cap f\}$
19: if $|\mathcal{F}^t| = 0$ then
20: break
21: $\mathcal{F} \leftarrow \mathcal{F} \cup \mathcal{F}^t$
22: update $u.t_{\text{start}}$
23: $\mathcal{U} \leftarrow \mathcal{U} \cup u$
24: $\mathcal{T}_{t_i} \leftarrow \mathcal{U} \cup q$
25: $\mathcal{T}_{t_i} \leftarrow \mathcal{U}$

Figure 4.9 illustrates the steps performed by the CFE algorithm. In Figure 4.9(a), the DBSCAN is applied to a specific trajectory’s location $l_1$ with parameters $\text{eps}=\epsilon$ and $\text{minPts}=\mu$. Then Figure 4.9(b) shows the propagation of the DBSCAN algorithm over $l_1$’s neighbors. Trajectory’s locations that do not belong to any cluster are then discarded. In Figure 4.9(c), the final two clusters ($\{l_2, l_5, l_6\}$ and $\{l_1, l_4, l_9\}$) reported by the DBSCAN algorithm are then further analyzed in the refinement step by the CFE Algorithm.

4.5 Experimental Evaluation

In order to evaluate the performance of the proposed methods, we performed several experiments with several trajectory datasets and different parameters. In particular we show the results for one (SG) synthetic and four real (Trucks, Buses, Cars and
Caribous) datasets. The first two real datasets, Trucks and Buses [2], contain 112,203 and 66,096 moving object locations generated from 276 and 145 moving trucks and buses, respectively, collected in the greater metropolitan area of Athens, Greece. The third dataset Cars [47] contains 134,263 object locations collected from 183 private cars moving in Copenhagen, Denmark. The last real trajectory dataset Caribous [11] is generated from the analysis of the migration movements of 43 caribous in northwestern states of Canada. The size of the dataset is 15,796 object locations.

Since the real datasets that we could find in public domain are relatively small, we also use a synthetic dataset SG in order to test the scalability of our methods. The SG dataset is generated by simulating the movement of 50,000 vehicles on road network of Singapore. Those moving objects have different velocities and their starting locations were randomly placed in the road network. The size of the synthetic dataset is 2,548,084 moving object locations.

Table 4.1: Parameters values for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\mu$ [default]</th>
<th>$\epsilon$ [default]</th>
<th>$\delta$ [default]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min #traj.</td>
<td>max dist.</td>
<td>min time</td>
</tr>
<tr>
<td>Trucks</td>
<td>4, 6, ..., 20</td>
<td>5</td>
<td>0.8, 0.9, ..., 1.5</td>
</tr>
<tr>
<td>Cars</td>
<td>4, 6, ..., 20</td>
<td>5</td>
<td>0.8, 0.9, ..., 1.5</td>
</tr>
<tr>
<td>Caribous</td>
<td>2, 3, ..., 10</td>
<td>5</td>
<td>0.1, 0.2, ..., 0.8</td>
</tr>
<tr>
<td>Buses</td>
<td>4, 6, ..., 20</td>
<td>5</td>
<td>0.4, 0.5, ..., 1.1</td>
</tr>
<tr>
<td>SG</td>
<td>4, 6, ..., 20</td>
<td>5</td>
<td>2.2, 2.6, ..., 5.0</td>
</tr>
</tbody>
</table>

In our experiments we use several values for the flock parameters $\mu$, $\epsilon$ and $\delta$. The ranges of values for each dataset are shown in Table 4.1, where in bold we show the default values for each parameter. Those default values are used when the value of the parameter is not explicitly specified for a given experimental set. The total number of
patterns discovered for the minimum and maximum value of each parameter, taken from Table 4.1, are shown in Table 4.2.

Figures 4.10–4.14 show the results when varying the parameters $\mu$ (first column), $\epsilon$ (second column) and $\delta$ (third column) for the five different datasets. All plots show the total time (in seconds) needed to process the whole dataset, including building the grid index. As it can be seen, when increasing $\mu$, decreasing $\epsilon$, or decreasing $\delta$, the total time needed to discover the flock patterns for all the proposed methods decreases. This is expected since the flock queries become more selective, and thus all the algorithms have to maintain fewer candidate trajectories during the evaluation.

For the Trucks and Cars datasets, the TDE and CRE methods have significantly better performance compared to the other 3 methods. The gap in performance between
these two methods and the other ones increases when the selectivity of the queries becomes low (for small $\mu$ and large $\epsilon$). This is due to the fact that the large number of partial intermediate results that have to be maintained and processed by the $BFE$, $PFE$ and $CFE$ methods. Similar behavior can be observed for large values of $\delta$, but only for the $PFE$ and $CFE$ methods. This is due to the fact that these two methods keep the trajectory history in a time window $w$ before computing the disks for each timestamp. Similar behaviors are observed for the $Buses$ dataset.

For the $Caribous$ dataset the $BFE$ algorithm achieved the best performance, closely followed by the $TDE$ and $CRE$. Our analysis shows that the $BFE$ algorithm performed well in this dataset because of the pattern of the trajectories’ movements. The
Table 4.2: Number of flock patterns discovered.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>μ - min #traj.</th>
<th>μ - max #traj.</th>
<th>ǫ - max dist.</th>
<th>ǫ - min dist.</th>
<th>δ - min time</th>
<th>δ - max time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trucks</td>
<td>309</td>
<td>14,935</td>
<td>3,741</td>
<td>15,608</td>
<td>2,045</td>
<td>23,222</td>
</tr>
<tr>
<td>Cars</td>
<td>62</td>
<td>18,451</td>
<td>3,218</td>
<td>23,440</td>
<td>3,149</td>
<td>24,211</td>
</tr>
<tr>
<td>Caribous</td>
<td>124</td>
<td>9,480</td>
<td>5,292</td>
<td>6,915</td>
<td>3,364</td>
<td>4,598</td>
</tr>
<tr>
<td>Buses</td>
<td>0</td>
<td>2,988</td>
<td>16</td>
<td>1,021</td>
<td>55</td>
<td>1,730</td>
</tr>
<tr>
<td>SG</td>
<td>0</td>
<td>1,304</td>
<td>53</td>
<td>741</td>
<td>112</td>
<td>385</td>
</tr>
</tbody>
</table>

movements of the moving objects in this dataset seem to be very well correlated, e.g. all
43 caribous have similar migration patterns and stay very close together (i.e. they are
grouped in herds during their movement). Because of this, the other methods are not
able to prune a lot of trajectories in their filtering phases. The fact that the data in the
Caribous dataset follows the pattern of the flock queries can also be observed by the total
number of flocks discovered for this dataset (see Table 4.2). The number of discovered
flocks is quite large for a dataset with only 15,796 moving object locations.

In the next group of experiments, we test the performance of the proposed
methods using the synthetic dataset SG. As it can be seen from the plots, the PFE
algorithm is by far the best algorithm for this particular dataset. The main reason for this
behavior is that even though the total number of potential flocks for each timestamp can
be quite big (see Table 4.3 for details), the PFE approach performs more holistic filtering
compared to the other solutions. This heuristic is checking the minimum occupancy
criteria (the number of trajectories closer than the threshold ǫ to a given trajectory
should be more than μ) for the entire duration δ of the flock pattern query. As for the
other four methods, they all join candidate disks for two consecutive timestamps without
considering the holistic view of the trajectories’ movements. Therefore, the first filtering
phase of the PFE has a higher pruning capability compared to the other methods for
the SG dataset. We should note that in the real datasets, trajectories follow similar patterns, while in the SG dataset objects follow random patterns and though they might be close together in one time instance, they tend not to follow similar patterns for several consecutive timestamps.

As it can be seen from the plots, for most of the datasets the CFE algorithm has the worst performance among the proposed methods. This is due to the fact that the filtering step in the CFE approach employs a clustering technique, which can be very expensive for large datasets. This approach however works significantly better when the datasets are relatively small and the trajectory’s movements follow similar moving patterns (see the results for the Caribous dataset). In such cases, the high computational cost for the clustering phase pays off when considered the final cost of the CFE algorithm.

In our next set of experiments, we measure the minimum and the maximum number of disks computed for each time instance using our grid-based index. The results can be depicted in Table 4.3. As it can be seen even for big values of the parameters $\mu$, $\epsilon$ and $\delta$, the maximum number of disks computed per timestamp is relatively small.
Table 4.3: Min/Max Number of disks per time.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\mu$ - min</th>
<th>$\mu$ - max</th>
<th>$\epsilon$ - min dist.</th>
<th>$\delta$ - min time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trucks</td>
<td>505</td>
<td>1,257</td>
<td>812</td>
<td>1,237</td>
</tr>
<tr>
<td>Cars</td>
<td>72</td>
<td>294</td>
<td>142</td>
<td>279</td>
</tr>
<tr>
<td>Caribous</td>
<td>393</td>
<td>235</td>
<td>587</td>
<td>309</td>
</tr>
<tr>
<td>Buses</td>
<td>7</td>
<td>236</td>
<td>27</td>
<td>105</td>
</tr>
<tr>
<td>SG</td>
<td>1,343</td>
<td>12,894</td>
<td>1,232</td>
<td>10,934</td>
</tr>
</tbody>
</table>

compared with the number of trajectories. This shows the efficiency of our grid-based index structure.

4.6 Final Remarks

Recently there has been increased interest in queries that capture the collaborative behavior of spatio-temporal data (e.g. convoys, flocks). In particular, a flock pattern contains a group of at least $\mu$ moving objects which are all “enclosed” by a disk of diameter $\epsilon$ for at least $\delta$ consecutive timestamps. Discovering on-line flock patterns is useful for several applications, ranging from tracking suspicious activities to migrations of animals. Previous related works either do not work for on-line datasets, or do not return exact solutions for flock pattern queries. In this chapter, we first showed that the discovery of flock patterns with fixed time duration can be computed in polynomial time. We then presented a framework that uses a lightweight grid-based structure in order to efficiently and incrementally process the trajectory’s locations. Using this framework, we proposed various on-line flock discovery algorithms. Experiments on various trajectory datasets showed that the proposed methods can efficiently report flock patterns even for large datasets and for different variations of the flock parameters ($\mu$, $\epsilon$ and $\delta$). As future
work, one could examine cost models to enable the user pick the most efficient algorithm based on the data distribution and query parameters.
Chapter 5

Diversifying Query Results

In this chapter we describe a general framework, called DivDB, for evaluation and optimization of methods for diversifying query results. In these methods, an initial ranking candidate set produced by a query is used to construct a result set. The elements in the result set are ranked with respect to relevance and diversity features, i.e., the retrieved elements should be as relevant as possible to the query, and, at the same time, the result set should be as diverse as possible. While addressing relevance is relatively simple and has been heavily studied, diversity is a harder problem to solve. One major contribution of this work is that, we adapt, implement and evaluate several existing methods for diversifying query results in the DivDB framework. We also propose two new approaches, namely the Greedy with Marginal Contribution (GMC) and the Greedy Randomized with Neighborhood Expansion (GNE) methods. Both methods iteratively construct a result set using a scoring function that ranks candidate elements using not only relevance and diversity to the existing result set, but also accounts for diversity against the remaining candidates. We also present the first thorough experimental evaluation of the
various diversification techniques implemented in the DivDB framework. We examine the methods’ performance with respect to precision, running time and quality of the result. Our experimental results show that while the proposed methods have higher running times, they achieve precision very close to the optimal, while also providing the best result quality. While GMC is deterministic, the randomized approach (GNE) can achieve better result of the result if the user is willing to tradeoff running time.

5.1 Introduction

Many database and information retrieval applications have recently started to incorporate capabilities to rank elements with respect to relevance and diversity features, i.e., the retrieved elements should be as relevant as possible to the query, and, at the same time, the result set should be as diverse as possible. Examples of such applications range from exploratory and ambiguous keywords searches (e.g., jaguar, java, windows, eclipse) [16, 32, 80], diversification of structured databases [64, 21] and user personalized results [78], to topic summarization [17, 63, 13], or even to exclude near-duplicate results from multiple resources [44]. While addressing relevance is comparatively straightforward, and has been heavily studied in both database and information retrieval areas, diversity is a more difficult problem to solve, where optimal evaluations have worst-case NP-hard computation time [5, 14].

Typically, in all of the above applications, the final result set is computed in two phases. First, a ranking candidate set $S$ is retrieved with elements that are relevant to the user’s query. Then, in the second phase, a result set $R$, $R \subseteq S$, is computed
containing very relevant elements to the query and, at the same time, as diverse as possible to other elements in the result set \( R \). Since these two components, relevance and diversity, compete with each other, previous algorithms for query result diversification attempt to find a tradeoff between the relevance and diversity components. Thus, the query result diversification problem can be modeled as a bi-criteria optimization problem. One advantage of using the tradeoff parameter to tune the importance between relevance and diversity is that the user can give more preference on one of these two components. For instance, if a candidate set has a large amount of near-duplicate elements, then a user can increase the tradeoff value, as necessary, in order to have more diverse elements in the result set.

Several techniques have been introduced for diversifying query results, with the majority of them exploring a greedy solution that builds the result set in an incremental way \([13, 19, 107, 89, 46, 95]\). These techniques typically choose the first element to be added to the result set based only on relevance; further elements are added based on an element’s relevance and diversity against the current result set. The basic assumption of these techniques is that the result set does not change with the size \( k \) of the result set, i.e., \( R \subset R', |R| = k \) and \( |R'| = k + 1 \), which is not always true. In some of the above techniques, there is the additional problem that they are not able to handle different values of tradeoff between relevance and diversity; and for the few ones that do support it, e.g., \([13, 32]\), as we show in our experiments they do not perform well.

In this chapter we describe the DivDB framework, which uses a bi-criteria optimization objective function similar to \([32]\) to compare and evaluate different methods of diversifying query results. Gollapudi and Sharma \([32]\) proposed a set of natural axioms
that a diversification system is expected to satisfy and showed that no diversification objective can satisfy all the axioms simultaneously. Since there is no single objective function that is suitable for every application domain, the authors describe three diversification objective functions: \textit{max-sum diversification}, \textit{max-min diversification} and \textit{mono-objective}. In our work we particularly focus on the \textit{max-sum diversification} since it can be reduced to different versions of the well-studied facility dispersion problem [76, 54], for which efficient approximation algorithms exist (e.g., [40, 53, 30, 88]). Nevertheless, our work can be easily extended to other functions, e.g. \textit{max-min}, \textit{max-avg}.

Since the methods described here and implemented in the DivDB framework rely only on the relevance and diversity values, our work can be employed in \textit{any} domain where relevance and diversity functions can be defined. Moreover, the evaluation of the different methods described in this chapter is done using only the values computed by the optimization objective function, and not using any external information (e.g., subtopic coverage).

In addition, we also describe two new methods that incrementally construct the result set using a scoring function. This function ranks candidate elements using not only relevance and diversity to the existing result set, but also accounts for diversity against the remaining candidate elements. We present a thorough experimental evaluation of several of the diversification techniques implemented in the DivDB framework. Our experimental results show that the two proposed methods achieve precision very close to the optimal, while also providing the best result quality measured using the optimization objective function.

To summarize, in this work we make the following contributions:
1. we present the DivDB framework for evaluation and optimization of methods for diversifying query results, where a user can adjust the tradeoff between relevance and diversity;

2. we adapt and evaluate several existing methods using the DivDB framework;

3. we propose a new function to compute the contribution of each candidate element to the result set. This function not only considers the relevance value between the candidate element and the query, but also how diverse it is to other elements in the candidate and result sets;

4. we propose two new methods for diversifying query results using the above contribution function;

5. we perform a thorough experimental evaluation of the various existing diversification techniques.

The rest of the chapter is organized as follows: Section 5.2 describes the related work on query result diversification and Max-Sum Dispersion Problem; Section 5.3 defines the query result diversification problem and the DivDB framework used for evaluation and optimization of methods for diversifying query results; Sections 5.4 and 5.5 describe, respectively, previously known and two new methods using the DivDB framework; the experimental evaluation is shown in Section 5.6; and Section 5.7 concludes this chapter with the final remarks.
5.2 Related Work

We first present related work on query result diversification and then on the Max-Sum Dispersion Problem, which relates to our GNE method.

5.2.1 Query Result Diversification

Result diversification has recently been examined and applied to several different domains [38]. In [94] clustering techniques are employed in order to generate diverse results, while in [79] learning algorithms based on users’ clicking behavior are used to re-rank elements in the result set. Techniques to extract compact information from retrieved documents in order to test element’s coverage with respect to the query (and at the same time, avoid excessive redundancy among elements in the result) are explored in [17, 63]. Similar techniques are employed for structured query results in [64, 21]. Topic diversification methods based on personalized lists in recommendation systems are proposed in [114]. In [78, 85, 84] techniques to generate related queries to the user’s query are employed to yield a more diverse result set for documents. [109] proposes a risk minimization framework where users can define a loss function over the result set which leads to a diverse result.

Greedy algorithms for explanation-based diversification for recommended items are proposed in [107]. Unlike ours, this approach considers the relevance and diversity of explanation items as two separate components. Therefore, to optimize both relevant and diverse explanations, the proposed algorithms rely on parameters’ values that typically are not easy to tune.
Agrawal et al. [5] describe a greedy algorithm which relies on an objective function computed based on a probabilistic model that admits a sub-modularity structure and a taxonomy to compute diverse results. Relevance of documents to queries is computed using standard ranking techniques, while diversity is calculated through categorization according to the taxonomy. The aim is to find a set of documents that covers several taxonomies of the query, that is, the result set is diverse for the defined query using the taxonomy. In [95], it is presented two greedy algorithms to compute a result set; here the elements in the result set are diverse regarding their frequency in the data collection. However, the proposed algorithms work only on structural data with explicitly defined relationships. In [16], a Bayesian network model is used as a blind negative relevance feedback to re-rank documents, assuming that in each position in the rank order all previous documents are irrelevant to the query. An affinity graph is used in [110] to penalize redundancy by lowering an item in the rank order if already seen elements appeared in the rank order. In [113], absorbing Markov chain random walks is used to re-rank elements, where an item that has already been ranked becomes an absorbing state, dragging down the importance of similar unranked states.

The main difference between all these works and the ones described in this chapter is that we do not rely on external information to generate diverse results, e.g., taxonomy, known structure of the data, click-through rates, query logs. Since workloads and queries are rarely known in advance, the external information discussed above is typically expensive to compute and provides suboptimal results. Instead, the methods presented here rely only on computed values using relevance (similarity) and diversity functions (e.g., tf/idf cosine similarity, Euclidean distance) in the data domain.
The Maximal Marginal Relevance (MMR) [13] is one of the earliest proposals to use a function that *re-ranks* elements in the result set in order to generate relevant elements to the query, and, at the same time, diverse to the previously selected elements in the result. Variations of MMR were also proposed for different domains [19, 15, 23]. At each iteration, the MMR function returns the element with the highest value with respect to a *tradeoff* between relevance and diversity to only the current result set. Our proposed GMC and GNE methods also use a function that computes a *tradeoff* between relevance and diversity. However, they both use a function that computes the maximum contribution that an element can provide to the **final result**. Moreover MMR always picks as first the element that is most relevant to the query, which can highly affect the other elements that are chosen in the result. The MMR is one of several methods that we implemented and compared against other ones in the DivDB framework.

In [46] a greedy strategy is proposed to compute the result set based on a *Boolean* function: one element is included in the result set if it has diversity value more than a predefined threshold to all elements in the current result set. Thus, the diversity function is used only to filter out elements in the result set. The aim is to maximize the relevance while the result set’s diversity remains above a certain threshold. This is different from our methods which maximize the objective function with respect to relevance **and** diversity. Furthermore, the threshold parameter has a great influence on the performance of the algorithm, which can easily affect the quality of the results.
5.2.2 Max-Sum Dispersion Problem

Gollapudi and Sharma [32] proposed a generic framework with eight axioms that a diversification system is expected to satisfy. The problem formulation that most relates to our work is the max-sum diversification. [32] also shows how to reduce max-sum diversification to a max-sum dispersion problem (also known as the $p$-dispersion in the Operations Research literature [76, 54]). Given that the objective function is a metric, it then uses an approximation algorithm [40] to solve the problem.

Instead of an approximation approach, our second proposed method GNE uses a randomized algorithm to solve the max-sum diversification problem. In particular, we use an adaptation of a meta-heuristic called Greedy Randomized Adaptive Search Procedure (GRASP) proposed in [30, 88, 55, 75, 81]. To the best of our knowledge, our proposal is the first randomized approach applied to the result diversification problem. As it is shown in the experimental section, the approximation algorithm in [32] is very expensive to compute and provides results with limited precision when compared to the optimal solution.

GRASP is a greedy randomized method that employs a multistart procedure for finding approximate solutions to combinatorial optimization problems. It is composed of two phases: construction and local search. In the construction phase a solution is iteratively constructed through controlled randomization. Then, in the local search phase, a local search is applied to the initial solution in order to find a locally optimal solution, and the best overall solution is kept as the result. These two phases are repeated until a stopping criterion is reached. This same procedure is performed in the proposed GNE
method, but with different strategies in the construction and local search phases, as explained in Section 5.5.

5.3 Preliminaries

The Result Diversification Problem can be stated as a tradeoff between finding relevant (similar\(^1\)) elements to the query and diverse elements in the result set. Let \( S = \{s_1, ..., s_n\} \) be a set of \( n \) elements, \( q \) a query element and \( k, k \leq n \), an integer. Let also the relevance (similarity) of each element \( s_i \in S \) be specified by the function \( \delta_{\text{sim}}(q, s_i), \delta_{\text{sim}} : q \times S \rightarrow \mathbb{R}^+ \), where \( \delta_{\text{sim}} \) is a metric function (i.e., a higher value implies that the element \( s_i \) is more relevant to query \( q \)). Likewise, let the diversity between two elements \( s_i, s_j \in S \) be specified by the function \( \delta_{\text{div}}(s_i, s_j) : S \times S \rightarrow \mathbb{R}^+ \). Informally, the problem of result diversification can be described as follows: given a set \( S \) and a query \( q \), we want to find \( R \subseteq S \) of size \( |R| = k \) where each element in \( R \) is relevant to \( q \) with respect to \( \delta_{\text{sim}} \) and, at the same time, diverse among other elements in \( R \) with respect to \( \delta_{\text{div}} \).

In our model, we represent elements in \( S \) using the vector space model. For example, for \( \delta_{\text{sim}} \) and \( \delta_{\text{div}} \) functions the weighted similarity function tf/idf cosine similarity or the Euclidean distance \( L_2 \) can be employed to measure the similarity or diversity.

The search for \( R \) can be modeled as an optimization problem where there is a tradeoff between finding relevant elements to \( q \) and finding a diverse result set \( R \). This optimization problem can be divided into two components, one related to similarity, as defined below, and one related to diversity.

\(^1\)These two terms are used interchangeably throughout the text.
**Definition 3** the *k*-similar set $R$ contains $k$ elements of $S$ that:

$$R = \arg\max_{S' \subseteq S, |S'| = k} \sum_{i=1}^{k} \delta_{\text{sim}}(q, s_i), s_i \in S'$$

where $\delta_{\text{sim}}(q, S') = \sum_{i=1}^{k} \delta_{\text{sim}}(q, s_i)$, $s_i \in S'$. In other words, Definition 3 finds a subset $R \subseteq S$ of size $k$ with the largest sum of similarity distances among all possible sets of size $k$ in $S$. Intuitively, $\delta_{\text{sim}}(q, S')$ measures the amount of “attractive forces” between $q$ and $k$ elements in $S'$. Basically, any algorithm that can rank elements in $S$ with respect to $\delta_{\text{sim}}$ and then extract the top-$k$ elements in the ranked list can evaluate the *k*-similar set problem.

The diversity component is defined as follows:

**Definition 4** the *k*-diverse set $R$ contains $k$ elements of $S$ that:

$$R = \arg\max_{S' \subseteq S, |S'| = k} \sum_{i=1}^{k} \sum_{j=i+1}^{k} \delta_{\text{div}}(s_i, s_j), s_i, s_j \in S'$$

where $\delta_{\text{div}}(S') = \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \delta_{\text{div}}(s_i, s_j)$, $s_i, s_j \in S'$. Hence, the problem in the above definition selects a subset $R \subseteq S$ of size $k$ that maximizes the sum of inter-element distances amongst elements of $R$ chosen from $S$. Intuitively, $\delta_{\text{div}}(S')$ measures the amount of “repulsive forces” among $k$ elements in $S'$. The above definition is equivalent to the Max-Sum Dispersion Problem [53] (i.e., maximize the sum of distances between pairs of facilities) encountered in operations research literature. For the special case where the distance function $\delta_{\text{div}}$ is metric, efficient approximate algorithms exist to compute the *k*-diverse set [40].

In both Definitions 3 and 4, the objective function is defined as a *max-sum problem*, but other measures could be used as well, e.g., *max-min*, *max-avg*, *min-max*. 
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The proper measure is very much a matter of the application in hand. Here we develop algorithms specifically for the max-sum problem since it seems it has been the most widely accepted among previous approaches (e.g. [32, 13, 19, 107, 46, 15]).

Next, we give the formal definition of our problem: computing a set $R \subseteq S$ of size $k$ with a tradeoff between finding $k$ elements that are similar to the query $q$, defined by Definition 3, and finding $k$ elements that are diverse to each other, defined by Definition 4. Formally, the problem is defined as follows:

**Definition 5** given a tradeoff $\lambda$, $0 \leq \lambda \leq 1$, between similarity and diversity, the **$k$-similar diversification set** $R$ contains $k$ elements in $S$ that:

$$R = \arg\max_{S' \subseteq S, k = |S'|} F(q, S')$$

where $F(q, S') = (k - 1)(1 - \lambda) \cdot \text{sim}(q, S') + 2\lambda \cdot \text{div}(S')$

Note that, since both components $\text{sim}$ and $\text{div}$ have different number of elements $k$ and $\frac{k(k-1)}{2}$, respectively, in the above definition the two components are scaled up. The variable $\lambda$ is a tradeoff specified by the user, and it gives the flexibility to return more relevant, or diverse, results for a given query $q$. Intuitively, $F(q, S')$ measures the amount of “attractive forces”, between $q$ and $k$ elements in $S'$, and “repulsive forces”, among elements in $S'$. Using the same analogy, the above definition selects the “most stable system” $R$ with $k$ elements of $S$.

In Definition 5 there are two special cases for the values of $\lambda$. The **$k$-similar diversification set** problem is reduced to **$k$-similar set** when $\lambda = 0$, and the result set $R$ depends only on the query $q$. The second case is when $\lambda = 1$, and the **$k$-similar diversification set** problem is reduced to finding the **$k$-diverse set**. In this case, the query
does not play any role to the result set $R$. Note that our formula is slightly different than the *Max-Sum Diversification Problem* of [32], since it allows us to access both extremes in the search space (diversity only, when $\lambda = 1$, or relevance only, when $\lambda = 0$).

Only when $\lambda = 0$ the result $R$ is straightforward to compute. For any other case, $\lambda > 0$, the associated decision problem is NP-hard, and it can be easily seen by a reduction from the maximum clique problem known to be NP-complete [31]. A brute force algorithm to evaluate the *k-similar diversification set* when $\lambda > 0$ is presented in Algorithm 10. This algorithm tests for every possible subset $R \subseteq S$ of size $k$ to find the highest $F$ value. Algorithm 10 takes time $O(|S|^k k^2)$, where there are $O(|S|^k)$ possible results $S$ of size $k$ to check, each of which has $O(k^2)$ distances that need to be computed.

### Algorithm 10 *k*-similar diversification query

<table>
<thead>
<tr>
<th>Input:</th>
<th>candidate set $S$ and result set size $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>result set $R \subseteq S$, $</td>
</tr>
<tr>
<td>1:</td>
<td>let $R$ be an arbitrary set of size $k$</td>
</tr>
<tr>
<td>2:</td>
<td>for each set $R' \subseteq S$ of $k$ size do</td>
</tr>
<tr>
<td>3:</td>
<td>if $F(q, R') &gt; F(q, R)$ then</td>
</tr>
<tr>
<td>4:</td>
<td>$R \leftarrow R'$</td>
</tr>
</tbody>
</table>

#### 5.4 Known Methods

In this section we summarize the most relevant known methods for diversifying query results in the literature, for which no extra information other than the relevance and diversity values are used. All methods are casted in terms of the DivDB framework presented in the previous section.
5.4.1 Swap Method

Perhaps the simplest method to construct the result set $R$ is the Swap method [107], which is composed of two phases, as described in Algorithm 11. In the first phase, an initial result $R$ is constructed using the $k$ most relevant elements in $S$. Then, in the second phase, each remaining element in $S$ is tested, in decreasing order of $\delta_{sim}$, to replace an element from the current solution $R$. If there is an operation that improves $F$, then the replace operation that improves $F$ the most is applied permanently in $R$. This process continues until every element in the candidate set $S$ is checked.

The $F$ value of the final result $R$ computed by the Swap method is not guaranteed to be optimal, since elements in the candidate set $S$ are analyzed with respect to their $\delta_{sim}$ order. That is, this method does not consider the order of $\delta_{div}$ values in $S$, which can result in solutions that do not maximize $F$.

**Algorithm 11 Swap**

<table>
<thead>
<tr>
<th>Input:</th>
<th>candidate set $S$ and result set size $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>result set $R \subseteq S$, $</td>
</tr>
<tr>
<td>1:</td>
<td>$R \leftarrow \emptyset$</td>
</tr>
<tr>
<td>2:</td>
<td>while $</td>
</tr>
<tr>
<td>3:</td>
<td>$s_s \leftarrow \text{argmax}<em>{s_i \in S}(\delta</em>{sim}(q, s_i))$</td>
</tr>
<tr>
<td>4:</td>
<td>$S \leftarrow S \setminus s_s$</td>
</tr>
<tr>
<td>5:</td>
<td>$R \leftarrow R \cup s_s$</td>
</tr>
<tr>
<td>6:</td>
<td>while $</td>
</tr>
<tr>
<td>7:</td>
<td>$s_s \leftarrow \text{argmax}<em>{s_i \in S}(\delta</em>{sim}(q, s_i))$</td>
</tr>
<tr>
<td>8:</td>
<td>$S \leftarrow S \setminus s_s$</td>
</tr>
<tr>
<td>9:</td>
<td>$R' \leftarrow R$</td>
</tr>
<tr>
<td>10:</td>
<td>for each $s_j \in R$ do</td>
</tr>
<tr>
<td>11:</td>
<td>if $F(q, {R \setminus s_j} \cup s_s) &gt; F(q, R')$ then</td>
</tr>
<tr>
<td>12:</td>
<td>$R' \leftarrow {R \setminus s_j} \cup s_s$</td>
</tr>
<tr>
<td>13:</td>
<td>if $F(q, R') &gt; F(q, R)$ then</td>
</tr>
<tr>
<td>14:</td>
<td>$R \leftarrow R'$</td>
</tr>
</tbody>
</table>
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5.4.2 BSwap Method

The BSwap method [107] uses the same basic idea of the Swap method for exchanging elements between the candidate set $S$ and the current result $R$. However, instead of improving $F$, BSwap checks for an improvement in the diversity value $div$ of the current result $R$, without a sudden drop in $\delta_{sim}$ between the exchanged elements.

Algorithm 12 shows the pseudo code for the BSwap method. In each iteration, the element in $S$ with the highest $\delta_{sim}$ value is swapped with one in $R$ which contributes the least to $\delta_{div}$. If this operation improves $div$, but without dropping $\delta_{sim}$ by a predefined threshold $\theta$, then the result set $R$ is updated (i.e. the two elements are exchanged). This process continues until every element in the candidate set $S$ is tested, or the highest $\delta_{sim}$ value in $S$ is below the threshold $\theta$. This later condition is enforced to avoid a sudden drop in $\delta_{sim}$ in $R$. In summary, this method exchanges elements by increasing diversity in expense of relevance.

While very simple, a drawback of BSwap is the use of $\theta$. Setting the threshold $\theta$ with an appropriate value is a difficult task, and can vary for different datasets and/or queries. If not set properly, the BSwap may return results that have less than $k$ elements (if $\theta$ is set to a very small value), or with a very low quality in terms of $F$ (if $\theta$ is set to a very large value). As shown in the experimental section, this method also suffers in terms of precision of the results.
Algorithm 12 BSwap Algorithm

**Input:** candidate set $S$, result set size $k$, and distance threshold $\theta$

**Output:** result set $R \subseteq S$, $|R| = k$

1: $R \leftarrow \emptyset$
2: while $|R| < k$ do
3: $s_s \leftarrow \text{argmax}_{s_i \in S}(\delta_{\text{sim}}(q, s_i))$
4: $S \leftarrow S \setminus s_s$
5: $R \leftarrow R \cup s_s$
6: $s_d \leftarrow \text{argmin}_{s_i \in R}(\text{div}(R \setminus s_i))$
7: $s_s \leftarrow \text{argmax}_{s_i \in S}(\delta_{\text{sim}}(q, s_i))$
8: $S \leftarrow S \setminus s_s$
9: while $\delta_{\text{sim}}(q, s_d) - \delta_{\text{sim}}(q, s_s) \leq \theta$ and $|S| > 0$ do
10: if $\text{div}(R \setminus s_d) \cup s_s > \text{div}(R)$ then
11: $R \leftarrow (R \setminus s_d) \cup s_s$
12: $s_d \leftarrow \text{argmin}_{s_i \in R}(\text{div}(R \setminus s_i))$
13: $s_s \leftarrow \text{argmax}_{s_i \in S}(\delta_{\text{sim}}(q, s_i))$
14: $S \leftarrow S \setminus s_s$

5.4.3 Maximal Marginal Relevance Method

The Maximal Marginal Relevance (MMR) [13] iteratively constructs the result set $R$ by selecting one new element in $S$ that maximizes the following function:

$$mmr(s_i) = (1 - \lambda)\delta_{\text{sim}}(s_i, q) + \frac{\lambda}{|R|} \sum_{s_j \in R} \delta_{\text{div}}(s_i, s_j) \tag{5.1}$$

The MMR method, as illustrated in Algorithm 13, has two important properties that highly influence the chosen elements in the result set $R$. First, since $R$ is empty in the initial iteration, the element with the highest $\delta_{\text{sim}}$ value in $S$ is always chosen in $R$, regardless of its $\lambda$ value. Second, the remainder $k-1$ elements are chosen from $S$ that maximize the $mmr$ function. Since the result is incrementally constructed by inserting a new element to previous results, the first chosen element has a large influence in the quality of the final result set $R$. Clearly, if the first element is not chosen properly, then the final result set may have low quality in terms of $F$. We show in the experimental
section that the quality of the results for the MMR method decreases very fast when
increasing the $\lambda$ parameter.

**Algorithm 13** MMR

**Input:** candidate set $S$ and result set size $k$

**Output:** result set $R \subseteq S$, $|R| = k$

1: $R \leftarrow \emptyset$
2: $s_s \leftarrow \text{argmax}_{s_i \in S}(\text{mmr}(s_i))$
3: $S \leftarrow S \setminus s_s$
4: $R \leftarrow s_s$
5: while $|R| < k$ do
6: $s_s \leftarrow \text{argmax}_{s_i \in S}(\text{mmr}(s_i))$
7: $S \leftarrow S \setminus s_s$
8: $R \leftarrow R \cup s_s$

### 5.4.4 Motley Method

Similarly to MMR, the Motley approach [46] also iteratively constructs the result
set $R$, as illustrated in Algorithm 14.\(^2\) In the first iteration, the element with the highest
$\delta_{\text{sim}}$ value is inserted in $R$. Then, an element from $S$ is chosen to be included in $R$ if
it has $\delta_{\text{div}}$ value greater than a predefined threshold $\theta'$ to every element already inserted
in $R$. If such condition is not satisfied, then the element is discarded from $S$ and the
next element with the highest $\delta_{\text{sim}}$ value in $S$ is evaluated. This process repeats until the
result set $R$ has $k$ elements, or $S$ has no more elements.

Like the MMR method, the Motley approach is also affected by the initial choice
of element. Similarly to the BSwap, Motley uses a threshold parameter to check the
amount of diversity in the result set.

---

\(^2\)This is a simplified version of the Buffered Greedy Approach [46]. In our preliminary experiments,
the results of both approaches were very similar, except that the one described here is several orders of
magnitude faster than the Buffered Greedy.
**Algorithm 14 Motley**

**Input:** candidate set $S$ and result set size $k$

**Output:** result set $R \subseteq S$, $|R| = k$

1. $s_s \leftarrow \text{argmax}_{s_i \in S} (\delta_{\text{sim}}(q, s_i))$
2. $S \leftarrow S \setminus s_s$
3. $R \leftarrow s_s$
4. while $|R| < k$
   5. $s_s \leftarrow \text{argmax}_{s_i \in S} (\delta_{\text{sim}}(q, s_i))$
   6. $S \leftarrow S \setminus s_s$
   7. if $\delta_{\text{div}}(s_r, s_s) \geq \theta', \forall s_r \in R$ then
   8. $R \leftarrow R \cup s_s$

---

**5.4.5 Max-Sum Dispersion Method**

The Max-Sum Dispersion (MSD) method [32] is based on the 2-approximation algorithm proposed in [40] for the Max-Sum Dispersion Problem. The MSD method employs a greedy approach to incrementally construct the result set $R$ by selecting a pair of elements that are relevant to the query and diverse to each other. More formally, in each iteration of the MSD method, the pair of elements $s_i, s_j \in S$ that maximize the following function is chosen to be part of the result set $R$:

$$msd(s_i, s_j) = (1 - \lambda)(\delta_{\text{sim}}(q, s_i) + \delta_{\text{sim}}(q, s_j)) + 2\lambda\delta_{\text{div}}(s_i, s_j)$$ (5.2)

Since a pair of elements is selected in each iteration of the MSD method, the above description applies only when the value for $k$ is even. If $k$ is odd, in the final phase of the MSD method an arbitrary element in $S$ is chosen to be included in the result set $R$. The pseudo code for the MSD method is shown in Algorithm 15.
Algorithm 15 MSD

Input: candidate set $S$ and result set size $k$
Output: result set $R \subseteq S$, $|R| = k$

1: $R \leftarrow \emptyset$
2: while $|R| < \lfloor k/2 \rfloor$ do
3:     $\{s_i, s_j\} \leftarrow \text{argmax}_{s_i, s_j \in S}(msd(s_i, s_j))$
4:     $R \leftarrow R \cup \{s_i, s_j\}$
5:     $S \leftarrow S \setminus \{s_i, s_j\}$
6: if $k$ is odd then
7:     choose an arbitrary object $s_i \in S$
8:     $R \leftarrow R \cup s_i$

5.4.6 Clustering-Based Method

The Clustering-Based Method (CLT) [94] is based on clustering techniques, and its pseudo code is shown in Algorithm 16. In its first phase the $k$-medoid algorithm with $\delta_{div}$ as distance function is employed in the elements in $S$ to generate $k$ clusters $C = \{c_1, c_2, ..., c_k\}$. Then, one element from each cluster in $C$ is included in the result set $R$. Several strategies on selecting an element from each cluster can be employed. For example, one can choose the element with the highest $\delta_{sim}$ value, or also the medoid element of each cluster $C$.

Since it is not possible to incorporate the tradeoff $\lambda$ in the clustering step of the CLT method, the result set $R$ only depends on the strategy employed for selecting an element in each cluster. Thus, for low values of $\lambda$, the result set $R$ will be of better quality if the element with the highest $\delta_{sim}$ is selected. For higher $\lambda$ values selecting the medoid element of each cluster might be more suitable since the medoids typically have higher $\delta_{div}$ values to each other. In our experiments we only consider the medoid-based strategy since it typically gives more diverse results.
Algorithm 16 CLT

Input: candidate set $S$ and result set size $k$
Output: result set $R \subseteq S$, $|R| = k$
1: $R \leftarrow \emptyset$
2: let $C = \{c_1, c_2, \ldots, c_k\}$ be the result of the $k$-medoid algorithm, using $\delta_{div}$
3: for each cluster $c_i \in C$ do
4:   let $s_i$ be a selected element in $c_i$
5: $R \leftarrow R \cup s_i$

5.5 Proposed Methods

We proceed with the presentation of two new approaches for diversifying query results, the Greedy Marginal Contribution (GMC) and the Greedy Randomized with Neighborhood Expansion (GNE) methods. Both methods employ the same function to rank elements regarding their marginal contribution to the solution. An important difference between the two methods is that in the GMC the element with the highest partial contribution is always chosen to be part of the solution, while in GNE an element is randomly chosen, among the top ranked ones, to be included in the solution.

5.5.1 GMC Method

The GMC method incrementally builds the result $R$ by selecting the element with the highest maximum marginal contribution ($mmc$) to the solution constructed so far. In each iteration, the GMC method ranks the elements in the candidate set $S$ using the following function:

$$mmc(s_i) = (1 - \lambda)\delta_{sim}(s_i, q) + \frac{\lambda}{k-1} \sum_{s_j \in R_{p-1}} \delta_{div}(s_i, s_j) + \frac{\lambda}{k-1} \sum_{l=1}^{l=k-p} \sum_{s_j \in S - s_i} \delta_{div}^l(s_i, s_j)$$  (5.3)
where $R_{p-1}$ is the partial result of size $p - 1$, $1 \leq p \leq k$, and $\delta_{\text{div}}^l(s_i, s_j)$ gives the $l$th largest $\delta_{\text{div}}$ value in $\{\delta_{\text{div}}^l(s_i, s_j) : s_j \in S - R_{p-1} - s_i\}$. Using the above function we can compute the maximum contribution value of $s_i$ to $F$ using the elements already inserted in the partial result $R_{p-1}$ (first two components) and the remaining $k - p$ elements in $S$ that could be inserted in $R$ (third component). For the third component, the diversity value of $s_i$ is upper bounded using the highest $k - p$ values for $\delta_{\text{div}}$ that is formed using the $p$ elements in $S$. Thus, the mmc function is employed to rank every element in $S$ using the constructed result $R_{p-1}$ so far, and the remaining elements that can be included in the final result $R$.

**Algorithm 17 GMC**

<table>
<thead>
<tr>
<th>Input:</th>
<th>candidate set $S$ and result set size $k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>result set $R \subseteq S$, $</td>
</tr>
<tr>
<td>1:</td>
<td>$R_0 \leftarrow \emptyset$</td>
</tr>
<tr>
<td>2:</td>
<td>for $p \leftarrow 1$ to $p = k$ do</td>
</tr>
<tr>
<td>3:</td>
<td>$s_i \leftarrow \arg \max_{s_i \in S} (\text{mmc}(s_i))$</td>
</tr>
<tr>
<td>4:</td>
<td>$R_p \leftarrow R_{p-1} \cup s_i$</td>
</tr>
<tr>
<td>5:</td>
<td>$S \leftarrow S \setminus s_i$</td>
</tr>
<tr>
<td>6:</td>
<td>$R \leftarrow R_p$</td>
</tr>
</tbody>
</table>

The intuition behind mmc is the following: When the current result set $R_0$ is empty, then the elements in $S$ are ranked based on their $\delta_{\text{sim}}$ values and their relationships, defined by $\delta_{\text{div}}^l$, with other elements in $S$. In this way, the mmc function gives higher preference to elements that are very relevant to $q$ and, at the same time, are very diverse to other elements in the candidate set $S$, regardless of $R_0$; Whenever elements are inserted in $R_p$, then mmc also considers the diversity w.r.t. elements in $R_{p-1}$.

Compared to MMR (Section 5.4.3), the GMC method uses a different function to rank the elements in the candidate set $S$. Since $R$ is empty in the first step of the MMR, the diversity component does not play any role in selecting the first element in
On the other hand, in GMC the selection of the first result element is based on
the maximum marginal contribution value that the element can make to $F$. Note that mmc
combines the relevance of a new element, its diversity to the already inserted elements in
the result, and its maximum contribution to $F$ considering the remaining elements in $S$.

Algorithm 17 shows the pseudo code for the GMC method. In the first step of
the method the sum of $\delta_{\text{div}}$ in mmc is zero, since the result set $R_0$ is empty. Thus, only
the $\delta_{\text{sim}}$ and $\delta_{\text{div}}^{l}$ components are considered. In the following iterations mmc considers
the elements in $R_{p-1}$, and the value for the $\delta_{\text{div}}^{l}$ component is updated. As more elements
are inserted in the result set $R$, the values of the second and third components in the
mmc function increases and decreases, respectively. In the last iteration ($p = k$), the
third component $\delta_{\text{div}}^{l}$ is null, since there is only one element to be considered in $R$.

The $\delta_{\text{div}}^{l}$ values for each element $s_i \in S$ are computed only once, and it is
done in the first iteration of the GMC method. For each entry $s_i \in S$, a set of pairs
$s_j, \delta_{\text{div}}(s_i, s_j)>$ is maintained, where $s_j$ is the element that belongs to one of the $\delta_{\text{div}}^{l}$
and its corresponding value $\delta_{\text{div}}(s_i, s_j)$. This set begins with $k - 1$ entries and in each
iteration decreases by 1. The set of pairs for each element in $S$ is updated in each iteration
of the method. Two cases can occur: (1) The first is when there is an element $s_i \in S$
that has the pair $s_i', \delta_{\text{div}}(s_i, s_i')$ in its set of pairs, where element $s_i'$ is the element
previously inserted in the result set $R_p$. Then the pair $s_i, \delta_{\text{div}}(s_i, s_i')$ is dropped from
the set of pairs from $s_i$; (2) The second case happens when there is an element $s_i \in S$
that does not have the pair $s_i', \delta_{\text{div}}(s_i, s_i')$ in its set of pairs. In this case, the pair
with the lowest $\delta_{\text{div}}(s_i, s_j)$ is removed from the set.
5.5.2 GNE Method

Our second proposed method uses the GRASP (Greedy Randomized Adaptive Search Procedure) [30] technique for diversifying query results. To the best of our knowledge, this is the first randomized solution proposed for the diversification problem. Different from the GMC that always selects the top element in the rank, in each iteration of the GNE algorithm a random element is chosen among the top ranked ones. Algorithm 18 illustrates the general GRASP algorithm with $i_{max}$ iterations. The GNE algorithm has two phases, the Construction Phase and the Local Search Phase, which are described below.

Algorithm 18 GRASP

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>$R \leftarrow \emptyset$</td>
</tr>
<tr>
<td>2:</td>
<td>for $i \leftarrow 0$ to $i &lt; i_{max}$, $i \leftarrow i + 1$ do</td>
</tr>
<tr>
<td>3:</td>
<td>$R' \leftarrow \text{GNE-Construction}()$</td>
</tr>
<tr>
<td>4:</td>
<td>$R' \leftarrow \text{GNE-LocalSearch}(R')$</td>
</tr>
<tr>
<td>5:</td>
<td>if $F(q, R') &gt; F(q, R)$ then $R \leftarrow R'$</td>
</tr>
</tbody>
</table>

GNE Construction Phase

In the construction phase, a greedy randomized ranking function chooses an element to be inserted in $R$. This ranking function ranks the elements in $S$ according to the $mmc$ function, as described in Equation 5.3. In each of the $K$ iterations of this phase, a list, called Restricted Candidate List (RCL), is constructed with elements with the highest individual contributions with respect to $mmc$. In this phase, the GNE method incrementally builds the result set $R$ by randomly selecting an element (which may not be the element with the highest contribution) in the RCL. Therefore, in each iteration all
elements in $S$ are re-ordered based on $mmc$, and only the top elements are stored in the RCL. This iterative process continues until a solution with $k$ elements is constructed.

**Algorithm 19 GNE-Construction**

**Output:** a candidate solution $R \subseteq S$, $|R| = k$

1: $R_0 \leftarrow \emptyset$
2: for $p \leftarrow 1$ to $p = k$ do
3: $s_{\text{max}} \leftarrow \text{argmax}_{s_i \in S}(mmc(s_i))$
4: $s_{\text{min}} \leftarrow \text{argmin}_{s_i \in S}(mmc(s_i))$
5: $RCL \leftarrow \{s_i \in S |\text{mmc}(s_i) \geq s_{\text{max}} - \alpha(s_{\text{max}} - s_{\text{min}})\}$
6: $s_i \leftarrow \text{random}(RCL)$
7: $R_p \leftarrow R_{p-1} \cup s_i$
8: $S \leftarrow S \setminus s_i$
9: $R \leftarrow R_p$

The selection of the elements with the highest contributions to be included in the RCL can be based on a fixed-number of candidates or on a predefined threshold. The intuition behind limiting the size of RCL is that not every element in $S$ contributes equally to the result set. Therefore, the method performs randomized search over the elements in the RCL that can more contribute to the solution. In our implementation, we use the first approach to restrict the number of candidates in the RCL, as shown in Algorithm 19.

Parameter $\alpha$ controls how greedy and random the Construction phase is. For $\alpha = 0$, the Construction corresponds to a pure greedy construction procedure, working exactly the same as the GMC method. On the other hand, for $\alpha = 1$ the construction phase produces a random construction, regardless of the $mmc$ ranking values. Since both GNE and GMC methods use the same greedy strategies to measure the individual contribution of an element to the result set, performing random selections during the construction phase provides the contribution of trying different elements in each multistart construction.
GNE Local Search Phase

Starting with the current solution $R$ of size $k$ provided by the construction phase, the local search progressively improves it by applying a series of local modifications in the neighborhood of $R$. Repeated runs of the construction phase yield diverse starting solutions for the local search.

**Algorithm 20** GNE-LocalSearch

**Input:** candidate solution $R$ of size $k$

**Output:** a candidate solution $R \subseteq S$, $|R| = k$

1. $s_{\text{max}} \leftarrow \arg\max_{s_i \in S} (\text{mmc}(s_i))$
2. $s_{\text{min}} \leftarrow \arg\min_{s_i \in S} (\text{mmc}(s_i))$
3. $\text{RCL} \leftarrow \{s_i \in S | \text{mmc}(s_i) \geq s_{\text{max}} - \alpha(s_{\text{max}} - s_{\text{min}})\}$
4. for each $s_i \in R$
   5. $R' \leftarrow R$
   6. for each $s_j \in R, s_j \neq s_i$
      7. for $l \leftarrow 1$ to $l = k - 1$
         8. $s'_l \leftarrow \{s'_l \in S | \text{div}(s_i, s'_l)\}$
      9. if $s'_l \notin R$ then
         10. $R'' \leftarrow R' - s_j + s'_l$
      11. if $\mathcal{F}(q, R'') > \mathcal{F}(q, R')$ then
         12. $R' \leftarrow R''$
13. if $\mathcal{F}(q, R') > \mathcal{F}(q, R)$ then
14. $R \leftarrow R'$

The proposed local search performs swaps between elements in the result set $R$ and their most diverse element. If this procedure improves the current solution $R$, then a locally optimal solution is found. This is accomplished by a Neighborhood Expansion that explores the most diverse elements of each entry in the result set. This expansion phase is performed as follows: for each element in the result set $R$, the $k - 1$ most diverse elements are computed; then, for each of the remaining elements in $R$, a swap operation is performed with every element among the $k - 1$ most diverse elements. If in any of these swap operations a local solution is found, then this partial solution is made the best optimal solution. The pseudo code for the local search is shown in Algorithm 20.
5.5.3 Complexity Analysis

The time complexity of GMC is $O(kn^2)$, since we have to compute the $mmc$ for each element in $S$, which is $O(kn)$. GNE has two parts: Algorithm 19 which has time complexity $O(kn^2)$, and Algorithm 20 which is $O(k^3)$ ($\delta_{div}$ is computed only once). Nevertheless, the GNE method runs $i_{\text{max}}$ times, which makes it slower in practice than the GMC method.

5.6 Experimental Evaluation

We proceed with the experimental evaluation of all the methods previously described in this chapter. The method’s abbreviation, name and strategy employed to construct the result set $R$ appear in Table 5.1. As a baseline for our comparisons, we also included the results for a random method, called $\text{Rand}$, which simply chooses the result set $R$ with the highest $F$ among 1,000 random runs. The $\text{Rand}$ method sets a base line for comparisons where a specific method needs to outperform random guessing.

<table>
<thead>
<tr>
<th>abbrv.</th>
<th>method name</th>
<th>construction of $R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swap</td>
<td>Swap</td>
<td>exchanging</td>
</tr>
<tr>
<td>BSwap</td>
<td>BSwap</td>
<td>exchanging</td>
</tr>
<tr>
<td>MMR</td>
<td>Maximal Marginal Relevance</td>
<td>incremental</td>
</tr>
<tr>
<td>Motley</td>
<td>Motley</td>
<td>incremental</td>
</tr>
<tr>
<td>MSD</td>
<td>Max-Sum Dispersion</td>
<td>incremental</td>
</tr>
<tr>
<td>CLT</td>
<td>Clustering</td>
<td>exchanging</td>
</tr>
<tr>
<td>GMC</td>
<td>Greedy Marginal Contribution</td>
<td>incremental</td>
</tr>
<tr>
<td>GNE</td>
<td>GRASP with Neighbor Expansion</td>
<td>random, meta-heuristic</td>
</tr>
<tr>
<td>Rand</td>
<td>Random</td>
<td>random</td>
</tr>
</tbody>
</table>

Table 5.1: Description of the methods evaluated.
5.6.1 Setup

Six datasets from several different domains were used to evaluate each method with respect to running time, precision and $F$ of the results. The datasets used in our experiments are: trajectories, faces, nasa, colors, docs and dblp. trajectories [112] contains 23,793,860 GPS locations generated from 178 users in a period of over three years. In our experiments, we use 17,621 trajectories which represent the continuous movements of the 178 users. Besides performing experiments using a trajectory dataset, which is the main focus of this thesis, we also employed five other datasets from various domains. The main idea of using other datasets is to show that the DivDB framework is generic and can also be applied in any domain that the metric functions $\delta_{sim}$ and $\delta_{div}$ can be defined. faces consists of 11,900 feature vectors extracted from human face images with the Eigenfaces method [1]. nasa [22] and colors [41] datasets contain, respectively, 40,150 and 68,040 feature vectors from collection of images. Dataset docs has 25,960 news articles obtained from the TREC-3 collection [93], while dblp is a set of 2,991,212 publication entries extracted from the DBLP Bibliography Server [61]. In order to generate duplicate entries in a controlled way, and thus test the diversity in the result while increasing the $\lambda$ parameter, each entry in the dblp dataset contains the author’s name and the publication title. A DBLP publication with multiple authors thus have multiple entries in dblp, one entry per author, sharing the same publication title. The detailed statistics of all datasets are summarized in Table 5.2.

In the experiments we employed the same distance function for both $\delta_{sim}$ and $\delta_{div}$. The Manhattan distance is employed for faces, the Euclidean distance for trajectories,
ries, nasa and colors, and the cosine similarity distance for both docs and dblp. For the faces, nasa, colors datasets $\delta_{sim}$ was computed using part (one quarter) of the feature vector, while for $\delta_{div}$ the whole feature vector was used. For instance, for colors the first 8 attributes are employed to compute the $\delta_{sim}$, and all the 32 attributes for the $\delta_{div}$, as shown in Table 5.2. As for the trajectories dataset, $\delta_{sim}$ and $\delta_{div}$ use 10 and 20, respectively, sparse locations of the trajectory query. For the docs dataset 10 random terms were used for $\delta_{sim}$ while the whole document was utilized for $\delta_{div}$. The same process was employed in dblp, but using a few terms extracted from the publication titles.

### Table 5.2: Datasets statistics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of elements</th>
<th>Max. # of attributes</th>
<th>Avg. # of attributes</th>
<th>$\delta_{sim}$</th>
<th>$\delta_{div}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>trajectories</td>
<td>17,621</td>
<td>234,744</td>
<td>2,701</td>
<td>$1 - L_2(20, 40..200)$</td>
<td>$L_2(13, 26..200)$</td>
</tr>
<tr>
<td>faces</td>
<td>11,900</td>
<td>16</td>
<td>16</td>
<td>$1 - L_2(1..4)$</td>
<td>$L_2(1..16)$</td>
</tr>
<tr>
<td>nasa</td>
<td>40,150</td>
<td>20</td>
<td>20</td>
<td>$1 - L_2(1..5)$</td>
<td>$L_2(1..20)$</td>
</tr>
<tr>
<td>colors</td>
<td>68,040</td>
<td>32</td>
<td>32</td>
<td>$1 - L_2(1..8)$</td>
<td>$L_2(1..32)$</td>
</tr>
<tr>
<td>docs</td>
<td>25,276</td>
<td>15,116</td>
<td>363</td>
<td>$1 - \text{cosine(terms)}$</td>
<td>$\text{cosine(docs)}$</td>
</tr>
<tr>
<td>dblp</td>
<td>2,991,212</td>
<td>68</td>
<td>7</td>
<td>$1 - \text{cosine(terms)}$</td>
<td>$\text{cosine(title)}$</td>
</tr>
</tbody>
</table>

To generate a query set we randomly selected 100 queries from each dataset. The extra parameters $\theta$ and $\theta'$ for BSwap and Motley, respectively, were set to 0.1, which achieved, on average, the best performance in the experiments. For the GNE we set $i_{max} = 10$ and $\alpha = 0.01$. Clearly, GNE returns better results when increasing the values for those two parameters, but at a cost of higher running times. For example, when increasing the $\alpha$ parameter, the GNE method slowly converges to good solutions since there are many more elements in the candidate set $S$ to be considered. From our preliminary experiments the above values for the GNE parameters provided a good tradeoff between quality and running time.
Table 5.3 summarizes the testing parameters and their corresponding ranges, in which the default value is marked in bold font. To obtain the candidate set $S$ we employed an off-the-shelf retrieval system. That is, for a particular query sample, $S$ contains the top-$n$ elements in the dataset using the ranking function $\delta_{sim}$. Generally speaking, each group of experimental studies is partitioned into two parts: qualitative analysis in terms of $F$ and precision of each method with respect to the optimal result set; and scalability analysis of $F$ and running time when increasing the query parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range (default)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tradeoff $\lambda$ values</td>
<td>0.1, 0.3, 0.5, 0.7, 0.9</td>
</tr>
<tr>
<td>candidate set size $n =</td>
<td>S</td>
</tr>
<tr>
<td>result set size $k =</td>
<td>R</td>
</tr>
<tr>
<td># of sample queries</td>
<td>100</td>
</tr>
</tbody>
</table>

5.6.2 Qualitative Analysis

To measure a method’s precision we need to compare it against the optimal result set (the one that maximizes $F$). However, due to the problem complexity, we can only compute the optimal result set for a limited range of the query parameters. Using the brute force algorithm (Algorithm 10), we computed the optimal result set for each dataset with parameters $S = 200$, $k = 5$ and $\lambda$ varying from 0.1 to 0.9. The precision is measured by counting the number of common elements in the result set from Algorithm 10 and the result set for each method using the same query parameters; clearly, the higher the precision, the better the method performs.

Figure 5.1 shows the average precision of each method for different values of $\lambda$ (preference to diversity increase as $\lambda$ increases). Note that, the precision of all methods,
except GNE and GMC, typically decreases when increasing $\lambda$. Interestingly, four of the previous approaches (Swap, BSwap, Motley and CLT) performed worse than the Rand method when $\lambda$ is greater than 0.5. That is, if diversity is more prominent than relevance, these methods are easily outperformed.

GNE and GMC outperformed all the methods and showed almost constant precision regarding $\lambda$. Only in the case where $\lambda = 0.1$ (i.e., when relevance is much more important than diversity), the MMR method have precision similar to GNE/GMC for three datasets (faces, nasa and colors). Previous methods are influenced by the first most relevant element in their result set, which affects the result precision when diversity has a higher weight than relevance. In contrast, the variation of $\lambda$ does not affect the precision of GNE and GMC. The average precision for GNE and GMC was at least 75%.
The precision of GNE is better than GMC in all datasets tested, except for the dblp dataset. This is because GNE selects elements from RCL using a randomized approach, that is, GNE may not always select the element with the highest contribution to the result set. Furthermore, given an initial solution the GNE also uses the local search phase that aims at finding better solutions.

We also compared the $F$ values of each method against the $F$ value of the optimal result set. This experiment is intended to measure how close the $F$ for a result set is to the maximum possible $F$ value. Figure 5.2 depicts the “gap” s in $F$, i.e., the difference between the $F$ of a particular method and the optimal $F$, divided by the optimal. The gap for GNE and GMC is close to zero for every dataset and any value of $\lambda$, which indicates that these two methods constructed results sets with (very close) maximum $F$ values. As
for the other methods the gap increases with $\lambda$. Again, for high values of $\lambda$ the $B\text{Swap}$, $\text{Swap}$, $\text{Motley}$ and CLT are typically outperformed by the $\text{Rand}$ method.

The effectiveness of GMC and GNE is also depicted in Table 5.4 which illustrates the result sets for four example queries, using the $\text{dblp}$ dataset ($k = 5$ and $S = 200$) with $\lambda = 0$ (no diversification), $\lambda = 0.3$ (moderate diversification) and $\lambda = 0.7$ (high diversification). Only GNE is shown since the results for GMC are similar. When $\lambda = 0$ the result set contains the top-5 elements of $S$ ranked with the $\delta_{\text{sim}}$ scoring function. Since the $\text{dblp}$ dataset contains several duplicate entries, the result sets with no diversification contain several duplicate elements (we also show the author names for each entry as an identification for that entry). As $\lambda$ increases, less duplicates are found in the result set, while the elements in the result set “cover” many more subjects (defined by terms in the publication name). Observe that the result set with high diversification contains elements that all have the query terms, as well as other terms indicating that the publication is related to different subjects among the other publications in the result set (i.e., hardware accelerator, operations research, privacy in spatiotemporal).

### 5.6.3 Scalability

We next examine the scalability of the methods with respect to $\mathcal{F}$ values and running time while varying the query parameters $\lambda$ (from 0.1 to 0.9), $k$ (from 5 to 35) and $S$ (from 200 to 4,000). We omit the results for the trajectories, faces and $\text{nasa}$ datasets since they are similar to colors. Figure 5.3 shows the results for $\mathcal{F}$, with $k = 5$ and $S = 1,000$, when increasing $\lambda$. Regardless $\lambda$, for GNE and GMC the $\mathcal{F}$ values are the
Table 5.4: Result sets for *dblp* dataset: top-5 results ($\lambda = 0$), and two diversified results ($\lambda = 0.3$ and $0.7$) produced by GNE.

<table>
<thead>
<tr>
<th>$q_1$ = database systems</th>
<th>top-k: no diversification ($\lambda = 0$)</th>
<th>GNE: moderate diversification ($\lambda = 0.3$)</th>
<th>GNE: high diversification ($\lambda = 0.7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Y. Theodoridis: trajectory database systems</td>
<td>C. Date: an introduction to database systems</td>
<td>R. Deshpande: an electronic database delivery system</td>
</tr>
<tr>
<td>2.</td>
<td>I. Ntoutsi: trajectory database systems</td>
<td>J. Rothnie: distributed database systems</td>
<td>T. Xu: pbmice: an integrated database system of piggyBac ...</td>
</tr>
<tr>
<td>3.</td>
<td>N. Pelekos: trajectory database systems</td>
<td>N. Pelekos: trajectory database systems</td>
<td>C. Matheus: systems for knowledge discovery in databases</td>
</tr>
<tr>
<td>4.</td>
<td>E. Frenzos: trajectory database systems</td>
<td>M. Wu: the dbo database system</td>
<td>D. Dimitroff: an intelligent image database system</td>
</tr>
</tbody>
</table>

| $q_2$ = nearest neighbor |
|--------------------------|--------------------------------------|
| 1.                       | H. Alt: the nearest neighbor         | W. Tiller: algorithm for finding all k nearest neighbors |
| 2.                       | G. Yuval: finding nearest neighbors  | L. Wu: stepwise nearest neighbor discriminant analysis |
| 3.                       | F. Yac: on nearest-neighbor graphs   | B. Pittel: the random bipartite nearest neighbor graphs |
| 5.                       | D. Eppstein: on nearest-neighbor graphs | X. Yu: the research on an adaptive k-nearest neighbors classifier |

| $q_3$ = data mining |
|----------------------|-------------------------------------|
| 1.                   | D. Olson: data mining                | S. Olafson: operations research and data mining |
| 2.                   | J. Kunz: data mining                 | S. Kaya: privacy in spatiotemporal data mining |
| 3.                   | K. Ribaczek: data mining             | M. Steinbach: top 10 algorithms in data mining |
| 4.                   | S. Morishita: data mining tools for the ... | P. Perner: data mining concepts and techniques |
| 5.                   | Y. Ohya: data mining tools for the ... | C. G-Carrier: personalizing e-commerce with data mining |

| $q_4$ = medical image |
|------------------------|--------------------------------------|
| 1.                     | O. Pianykh: medical image enhancement | M. Mohlehghi: elastic matching of multimodality medical images |
| 3.                     | M. Trifas: medical image enhancement | S. Zagal: segmentation of medical images by region growing |
| 4.                     | C. Meinel: compression of medical images | C. C. Chang: detection and restoration of a tampered medical image |
| 5.                     | S. Hudrov: compression of medical images | C. Faloutsos: similarity searching in medical image databases |
highest among all other methods. In the colors dataset, $\mathcal{F}$ decreases when increasing $\lambda$ because the $\delta_{div}$ values among elements in $S$ are not as high as their $\delta_{sim}$ values. The difference between $\mathcal{F}$ values for GNE and GMC and the other methods are greater as the value of $\lambda$ increases. This is due to the fact that in all previous methods the diversification of the result set is performed giving preference on the ranking order that the elements are stored in $S$, which are ordered by $\delta_{sim}$. In other words, as opposed to GNE and GMC, all previous approaches do not diversify results for arbitrary values of $\lambda$.

Figure 5.4 shows $\mathcal{F}$ when increasing $k$, with $\lambda = 0.7$ and $S = 1,000$. The $\mathcal{F}$ values decrease when increasing $k$ because the $\delta_{div}$ values among elements in $R$ tend to be smaller for the same candidate set $S$. In addition, more elements are considered in the computation of $\mathcal{F}$, which in turn decreases $\mathcal{F}$. Regardless of the value of $k$, the $\mathcal{F}$ values for GNE and GMC are again higher among all other methods and datasets.

Figure 5.5 depicts the results when increasing the size of the candidate size $S$, with $k = 5$ and $\lambda = 0.7$. For the dblp dataset the values of $\mathcal{F}$ are constant for all methods, except for the Rand and CLT. This is because in the dblp dataset there are many more elements that do not have a high value of $\delta_{sim}$ and are included in the candidate set $S$. In
this case, a good tradeoff between relevance and diversity is found for $R$ with size $k = 5$ and small size of $S$ (e.g., $S = 200$). For the other two datasets, colors and docs, a larger size of $S$ leads to better result set $R$ for the required tradeoff ($\lambda = 0.7$).

Interestingly, for the docs and dblp datasets the values of $F$ in the CLT and Rand methods tend to decrease as the size of $S$ increases. This is because in both methods a fixed number of runs, i.e. 1,000, is performed in order to select the best solution, but as the number of candidates increases more runs are needed for these two methods to converge to good solutions. As a result, the CLT and Rand methods do not scale well for large sizes of $S$. On the other hand, the other methods do not exhibit this behavior since the elements in $S$ are analyzed only once.
Overall, for all datasets and query parameters the highest $F$ values were achieved by the GNE and GMC methods. GNE provides slightly better $F$ values (up to 2% higher than the GMC). Since the GNE approach randomly selects an element in the RCL to be included in the result set $R$, its performance depends not only on the size of the RCL (defined by $\alpha$), but also on the size of $S$. This is because $i_{max}$ is affected by $\alpha$ and the distribution of contribution of each element in $S$ (measured using $mmc$). Therefore, increasing $S$ for the same $\alpha$ also increases the size of RCL, which enables the GNE method to slowly converge to better result sets. One possible approach to cope with this, without interfering with GNE’s running time, is to limit the size of RCL and/or to increase the value for the $i_{max}$ parameter.

And finally, Figure 5.6 depicts the running time (in ms) for the $dblp$ dataset when varying $\lambda$ ($k = 5$ and $S = 1,000$), $k$ ($\lambda = 0.7$ and $S = 1,000$) and $S$ ($k = 5$ and $\lambda = 0.7$). The same behavior was observed for the running times of the other datasets and are thus omitted. As expected, the running time is not affected when increasing $\lambda$, as shown in Figure 5.6(a). This parameter does not interfere on how a method operates, but only dictates the selection of elements in the result set. The GNE method has the highest running time among all methods, since it executes a few runs over the candidate set $S$ and also has an expensive local search phase.

In Figure 5.6(b), the running time increases proportionally to the size of $k$, since more iterations are performed over $S$. The $BSwap$ and $Motley$ exhibit the slowest increase. The running time for GNE and GMC increases for large $k$ since both compute, for each element in $S$, the $k-1$ elements in $S$ that have the highest $\delta_{div}$ values. Nevertheless, GMC
Figure 5.6: Avg. running time vs. $\lambda$, $k$ and $S$ for the dblp dataset.

is competitive having a similar behavior to Swap for larger $k$ values compared to other methods. As for GNE, the larger increase is because the number of runs and exchanges in the local search phase are both proportional to $k$.

In Figure 5.6(c), the running time of all methods, except for BSwap and Motley, increases with $S$ since all elements in $S$ has to be checked. Since BSwap and Motley have early stopping conditions, defined by the threshold conditions $\theta$ and $\theta'$, respectively, their performance is not directly influenced by the size of $S$ but by their threshold values. Again, GNE had the highest running times since it performs several runs, which depend on $k$ and $S$. GMC and MSD have again similar behavior when increasing $S$.

5.6.4 Discussion

The BSwap, Swap, Motley and CLT methods were outperformed by the Rand approach in terms of $F$ values in almost all experiments, which indicates that a simple random selection returns better results than these four methods. As expected, among all methods the CLT is the one that achieved the lowest $F$ values for the majority of the experiments. This last result corroborates our initial claim that clustering techniques do not apply well for query result diversification. Besides having an extra parameter that is
not straightforward to tune, both BSwap and Motley provided the lowest precision and $F$ values in their results. Among the previous methods tested (i.e., excluding our proposed GNE and GMC methods), MMR was typically better in most of the experiments.

The GNE and GMC methods consistently achieved better results in terms of precision, gap and $F$ values for every dataset and query parameter tested. Among them, GNE generally provided the best results, since it performs several runs in a controlled way. However, this affects its running time; GNE was the slowest method among all competitors. GMC achieved running times which are similar to MSD and CLT. Overall, GMC provided high quality results with acceptable running times. If the user is willing to further improve quality at the expense of higher running time, then GNE should be preferred over GMC.

5.7 Final Remarks

In this chapter, we describe a simple yet powerful framework, called DivDB, for evaluation and optimization of methods for diversifying query results. One advantage of the DivDB framework is that users can set the tradeoff between finding the most relevant elements to the query and finding diverse elements in the result set. Another advantage is that we can quantitatively compare different methods implemented in the DivDB framework. We then describe several known methods, as well as two new methods, for diversifying query results. The two new proposed methods, named GMC and GNE, construct the result set in an incremental way using a function that computes the contribution of each candidate element considering its relevance to the query and its diverse
value to the elements in the current result set and to other elements in the candidate set. In GMC the element with the highest contribution value is always included in the result set, while in GNE a randomized procedure is employed to choose, among the top highest elements, the one to be included in the result set. We show a thorough experimental evaluation of the various diversification methods using real datasets. GMC and GNE methods outperformed all known methods for any tradeoff values between relevance and diversity in the result set.
Chapter 6

Conclusion

This thesis presented several novel complex motion pattern queries for trajectory data. Previous works on querying trajectory data have mainly focused on traditional spatio-temporal queries, similarity/clustering based tasks, or spatio-temporal joins. Nevertheless, trajectories are complex objects whose behavior over space and time can be better captured as a sequence of interesting events, or the aggregate behavior of trajectories as groups. Given the deficiencies of previous approaches, this thesis describes several motion pattern queries which allow users to select trajectories based on specific events of interest.

This thesis starts introducing the flexible pattern query, a very powerful, yet easy to use motion pattern query which allows users to select trajectories based on specific events of interest. Such queries combine the ability of fixed and variable predicates, with explicit or implicit temporal constraints and distance-based constraints. Two query processing techniques are described, one based on merge joins (IJP) and one based on subsequence matching (DPP). The experimental evaluation shows that our techniques
improve substantially even over optimized (using indexing and preprocessing techniques) previous approaches. Among all the described approaches, IJP is more robust in that it can easily support NN queries, while DPP is better for patterns with smaller number of predicates or wild-cards. Since, however, both approaches are implemented in the same framework, they can both be available to the user.

Then, the Spatio-Temporal Pattern System (STPS) is proposed for processing spatio-temporal pattern queries over mobile phone-call databases. STPS defines a language to express pattern queries which combine fixed and variable spatial predicates with explicit and implicit temporal constraints. The STPS index structures and algorithm are described in order to efficiently process such pattern queries. The experimental evaluation shows that the STPS can answer spatio-temporal patterns efficiently even for very large mobile phone-call databases. Among the advantages of the STPS is that it can be easily integrated in commercial telecommunication databases and also be implemented in any current commercially available RDBMS.

The next motion pattern query described in this thesis is the flock pattern query, which captures the collaborative behavior of spatio-temporal data. The result of the flock pattern query returns a group of at least \( \mu \) trajectories which are all “enclosed” by a disk of diameter \( \epsilon \) for at least \( \delta \) consecutive timestamps. Discovering on-line flock patterns is useful for several applications, ranging from tracking suspicious activities to migrations of animals. Previous related approaches either do not work for on-line datasets, or do not return exact solutions for flock pattern queries. We first showed that the discovery of flock patterns with fixed time duration can be computed in polynomial time. Then, a framework is presented that uses a lightweight grid-based structure in order to efficiently
and incrementally process the trajectory’s locations. Experiments on various trajectory datasets showed that the proposed methods can efficiently report flock patterns even for large datasets and for different variations of the flock parameters ($\mu$, $\epsilon$, and $\delta$).

Finally, this thesis presented a simple yet powerful framework for evaluation and optimization of methods for diversifying query results. One advantage of the DivDB framework is that users can set the tradeoff between finding the most relevant elements to the query and finding diverse elements in the result set. Another advantage is that one can quantitatively compare different methods implemented in the DivDB framework. Then, several known methods as well as two new methods for diversifying query results are described. The two new proposed methods, named GMC and GNE, construct the result set in an incremental way using a function that computes the contribution of each candidate element considering its relevance to the query and its diverse value to the elements in the current result set and to other elements in the candidate set. In GMC, the element with the highest contribution value is always included in the result set, while in GNE, a randomized procedure is employed to choose, among the top highest elements, the one to be included in the result set. A thorough experimental evaluation of the various diversification methods using real datasets showed that our proposed methods give better results than previous approaches.
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