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ABSTRACT OF THE DISSERTATION

FEM Based Multiphysics Analysis of Electromigration Voiding Process in Nanometer
Integrated Circuits

by

Hengyang Zhao

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, December 2018

Dr. Sheldon Tan, Chairperson

Failures introduced by the electromigration (EM) effect in copper interconnect is

one of the top reliability issues in modern integrated circuits (ICs) in 10 nm technology

and below. International Technology Roadmap for Semiconductors (ITRS) predicts that

the required current density for driving a normal gate will exceed the EM current density

limit in 2024 if the industry continues current technology scaling with existing interconnect

materials and EM design rules based on current density.

Because of EM effect, under extreme current densities, copper interconnect is

highly probable to fail over time, most of which is caused by void formation. The behavior

of void in copper interconnect, which includes void generation, growth, migration, merging,

and vanishing, interacting very tightly with mechanical hydrostatic stress, is critical to the

EM reliability. Among the variety void behaviors, void growth and migration dominates

the impact on the consequence of open-circuit failures. The analysis of void growth and

migration and circuit failures thereby is considerably difficult because of the coupling of

a variety physical systems (temperature, electrical current density, void shape, and hydro-
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static stress).

In this work, a multi-physics finite element method (FEM) based analysis method

for void growth simulation of confined copper interconnects is proposed. The purpose is

to facilitate the analysis of void behavior and EM-induced copper interconnect failures.

The proposed method for the first time considers four important physics simultaneously

in the EM failure process and their time-varying interactions: the hydrostatic stress in

the confined interconnect wire, the current density, copper-void boundary evolution, and

Joule heating induced temperature. A solver based on finite element method is proposed

to solve the coupled systems in time-dependent manner. The proposed work ranges from

deriving the partial differential equations governing the interaction of the hydrostatic stress

and copper-void boundary evolution, to their variational form derivation, and finally to a

software implementation.

The experiment data acquired from the software matches well with the behavior

observed in real silicon experiments, which are in the aspects of hydrostatic stress and void

shape evolution, final hydrostatic stress distribution, and Joule heating effect.
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Chapter 1

Introduction

Electromigration (EM) is the top reliability concern for copper based back-end-

of-line (BEOL) interconnects of current and future ICs in 10 nm technology and below.

International Technology Roadmap for Semiconductors (ITRS) predicts that EM lifetime

of interconnects in VLSI chips will be reduced by half for each generation of nodes [80]

due to the increasing current density and shrinking wire line cross sectional area, which

determine the critical size of EM effect.

1.1 Major Interconnect Reliability Issues

In modern integrated circuits design scaling down to nanometer scale, various

effects have become more important in terms of their impacts on IC lifetime and failure

patterns. Four major effects, including electromigration that will be focused on in the rest

of this thesis, are introduced and discussed in the following.

1



1.1.1 Electromigration

Electromigration is the transport of material caused by the gradual movement of

the ions in a conductor due to the momentum transfer between conducting electrons and

diffusing metal atoms. The effect is important in applications where high direct current

densities are used, such as in microelectronics and related structures. As the IC feature size

decreases, the practical significance of this effect increases. [21]

Mechanisms of Electromigration Induced Failure

In a homogeneous crystalline structure, because of the uniform lattice structure of

the metal ions, there is hardly any momentum transfer between the conduction electrons

and the metal ions. However, this symmetry does not exist at the grain boundaries and

material interfaces, and so here momentum is transferred much more vigorously. Since

the metal ions in these regions are bonded more weakly than in a regular crystal lattice,

once the electron wind has reached a certain strength, atoms become separated from the

grain boundaries and are transported in the direction of the current. This direction is also

influenced by the grain boundary itself, because atoms tend to move along grain boundaries.

Diffusion processes caused by electromigration can be divided into grain boundary

diffusion, bulk diffusion and surface diffusion. In general, grain boundary diffusion is the

major electromigration process in aluminum wires, whereas surface diffusion is dominant in

copper interconnects.

In an ideal conductor, where atoms are arranged in a perfect lattice structure, the

electrons moving through it would experience no collisions and electromigration would not
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occur. In real conductors, defects in the lattice structure and the random thermal vibration

of the atoms about their positions causes electrons to collide with the atoms and scatter,

which is the source of electrical resistance (at least in metals; see electrical conduction).

Normally, the amount of momentum imparted by the relatively low-mass electrons is not

enough to permanently displace the atoms. However, in high-power situations (such as

with the increasing current draw and decreasing wire sizes in modern VLSI microproces-

sors), if many electrons bombard the atoms with enough force to become significant, this

will accelerate the process of electromigration by causing the atoms of the conductor to vi-

brate further from their ideal lattice positions, increasing the amount of electron scattering.

High current density increases the number of electrons scattering against the atoms of the

conductor, and hence the speed at which those atoms are displaced.

In integrated circuits, electromigration does not occur in semiconductors directly,

but in the metal interconnects deposited onto them (see semiconductor device fabrication).

Electromigration is exacerbated by high current densities and the Joule heating

of the conductor (see electrical resistance), and can lead to eventual failure of electrical

components. Localized increase of current density is known as current crowding.

Electromigration Related Reliability Research

In modern dual damascene [40] process of copper interconnect manufacturing,

failures induced by electromigration are observed by many works. Two major categories of

such failures are open circuit failure caused by copper depletion [51, 33, 64, 58] as shown in

figure 1.1, and short circuit failure caused by accumulated copper hillocks [26, 34, 76, 30]

as shown in figure 1.2. Comparing to the short circuit failures caused by hillocks, work [35]

3



Figure 1.1: EM induced open circuit failure observed in [51].

Figure 1.2: EM induced short circuit failure observed in [30].

pointed out that open circuit failures dominates the EM induced failures.

Because electromigration has severe impact on the life time of modern ICs, re-

searchers have done a variety of modeling works on electromigration effects. In addition,

to incorporate electromigration induced life time shortening at the design phase of chips,

especially on the power/ground network design, different levels of EM life time coupling at

design phase has been investigated. Work [75] modeled the interconnect as a many-resister

network and applied linear programming to achieve fast optimization of EM lifetime. Work

[67] used voltage drop as failure criterion and proposed a technique for calculating the stress

distribution inside a multi-branch interconnect tree to avoid over optimistic failure predic-

tion. Work [38] used a physics model to model EM lifetime for a given copper interconnect.
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Work [14] proposed a fast stress calculation method for given time-varying temperature and

current densities for the nucleation phase. Work [71] used a novel method to estimate the

EM-induced stress in general multi-branch interconnects based on the terminal voltages.

Work [36] applied a statistic model to perform full-chip EM lifetime evaluation. Work [37]

proposed a dynamic EM model based on the direct analytical solution of one-dimensional

Korhonen’s equation [45] with load driven by any unipolar or bipolar current waveforms.

Work [78] used a full-chip assessment algorithm to precisely determine the location and time

of EM-induced void nucleation by directly checking the time-changing hydrostatic stresses

of all the wires.

Many numerical methods are proposed in the past years to calculate the EM-

induced hydrostatic stress and circuit life time change. Work [50] used a finite element

approach to analysis the electromigration effects in confined interconnect under different

microstructure. Work [47] used level set functions to model and simulate electromigra-

tion voiding process in 2D. Work [27] used a combined analytical and numerical solution

scheme to calculate the atomic fluxes and the evolution of mechanical stress and avoided

the difficulties associated with finite element based approaches. Work [7] used a phase

field model to simulate electromigration and stress-induced void evolution in interconnect

lines, in which a modified Cahn-Hilliard equation [23] is used. Work [61] presented a finite

difference method to simulate of the electromigration-induced shape evolution of quasi-two-

dimensional cylindrical voids in metallic thin films. Work [48] used fully coupled mechanical

diffusion equations to model electromigration and presented methods to acquire numerical

solutions. Work [12] proposed a simulated annealing based numerical method to extract the
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diffusion and electromigration parameters for multi-phase intermetallic compounds formed

as a result of material reactions between under bump metallization and solder joints. Work

[49] studied a numerical simulation method for electromigration in IC device and solder

joint in a package with different physics variables of high current density, thermal load, and

mechanical load considered altogether. While this was not a direct study about electro-

migration of confined IC interconnect metal, it proposed a multiphysics simulator which is

innovative to the work of this thesis. Work [22] applied finite element method to model

electronmigration on copper domain and used a simulated solidification algorithm to gen-

erate random copper grains. Work [39] used ANSYS software to numerically simulate the

void incubation and propagation, and gave the insights of the underlying electron wind

force, stress gradients, temperature gradients, and atomic concentration gradient. Work

[19] proposed an effective method based on finite difference method for the EM effects in

multi-branch interconnects based on the kinetics of the first principle of EM physics.

1.1.2 Hot Carrier Injection

In IC reliability area, hot carrier injection (HCI) is a phenomenon in solid-state

electronic devices, mostly metal-oxide-semiconductor field-effect transistors (MOSFETs),

where an electrons at a site gain sufficient kinetic energy to overcome their potential barrier

to be conducted through the dielectric [10]. Hot here denotes the effective temperature used

to model carrier density. Since the charge carriers can become trapped in the gate dielectric

of a MOS transistor, the switching characteristics of the transistor can be permanently

changed. Hot-carrier injection is one of the mechanisms that adversely affects the reliability

of MOSFETs in modern ICs.
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1.1.3 Negative Bias Temperature Instability

Negative-bias temperature instability (NBTI) is a key reliability issue in MOS-

FETs. NBTI manifests as an increase in the threshold voltage and consequent decrease in

drain current and transconductance of a MOSFET [63, 62] . The degradation exhibits a

power-law dependence on time. It is of immediate concern in p-channel MOS devices, since

they almost always operate with negative gate-to-source voltage; however, the very same

mechanism also affects nMOS transistors when biased in the accumulation regime, i.e. with

a negative bias applied to the gate.

1.1.4 Time Dependent Dielectric Breakdown

Time-dependent dielectric breakdown (TDDB) is a failure mechanism in MOS-

FETs, when the gate oxide breaks down as a result of long-time application of relatively

low electric field (as opposed to immediate breakdown, which is caused by strong electric

field). The breakdown is caused by formation of a conducting path through the gate oxide

to substrate due to electron tunneling current, when MOSFETs are operated close to or

beyond their specified operating voltages.

The defect generation in the dielectric is a stochastic process. There are two

modes of breakdown, intrinsic and extrinsic. Intrinsic breakdown is caused by electrical

stress induced defect generation. Extrinsic breakdown is caused by defects induced by the

manufacturing process. For Integrated circuits, the time to breakdown is dependent on the

thickness of the dielectric (gate oxide) and also on the material type, which is dependent

on the manufacturing process node. Older generation products with gate oxide thickness ¿
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4nm are based on silicon dioxide and the advanced process nodes with gate oxide ¡ 4nm are

based on high-k dielectric materials [29].

The failure types for Integrated Circuit (IC) components follow the classic bath

tub curve. There is infant mortality, which is decreasing failure rate typically due to manu-

facturing defects. A low constant failure rate which is random in nature. Wearout failures

which are increasing failures due to aging semiconductor degradation mechanisms. TDDB

is one of the intrinsic wear out failure mechanisms. Performance of the IC components

can be evaluated for semiconductor wearout mechanisms including TDDB for any given

operating conditions. The breakdown models mentioned above could be used to predict the

time to fail for the component due to TDDB.

There are different breakdown models and thickness of the gate oxide determines

the validity of the model. E model [53], 1/E model [52], and exponential model [72]are

common models which depict the breakdown behavior.

1.2 Existing Works on Electromigration Modeling

As a result, EM induced reliability needs to be addressed at various design stages,

even at system level to ensure reliability targets are met. However, conservative design

rules based on worst cases (highest possible temperature and power consumption) and

simple EM models such as Black’s equation can lead to significant overdesign and 2X-3X

enlarged guard bands [3]. Such conservative and overdesign rules, however, will hardly

remain as an option in current and future technologies because a 3X guard band increase

will significantly increase the buffer size and many other aspects of chips, which can lead
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to increased currents, and hence, increased cost and chip power consumption. As a result,

more accurate physics-based EM modeling and assessment techniques are critical for the

EM-aware physical design and system level EM lifetime optimization [74].

The currently employed method of predicting time-to-failure (TTF) is based on

the approximation and statistical methods such as Black’s equation [8] and Blech’s limit [9].

They are subject to growing criticism due to their over conservativeness and lack of con-

siderations of multi-segment interconnect wires [36]. To mitigate this problem, a number

of new physics-based EM modeling approaches have been proposed recently [69, 36, 68, 13,

15, 70, 18] based on solving the Korhonen’s hydrostatic stress diffusion equation [45]:

∂σ

∂t
= ∇ ·

(
DaB

kBT
(Ω∇σ − eZρ~j)

)
in ΩL, (1.1)

∇σ =
eZρ~jNi

Ω
on ∂ΩL ∩ ΓNi , i = 1, ..., k, (1.2)

∇σ =
σ

δ
on ∂ΩL ∩ Γvoid, (1.3)

where σ is hydrostatic stress, product eZ is effective charge of the migrating atoms, ρ is

electrical resistivity, ~j is current density. kB is the Boltzmann’s constant, δ is the effective

thickness of the copper-void boundary, T is the operating temperature, and Ea is the EM

activation energy. ΩL is the domain of simulated copper interconnect and ∂ΩL denotes its

boundary. ΓNi is the ith flux termination boundary, where normal current density jNi are

prescribed, among k termination boundaries. Γvoid denotes the void boundary, which can

be a union of several discrete voids. Da is the atomic diffusion coefficient. Da is given by

Da = D0exp(− Ea
kBT

) where D0 is the diffusion coefficient. 1 Copper grain size is a key factor

1In fact, equation 1.1 can be written as

∂σ

∂t
= ∇ ·

(
DaBΩ

kBT
Ω∇σ

)
in ΩL,

9



that affects EM lifetime [56]. Effective diffusion coefficient can be much higher in copper

grain boundaries than grain bodies, which leads to different D0 over the copper interconnect.

In equation (1.1), a uniform D0, synthesized from different body and boundary diffusion

coefficients, is used. Note that Korhonen’s hydrostatic diffusion equations can be applied

to 3D multi-segment interconnect wires with multiple flux-termination boundary nodes,

allowing any number of evolving voids to be simulated.

Equations (1.1) (1.2) and (1.3) can be solved by using finite element method

(FEM) or finite difference method (FDM) in three dimensional cases, as well as one- or

two-dimensional with certain level of abstraction. In void nucleation phase, under high cur-

rent density, copper atoms are forced to slowly migrate along the electron wind direction

towards the anode. Wire boundaries or terminals block such atom migration and conse-

quently tensile stress will start to be built up at the cathode and compressive stress will

develop at the anode. When the stress at the cathode reaches the critical stress, voids will

form and start to grow and sometimes merge or migrate. We remark that when the com-

pressive stress at the anode continues to be built up, hillocks or extrusion will form, which

can potentially cause short-circuit failures. But the void nucleation is still the dominant

EM failure effects [35].

However it is a notoriously difficult task to simulate the post-voiding phase due to

several reasons. First, void shapes or their volumes and boundaries keep changing, which

makes it more difficult to model this microstructural evolution process as it requires very fine

since in realistic copper interconnect, the electrical resistivity is constant and the current divergence is always
zero:

∇ · (eZρ~j) = 0,

except for the interconnect terminals which are in contact with other materials such as liner metal.
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meshed elements around the boundary. This needs dedicated adaptive re-meshing method

in order to keep the system matrix relatively small. Second, the void volume (shapes)

and the stress distributions of the remaining wire are correlated by the following atom

conservation equation [44]

VS(t) =
1

B

∫
ΩL

σ(V, t)dV, ∀t, (1.4)

where ΩL is the volume of remaining interconnect, VS is void volume, and B is the effective

bulk modulus. However, most of the existing post-void simulation methods fail to consider

this void volume conservation constraint.

Method in [68] simplifies the problem into one-dimensional case and only considers

the stress distribution without considering the void volume change and its impact on the

stress distribution. Bhate et al [6] proposed a 2D finite element method (FEM) based

void growth analysis method by considering stress and void growth using coupled diffusion

equations. In their method, Cahn-Hilliard equations are coupled to model the voids with

shapes changing over time. In this method, the stress condition around the void (which

should be zero) is not properly modeled. Also, it is not clear whether the conservation

in (1.4) is satisfied or not.

1.3 Contributions of This Thesis

In this work, we try to mitigate the aforementioned problems. We propose a novel

finite element method (FEM) based post-voiding stress simulation technique for confined

copper interconnect wires. The new method can be applied for 1D, 2D, and 3D stress

analysis of the wire for different trade-offs between accuracy and speed. It provides many
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useful insights of the EM wear-out and failure process for multi-segment interconnects,

which can be used to guide more compact system EM modeling and assessment methods.

The new method can perform stress analysis for both void nucleation and void

growth process. But in this article, we focus on the post-voiding process, which is difficult

to simulate due to the interaction between the void shape and stress development. Differ-

ent from most of the existing EM analysis methods, which only focuses on stress evolution

in the wires during the void growth phase, the new method explicitly considers the inter-

play between void growth and evolving stress distribution in the remaining interconnect,

with physics-based conservation constraint taken into account. To this line, we introduce a

separate phase field to model the void boundary evolution process, which leads to two cou-

pled partial differential equations (in addition to the dynamic stress field partial differential

equation) to describe the post-voiding stress evolution process. To consider the inherent

physical interaction between the void volume and stress distributions in a confined intercon-

nect wire, a novel regulated void growth velocity is introduced, which ensures that the void

volume is always consistent with the stress distribution on the wire all the time. The pro-

posed FEM-based method models all the three regions varying over time: the void, the void

boundary and rest of the wires based on different stress governing equations and boundary

conditions. The numerical results show that the calculated stress distribution and extracted

current exponent fits the published measured results better than a recent proposed post-

voiding analysis method [68]. Furthermore, the Joule heating effect is also considered in

a simulation of upstream-configured copper interconnect where temperature and resistance

jump happens when void grows to the critical volume. The proposed method can predict
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the unique transient wire resistance change pattern for copper interconnect wires, which

were well observed by the published experimental data.

In addition, we present multi-physics finite element method based solution for

void growth simulation of confined copper interconnects for EM failure analysis. Our con-

tributions lies in the following aspects: First, for the first time, three important physics

and their transient interactions are considered simultaneously in the new method: the hy-

drostatic stress in the confined interconnect wire, the current density and Joule heating

induced temperature. Second, we end up solving a coupling partial differential equations

which consists of stress differential equation (Korhonen’s equation), the phase field equation

(for modeling void boundary move), the Laplace equation for current density and the heat

diffusion equation for Joule heating and wire temperature. We show that each of the physics

will have different physical domains and corresponding boundary conditions, and how such

coupled multi-physic FEM transient analysis was carried out, and how different time scales

are properly handled. Last but not least, numerical results show that by considering all

three coupled physics — the stress, current density, and temperature — and their transient

behaviors, the proposed FEM post-void EM solver can predict the unique transient wire

resistance change pattern in which resistance jump happens when void grows to the critical

volume for copper interconnect, which were well observed by published experiment data.

We also show that the simulated void growth speed is less conservative than a recently

proposed compact EM model.
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1.4 Thesis Organization

This thesis is organized as the following to propose the FEM based multiphysics

electromigration voiding analyzer as a whole, complete work. Chapter 2 formalize the elec-

tromigration problem as a coupled system of four physics systems, for both time dependent

and stationary analysis. Chapter 3 derives the weak form introduced in chapter 2 providing

a bridge between the math forms and the software implementation. Chapter 4 describes

software implementation of the proposed analyzer, as well as applied simplifications. Chap-

ter 5 shows results acquired from the proposed electromigration voiding analyzer, which

are compared against existing modeling works and observations from real-silicon tests, as a

validation of the effectiveness of proposed method.
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Chapter 2

Problem Formulation

Electromigration analysis includes not only the hydrostatic stress, but also the

consequent distribution change of temperature, current density, and most importantly how

the void behave and impact on the potential failures. This chapter will introduce the coupled

physics systems that will be solved later in order to acquire comprehensive analysis of EM

lifetime, heating effect, resistance change, etc. In this chapter, all the physics systems of

temperature, current density, hydrostatic stress, and void boundary will be described in

their corresponding mathematical forms for both time dependent and stationary uses.

2.1 Coupled Physics Systems

In this section, we present the multi-physics simulation problem that we are facing

to model and characterize the post-voiding process in a confined copper interconnect. Figure

2.1 shows an up-stream interconnect wire structure in which the electron flux is flowing from

the bottom metal wire (metal 1 or M1) through the via and into the upper metal (metal 2
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Figure 2.1: 3D illustration of up-stream interconnect structure and simulated physical sys-

tems.

or M2).

As we can see, basically we have three physics involved and three overlapped

simulation domains accordingly. First is the hydrostatic stress evolution in the copper

metal, which is marked as the brown in the figure. Stress will be developed once the

current is applied in M2 (for up-stream, we only focus on M2 as void will be developed

in the cathode, which is to the left of M2). This is called copper wire domain ΩC and

stress on the metal 2 will be governed by the stress differential equation shown below. The

second domain is related to the electrical current density, which consists of both copper and

barrier or liner surrounding the copper as current can flow through both the copper and

the liner. We refer it as the wire domain or ΩW and it will be described by the Laplace

equation of electrical potential. The third domain is the thermal related domain, which

consists of everything: copper, liner, capping layers, surrounding dielectric material. We
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call this thermal domain or ΩT .

As we can see, all three physics are coupled in this EM post-voiding analysis

process: current density and temperature will have impacts on the stress development;

void growth will change the current density distribution over time, which will change both

current density and temperature profile; and eventually the resistance of the interconnect

will change, which is the key determination of the EM failure criteria.

2.2 Electrical Current Density

The second physics to be modeled is the current density distribution in a wire as

the current density ~j is an important variable in the Korhonen’s equation 1.1 and varies

significantly around intersections and corners, where voids are often form or evolve at.

The steady-state (electrostatic) electric field in an interconnect, can be modeled

by the Laplace equation with Dirichlet and Neumann boundary conditions. Specifically, for

electrical field in the steady state, we have

~E = −∇U (2.1)

and

~j =
1

ρ
~E, (2.2)

where U is the voltage potential, ~E is the electric field, and ~j is the current density, and ρ is

the electrical resistivity. Given the conservation of charge carriers, current density ~j must

have zero divergence over the conductor:

0 = ∇ ·~j = −∇ ·
(

1

ρ
∇U

)
. (2.3)
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In general, the steady state electrical potential U can be prescribed by the Laplace

equation with both Dirichlet (voltage) and Neumann (current density) boundary conditions

given as follows:

∇ ·
(

1

ρ
∇U

)
= 0, in ΩW , (2.4)

U = uV , on ∂ΩW ∩ ΓV , (2.5)

∇U · ~n = gV , on ∂ΩW ∩ ΓI , (2.6)

where ΩW is the domain of conductor including copper and liner, ΓV is the boundaries

where voltage (Dirichlet) boundary conditions are given, ΓI is boundaries where current

density (Neumann) boundary conditions are given, U is the unknown electrical potential to

be found, uV , and gV are given voltage sources and current sources at the boundaries.

2.3 Temperature

In the circuit and layout level, the heat transfer phenomena are governed by the

following heat differential equation [17, 5]:

ρMCp
∂T

∂t
−∇ · (κ∇T ) = gT , (2.7)

subject to the following convectional thermal boundary condition (Robin boundary condi-

tion)

κ∇T · ~n = h(Text − T ). (2.8)

Here, T is the temperature (K), ρM is the mass density of the material (kg · m−3), Cp is

the mass heat capacity (J · kg−1 · K−1), κ is the thermal conductivity (W · m−1 · K−1),
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and gT is the heat energy generation rate (W ·m−3), ~n is the outward direction normal to

the boundary, h is the heat-transfer coefficient (W · m−2 · K−1), and Text is the ambient

temperature surrounding the thermal system. If h = 0, the boundary condition is adiabatic

(convectionally isolated), otherwise it is convective. Note that the thermal conductivity κ

differs for different materials.

For a copper wire with surrounding liners, capping layers, and dielectrics, which

all together are defined as the domain ΩT , the heat source comes from Joule heating effect.

As a result, we have

gT = j2ρ (2.9)

In this work, it is assumed that κ is constant for each material. Then, (2.7) can be written

as

ρMCp
∂T

∂t
− κ∇2T = j2ρM , in ΩT , (2.10)

κ∇T · ~n = h(Text − T ), on ∂ΩT ∩ ΓT , (2.11)

subject to the initial condition T = T0 at t = 0, where ΓT is the boundary surface for Robin

boundary conditions.

2.4 Copper-Void Boundary

2.4.1 Boundary Modeling Methods

To model void boundary evolution over time, an effective modeling method is

required. In an IC interconnect using dual-damascene process, copper strictly confined

by liner material and capping layer. Since this work only focuses on void formulation
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and evolution without considering hillocks, the domain of copper and void is also strictly

confined in a fixed volume. Therefore the union of copper and void domains does not

require expanding to a larger extent. Within the confined domain, a boundary is necessary

to be modeled in order to separate the void domain and the copper domain, while always

distributes within the domain.

Given the above observation, several techniques are possible to be applied on

modeling the copper-void boundary, or explicitly representing the boundary by respectively

indicating the two materials: copper and void (nothing/vacuum). These techniques are

discussed below and then the advantages and disadvantages are listed.

Mesh Deformation and Remeshing

In the method of mesh deformation and remeshing, only copper is meshed in the

space discretization stage, while anywhere in void is not part of finite element calculation.

This method explicitly models the copper-void boundary by its domain boundary. To

model boundary evolution, the coordinates of mesh nodes need to be modified. While

only modifying the coordinates will distort the elements severely at some point1, which

will lead to low-quality elements, causing computability issues. When this point is reached,

the copper domain, described by the modified domain boundary, should be meshed again

to have well-shaped elements. For simplicity, this deformation and remeshing process is

demonstrated in figure 2.2. Assume the copper-void domain is in 1D, where the blue part

on the left is void, and the red part on the left is copper2. After meshing, the copper-void

1This is generally true for most of complexed geometries. Exceptions are, for example meshed using quad
elements, cubes with its faces moving normal to themselves.

2Here in the demonstration, the void domain is also meshed into elements, showing the capability of
modeling the boundary of two different materials. In this void evolution study, the void just depleted copper

20



boundary, denoted by the purple solid line, is explicitly represented by the copper domain

boundary, shown in figure 2.2a. When the void starts growing, the boundary is supposed to

advance to the right. This will cause modification of node coordinates, as shown in figures

2.2b and 2.2c. In this process, the elements near the boundary are distorted and their

qualities are declined in general. For this reason, when the worst element quality reaches a

critical point (figure 2.2d), a remeshing action will be triggered and a new set of elements,

with good qualities are generated, shown in figure 2.2e. This process will be repeated until

the void evolution simulation is complete.

(a) Initial 1D mesh.

(b) Boundary moved.

(c) Boundary moved.

(d) Boundary moved, element shape/size reaching critical level.

(e) Remesh.

(f) Boundary moved.

Figure 2.2: Mesh deformation and remeshing demonstration for a growing void in 1D.

so nothing needs to be modeled or meshed.
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Mesh deformation and remeshing performs well in 1D modelings, but it lacks a

major capability to be applied in simulation of void evolution in 2D and 3D dimensions.

Specifically, the modeled boundary can not move over labeled domain boundaries3. For

example, figure 2.3, shows a case where the void grows toward the right. During this

process, the left-most boundary must be excluded from the finite element analysis. This

brings significant difficulty in finite element analysis if the removed boundary was prescribed

with a boundary condition.

(a) Initial void. (b) Void boundary moved. (c) Void boundary moved.

Figure 2.3: 2D growing void boundary moves over labeled domain boundaries.

While the above incapability seems possible to be overcome by leverage some

sophisticated implementation related techniques, another disadvantage is critical as well.

In void evolution analysis, it is allowed for a void to shrink or even vanish or heal if the

applied electrical current is reversed or reduced. Under such circumstance, if the void is

already grown and obtained significant volume, it then will shrink and let copper occupy the

depleted space again. As demonstrated in figure 2.4, where the ideal final void shape shown

in figure 2.4d, it is difficult for the growing copper to recover its shape. This is because

3In finite element method, in order to correctly apply boundary conditions, the domain boundary is
usually managed by labeling separately. Take figure 2.3 as an example, every single line segment can be
treated as a uniquely labeled domain boundary, facilitating the prescription of different kinds of boundary
conditions. “Moving over labeled domain boundaries” here means boundary intersects to another line
segment boundary from a previous one.
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the geometry information is lost during the previous void growth. While storing the lost

geometry is theoretically possible, it is very difficult to implement or configure practically.

(a) Initial void. (b) Void shrank.

(c) Void shrank. (d) Final void shape.

Figure 2.4: 2D shrinking void boundary moves over labeled domain boundaries.

Mesh Element Removal

Mesh element removal method is widely applied in material depletion modeling and

simulations [79, 73, 66]. Once an element is determined as occupying an depleted material,

the element is excluded from finite element analysis. Comparing to the mesh deformation

and remeshing method, the element nodes are not moved, i.e., all the node coordinates are

fixed. Sophisticated finite element software uses this method to model material removal

process [66]. Similar to the mesh deformation method, only copper domain is meshed and

the copper-void boundary is explicitly modeled by the boundary of the meshed copper

domain. When considering void shrinking, it requires this method to be applied in the

opposite way, which is adding elements to the existing domain. This exposes the similar

disadvantage, since the copper interconnect is confined by liner material and capping layers,

which does not allow it to grow freely. Moreover, for irregular geometries, where aligned
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mesh is not always possible or practical to acquire, adding element can become difficult.

On the boundary labeling aspect, it requires more user configuration effort to specify and

anticipate the labels and boundary conditions for those boundaries that are going to built

up later.

Phase Field

Phase field method [55] has many varieties and has been applied in a wide range

of different areas, such as phase transition [57], microstructure evolution [16], solidification

process [42], multiphase systems [65], etc. It is also applied recently in an electromigration

research [45] for void growth analysis. A phase field is a scalar variable depending on spatial

coordinates, that indicates or implies the type of underlying material of the corresponding

coordinate. The phase field variable is governed by equations in the form of

∂φ

∂t
= T (φ) +D(φ,~v). (2.12)

Here, φ is the phase field variable. Function T is for self-stabilization and function D is for

modifying the phase field to reflect the migration of the implied material4. Without the

contribution of D, the sole term of T (φ) will enforce the phase field to stay still5. Under such

self-balance, the phase field variable will in general value in fixed limit, within which range

different materials are implied by corresponding values6. Thus, the copper-void boundary

4For instance, in the phase field later applied, these two functions can be

T (φ) = ∇2φ+ φ− φ3,

and
D(φ) = ~v · ∇φ.

5In general, we do not enforce a point-wise equilibrium. Instead, only the integral over the interested
domain is required to be stationary without D driving source.

6Take the φ used in later chapters as example, its range will be [−1, 1], within which value 1 implies
copper, value -1 implies void, any values in between imply the void boundary.
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is represented by the transition region implicitly. This implicit boundary will be driven to

move by term D(φ,~v).

The phase field method requires space discretization both on the void and the

copper, comparing to the previously introduced methods, which only discretize the copper

domain. This method does not require dynamically change node coordinates or add/remove

element entities. Therefore, all the predefined boundary labels and boundary conditions

are not subject to change during the void shape evolving, even if the boundary moves over

different boundaries.

2.4.2 Comparison

According to the description of the three copper-void boundary modeling methods

above, a detailed comparison list is given in table 2.1.

Despite the phase method neither explicitly models the copper-void boundary nor

drops the elements on void in computation, it does facilitate 2D and 3D void growth and

shrinking modeling. Moreover, remeshing is fully optional in phase field, which means

adaptive local mesh refinement [4] is allowed when finer solution is needed. In the detailed

finite element method description and software implementation presented later, we will

choose phase field as the boundary modeling method unless specified otherwise.

2.4.3 Phase Field Method

In this section, we present the new FEM-based void growth simulation method,

which is governed by the coupled stress diffusion and phase field equations, to model the void

boundary and dynamic stress distribution evolving over time in the copper interconnects.

25



(a) (b) (c)

Explicit boundary Yes Hard No
Boundary moving prescription Explicit Implicit Explicit
1D void growth Yes Yes Yes
2D void growth Yes Yes Yes
3D void growth Yes Yes Yes
1D void shrinking Yes Yes Yes
2D void shrinking Hard Hard Yes
3D void shrinking Hard Hard Yes
Extra computation No No Yes
BC† Friendliness Low Low High
Remesh Required Difficult Allowed
Node translation Yes No No
Element operation No Yes No

(a): mesh deformation and remeshing; (b): element removal; (c): phase field.

†BC: boundary condition.

Table 2.1: Comparison between copper-void boundary modeling methods.

Specifically, to model the interaction of hydrostatic stress σ and void shape (im-

plied by phase field φ), we introduce a new phase field variable φ, which is defined as a

unit-less function of space that represents the material by its value. As time evolves: (1)

hydrostatic stress derivative leads to atomic flux which drives void-copper boundary to

move; (2) movement of a void-copper boundary relaxes the hydrostatic stress from being

built up; (3) void volume and stress distribution conservation should be maintained. These

three aspects will be discussed in the following sections in which partial differential equa-

tions are derived to reflect the mechanisms of the interaction between σ and φ, as well as

their evolution over time.
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2.4.4 Phase field and weight functions

Phase field φ is defined as a function of space by which the underlying material is

represented. Over time, its evolution is governed by

∂φ

∂t
=

1

τφ

(
δ2

2
∇2φ+ φ(1− φ2)

)
− kR~v · ∇φ, (2.13)

where δ is the thickness of the void-copper diffusive boundary, τφ is the stabilizing time

constant, kR is regulation factor and will be discussed in section 2.5.2, and ~v is the velocity

of phase field boundary, to be described in section 2.4.5. In general, domain of φ is locked

approximately to [−1, 1] by the diffusion and source terms in (2.13). Comparing to the

phase field equation used in work [68], which does not have consistent units, term τφ is

introduced to control the field convergence speed and make the units match on both sides

of the equation. Materials are implied as copper if φ ≈ 1, void if φ ≈ −1, copper-void

boundary if −1 < φ < 1. To recognize different materials in the PDEs in the following

sections, three weight functions, wV , wB, wC , are defined as the softmax of three likelihood

functions, respectively zV , zB, zC , indicting the regions of void, boundary, and copper:

wV = S(zV |zV , zB, zC), (2.14)

wB = S(zB|zV , zB, zC), (2.15)

wC = S(zC |zV , zB, zC). (2.16)

where the softmax function S(zk|z1, z2, · · · , zN ) is defined as

S(zk|z1, z2, · · · , zN ) =
ezk∑N
i=1 e

zi
. (2.17)
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Figure 2.5: Near-boundary plot of hydrostatic stress, phase field, and weight functions.

The likelihood functions depend on phase field φ:

zV = ks
−φ− φth

1− φth
, (2.18)

zB = ks
φ2

th − φ2

φ2
th

, (2.19)

zC = ks
φ− φth

1− φth
, (2.20)

where ks is the sharpness coefficient and φth is the phase field threshold. An illustration of

σ, φ, wV , wB, and wC near void-copper boundary is shown in Figure 2.5.

Figure 2.6 demonstrates the relationship of a 2D phase field and the corresponding

weight functions7.

2.4.5 Void-copper boundary evolution

Void-copper boundary is implied by the phase field variable φ. In equation (2.13),

one key unknown variable is the boundary movement velocity ~v. The relationship between

7Here ks = 3 and φth = 0.8 for sake of demonstration
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Figure 2.6: 2D weight functions indicating underlying materials.

~v and the atomic flux Ja is

~v = ~JaΩ, (2.21)

according to the observation of number of copper atoms moved through infinitesimal area

dA:

Ja · dA · dt =
dV

Ω
=
dA · vdt

Ω
. (2.22)

The flux of atoms ~Ja is a function of electric field ~E and the gradient of chemical
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potential µ:

~Ja = −DaCa
kBT

(
∇µ+ ~Eq∗

)
, (2.23)

where µ = µ0−Ωσ and Ca denotes the copper atom concentration. On void-copper bound-

ary where the normal vector is denoted by ~n, we have ~E · ~n = 0, which leads the following

simplification:

~Ja · ~n = −DaCa
kBT

(∇µ) · ~n =
DaCa
kBT

Ω∇σ · ~n. (2.24)

Apply the approximation CaΩ ≈ 1 we get the boundary movement velocity

~v · ~n =
DaΩ

kBT
∇σ · ~n. (2.25)

By substituting ~v in equation (2.13) using (2.25), the evolution of phase field φ

regulated by ∇σ is described as:

∂φ

∂t
=

1

τφ

(
δ2

2
∇2φ+ φ(1− φ2)

)
− kR

DaΩ

kBT
∇σ · ∇φ. (2.26)

Note that ∇σ is the stress gradient on void-copper interface as depicted in Figure

2.5.

2.4.6 Discussion on an Existing Phase Field Application

A phase field method is applied in work [68] to model 1D copper void boundary

behavior. The phase field is governed by equation

∂φ

∂t
− ξ∇2φ+ (φ2 − 1)φ+ V∇φ = 0 (2.27)

where φ is the unit-less phase field variable; ξ depends on the prescribed interface thickness

δ and have the unit of m2; V is the boundary velocity. It should be noted that the units in
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this equation is misconfigured. Specifically, terms ∂φ
∂t and V∇φ have unit s−1 while terms

ξ∇2φ and (φ2 − 1)φ are unit-less.

This configuration will be equivalent to

∂φ

∂t
− 1

τ
ξ∇2φ+

1

τ
(φ2 − 1)φ+ V∇φ = 0 (2.28)

where τ = 1s under the international system of units [54]. τ , as referred as τφ in the

rest of this thesis, is the phase convergence time constant, prescribes how fast a phase

field, especially its transition band, reaches the steady state where the diffusion term ξ∇2φ

and pseudo free energy term (φ2 − 1)φ cancel each other. Since 1 second is significantly

smaller than the simulated time scale8, the default time constant of 1 second by the unit-

mismatched equation used in [68] has trivial negative effect in the simulation accuracy.

While from the numerical computation perspective, 1 second is too small comparing to he

expected simulation time scale, which is usually from months to years. This is because the

solver has to adjust the time step down to the same time scale as τ to acquire precise phase

field solution, i.e., copper-void boundary evolution, where very small time resolution is not

necessary when an interconnect is expected to fail over a long time, but the computation

resource might be wasted for achieving such high time resolution and overall analysis time

would be unnecessarily prolonged.

Therefore a phase field convergence time constant τφ is introduced in equation

(2.13) to allow adjustment of time resolution of simulated copper-void boundary evolution.

8Simulated copper-void boundary usually has moving speed at the level of 1 nm · s−1. Simulated MTTF
(mean time to failure) of an interconnect can be up to years.
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2.5 Hydrostatic Stress

2.5.1 Hydrostatic stress modeling in confined metal wires

Hydrostatic stress σ in confined metal wire has different governing equations which

need to be separately derived for void, void-copper boundary, and copper.

Governing equation of σ in copper

In confined copper, hydrostatic stress σ builds up over time [45]:

∂σ

∂t
= ∇ ·

(
DaB

kBT
(Ω∇σ − eZρ~j)

)
. (2.29)

Within the copper domain where the electrical resistance ρ and effective charge number

Z is constants, the term ∇ · eZρ~j has value zero, given the conservation of charge carrier

∇ · ~j = 0. The divergence of current density ~j is non-zero only at the copper domain

boundaries where electrical current is prescribed to flow through.

Governing equation of σ on void-copper boundary interface

On copper-void boundary interface, source term eZρ~j in equation (2.29) is dropped

since there is no current flowing in the normal direction. As boundary moving with a certain

speed, σ decreases as a relaxation effect of the void growth and the consequent copper atom

migration. At a certain point in copper, it takes ∆t = δ
v for the boundary to leave since

its inclusion. During ∆t, stress σ is reduced to zero from the original value when it was

included in the void-copper boundary. A term −σvkτ
δ is therefore added to the right hand
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side to model this behavior:

∂σ

∂t
= ∇ ·

(
DaBΩ

kBT
∇σ
)
− σvkτ

δ
, (2.30)

where kτ is the speed-up factor which ensures that the stress is relaxed to a near-zero level.

Governing equation of σ inside a void

Once a void has nucleated, which is typically at or near a terminal node, the stress

at the void location will immediately vanish. However, the stress around the void will be

close to the same stress level as immediately prior to the nucleation [45, 68]. As a result, a

very large stress gradient will be formed around the void at nucleation time, which can be

described by [45]. The hydrostatic stress of copper inside a void is governed by

∂σ

∂t
= − σ

τvoid
, (2.31)

where τvoid is the vanishing time constant to ensure σ valued at 0 in the void.

The combined final governing equation

To consider the three equations together in domain ΩL, weight functions intro-

duced in section 2.4.4 are used to combine them into one PDE

∂σ

∂t
= wC∇ ·

(
DaBΩ

kBT
∇σ
)
− wV

σ

τvoid
+ wB

(
∇ ·
(
DaBΩ

kBT
∇σ
)
− σvkτ

δ

)
. (2.32)

2.5.2 Conservation enforcement by relating void volume and hydrostatic

stress distribution

To enforce the conservation equation (1.4), one approach is to introduce a closed-

loop feedback between the two coupled PDE systems so that if the volumes computed by
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the stress distribution and the actual void volume are not equal, the void boundary growth

speed will be adjusted. To achieve this, we need to compute the void volume in two different

ways which are equivalent in terms of continuum physics.

Specifically, according to the definition of weight functions, the modeled void vol-

ume can be calculated by integrating appropriate combination of wB and wV :

VW =

∫
ΩL

(
wV +

1

2
wB

)
dV. (2.33)

In addition, the stress and the void saturation volume need to satisfy the relation-

ship defined in (1.4).

Due to the large atom flux at the void-copper boundary, atoms can diffuse into the

whole copper interconnect very fast if the void volume and stress distribution interaction is

not considered. This will manifest the growing discrepancy between VW and VS over time.

To mitigate this problem, we introduce a new regulation factor kR in phase field governing

equation (2.13) and (2.26):

kR =
1

2

(
1 + erf

(
1

cR
(VW − VS)

))
, (2.34)

where erf(·) is the Gauss error function to force a bounded output range (−1, 1), cR is a

coefficient controlling the resolution of matching two derived void volumes. As a result, the

regulated velocity of the void shape boundary will be expressed as ~vkR. Consequently, if

VW is larger than VS, kB~v will increase so that the void volume, VS, will increase as well,

which will make the difference between the two volumes smaller. This is also the case when

VW is smaller than VS. Figure 2.7 shows the modeled void volume VW being consistent with

the void saturation volume VS from the proposed simulation method.
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Figure 2.7: Void volume calculated by weight functions and by stress over time.

2.6 Joule Heating Modeling

Figure 2.8: Illustration of electron flow in an upstream configuration.

Void growth simulation enables observing temperature and resistance jump due

to Joule heating effect. Under an upstream configuration, where electron flows from via to

upper level of copper interconnect as illustrated in Figure 2.8, a temperature and resistance

jump is observed in work [24]. When a growing void, expanding from the reservoir side

toward the anode direction, covers all the via copper, the current originally conducting by

copper will be shunted to the surrounding barrier metal. As shown in Figure 2.9, current

flows through a narrow portion of barrier metal in such case, where the Joule heating is

highly concentrated and heat dissipation is limited. We refer this portion of barrier, and
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the copper (if any) close by, as the hotspot. A hotspot is suddenly heated up at the time

the via copper is cut off from the main interconnect by the growing void. Consequently

the temperature will noticeably increase near the hotspot. It should be noted that, under

a prescribed current density, hotspot temperature and resistance will converge at a higher

level due to a weak positive feedback in-between. To be specific, higher temperature leads to

higher hotspot resistance (given their positive resistivity temperature coefficient), followed

by higher Joule heating power, which feeds back to higher temperature. The convergence of

the hotspot temperature and resistance is guaranteed since a) a realistic metal or alloy has

low resistivity temperature coefficient (usually less than 0.01); b) temperature itself is in a

negative feedback loop because heat dissipation rate is proportional to media temperature

difference, according to Fourier’s law of thermal conduction.

Figure 2.9: Discretized approximation of metal connectivity before the temperature jump.

Figure 2.9 and 2.10 illustrate how the electrical connectivity is modeled. The total

resistance is calculated using

R = (RC-via‖RB-via) + (RC-hs‖ (RB-hs +RB-neck)) + (RC-beam‖RB-beam) , (2.35)

where “‖” is the impedance parallel operator: z1‖z2 = z1z2
z1+z2

, subscript prefix “C-” and
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Figure 2.10: Discretized approximation of metal connectivity after the temperature jump.

“B-” respectively denotes copper and barrier, subscript postfix “-hs” stands for hotspot.

On the hotspot, the temperature is modeled by balancing the heat dissipation and

generation:

λA(T − T0)

δ
= I2 [RB-hs(1 + αB(T − Tref))‖RC-hs(1 + αC(T − Tref))] , (2.36)

where λ is the heat conduction coefficient; T is the temperature to solve; T0 is the tem-

perature of the surrounding metal; Tref is the reference temperature for barrier resistivity

calculation; αB and αC are respectively the resistivity of the barrier material and copper;

A and δ are the effective heat dissipation area and thickness; I is the prescribed electrical

current. We assume that the heating hotspot is small when compared to the interconnect

scale such that the temperature surrounding metal does not change much because of the

hotspot. RB-hs can be calculated as a constant since the barrier does not have structure

change while void is evolving. Copper resistance at the hotspot RC-hs can be measured

by applying probes during simulation. Note that in Figure 2.9 and 2.10, due to its 2-

dimensional nature, it cannot fully demonstrate the barrier connectivity in 3D cases. The

green-shaded barrier material on the left side and right side are actually mechanically and
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electrically connected in 3D cases, as they are surrounding the copper interconnect except

near the copper-capping layer boundary. Here capping layer refers to the isolation layer in

dual damascene process[28]. RB-hs, RB-via, and RB-neck are therefore not as separable in 3D

as in the illustrated 2D case.

By collecting all the above-mentioned values, temperature change caused by Joule-

heating can be calculated. According to equations (2.35) and (2.36), resistance change and

temperature change can be divided into three phases.

In the first phase, when the hydrostatic stress is not built up to the critical level

to drive the void to grow, or the growing void is still mostly contained in the reservoir, thus

the resistance of copper at the hotspot remains approximately unchanged. In this phase,

the total resistance temperature does not change noticeably over time, since the structure of

conducting material is not changed. Consequently, heating characteristic and temperature

stay approximately unchanged.

In the second phase, the void size is large enough to partially cover the via cross-

section area. As depicted in figure 2.9, a large portion of the copper that conducts current

between the via and the rest of the interconnect (marked as beam) has been depleted.

This will cause the effective resistance RC-hs to noticeably increase, compared to the first

phase. It keeps increasing until there is no copper connecting the via and the beam, where

effectively, RC-hs = +∞. During the end of this phase, RC-hs accelerates approaching

infinity, as the effective hotspot copper conductivity (reciprocal to resistivity) decreases to

zero, with the void growing at a steady speed. In this phase, RC-hs and RB-hs dominants

the whole resistance growth.
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In the third phase, it is merely the barrier material that conducts current between

the via and the rest of the copper. We use RB-neck to denote this part of barrier, next to

which the copper is already depleted in the previous phases. As the void continues to grow,

RB-neck increases due to Ohm’s law. Comparing to the second phase, RB-neck dominates the

whole resistance growth in this phase and increases linearly as the void growing at a steady

speed.

2.7 Stationary Analysis

Because of the effect of stress relaxing near moving void boundary, the steady

state of hydrostatic stress is zero at void boundary, providing no driving force to advance

the boundary further. Therefore we have velocity term ~v in (3.56) vanishes:

~v · ~n =
DaΩ

kBT
∇σ · ~n = 0. (2.37)

which implies zero-valued Neumann boundary condition prescribed on the copper-void

boundary

∇σ · ~n = 0. (2.38)

Along with current density induced boundary conditions, the steady state hydrostatic stress

govern equation is

∇ ·
(
DaBΩ

kBT
∇σ
)

= 0 in ΩC , (2.39)

∇σ · ~n = 0 on ∂ΩC ∩ ∂ΩV , (2.40)

∇σ · ~n =
eZρ

Ω
j on ∂ΩC ∩ ΓI , (2.41)
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where ΩC and ΩB respectively denote the copper domain and the void domain; ΓI denotes

the boundaries where non-zero current densities are prescribed.

For the temperature system described in equations (2.10) and (2.11), the corre-

sponding stationary case is where

∂T

∂t
= 0 (2.42)

is achieved. Under such condition, the stationary temperature is governed by

−κ∇2T = j2ρM in ΩT , (2.43)

κ∇T · ~n = h(Text − T ) on ∂ΩT ∩ ΓT , (2.44)

where ΓT is the boundary surfaces where convectional boundary conditions are prescribed.

The difference from time dependent analysis of current density and void volume is

trivial. Since quasi-static analysis of current density is obtained in each time step of transient

analysis as well, the current density analysis (depend on electrical potential U) remains the

same as described in equations (2.4), (2.5), and (2.6). The void volume, according to the

atomic conservation, can be directly calculated using equation (1.4).

2.8 Summary

Coupled physics systems are defined in this chapter, thereby domains different

physics systems can be clearly specified. To model the boundary of a generated void and

copper, several methods are thoroughly discussed and compared. Phase field method is

chosen according to the characteristics of the practical demand of the EM analysis. Four

physics systems, electrical current density (derived from electrical potential U), temperature
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T , copper-void boundary (derived from phase field φ), and hydrostatic stress σ are described

in math forms. The interaction between hydrostatic and copper-void boundary movement

is discussed. As a result, a regulation factor kR is introduced into the phase field governing

equation such that the simulated void volume can match the stress distribution as specified

in equation (1.4). In addition to the transient forms, steady analysis are also discussed and

equations are derived accordingly.
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Chapter 3

Finite Element Method

In this chapter, a finite element method is briefly introduced, followed by the

derivation of all the weak forms related to the simulated physics systems as described

in chapter 2. Various topics, including time discretization, phase field conservation, and

stationary analysis, are also discussed.

3.1 Introduction

Using Poisson equation as an example, the finite element method is briefly intro-

duced as following. The example function u(x) prescribed by

−∇ · (α∇u) = f in Ω, (3.1)

u = g on ∂Ω ∩ Γg, (3.2)

∇u · ~n = h on ∂Ω ∩ Γh, (3.3)
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Figure 3.1: A coarse quadrilateral mesh.

where α and f , defined in Ω, are dependent on spacial coordinate x; g and h are respectively

defined on Γg and Γh, prescribing Dirichlet and Neumann boundary conditions. To solve

this function u, domain Ω needs firstly to be meshed. As shown in figure 3.1, a domain with

arbitrary shape can be meshed into elements E1 through E16, resulting discrete element

vertices x1 through x25. In practical finite element applications, finer meshing is usually

applied in order to achieve desired solution accuracy.

The solution of function uH , defined by the combination of shape functions, is

an approximation of the original, true function u. Here, shape functions are defined cor-

responding to each vertex. For vertex xi, the corresponding shape function of ϕi can be
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(a) Shape function ϕ10.
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(b) Shape function ϕ18.
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(c) Shape function ϕ22.

Figure 3.2: Linear shape functions on a coarse quadrilateral mesh.

defined in many ways. It can be linear or in higher orders. In general, shape functions

satisfy the following equations:

ϕi(xj) = δij , (3.4)∑
i: xi on ∂E

ϕi(x) = 1 for all x ∈ E, (3.5)

where δij is Kronecker delta. Figure 3.2 shows linear shape functions ϕ10, ϕ18, and ϕ22.

Using shape functions, a hypothesis solution uH can then be represented by

uH =

M∑
i=1

Uiϕi (3.6)

where M is the number of vertices, U1, U2, . . . , UM are discrete values to be solved. In fact,

shape functions ϕ1, ϕ2, . . . , ϕM spans a finite function space where the original function u

can be projected to, or approximated in, as uH . Figure 3.3 demonstrates how an arbitrary

original function is approximated by projecting to the finite function space spanned by the

shape functions. Thereby we can build the weaker equity

∇ · (α∇uH) + f = 0 (3.7)
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Figure 3.3: An arbitrary function projecting to the function space spanned by linear mesh

shape functions.

as suggested in the strong form equation (3.1). (3.7) values to zero implies that for an

arbitrary test function vH
1 in the finite function space, the inner product measure along vH

(∇ · (α∇uH) + f, vH) (3.8)

should be zero as well.

If the inner product is defined as a uniform weighted integration of euclidean dot

product over the domain as

(a, b) =

∫
Ω
a · b dV, (3.9)

1In fact, vH is not fully arbitrary. It values to zero at the boundaries where Dirichlet conditions are
enforced

vH(x) = 0 for all x on Γg.

This is because values of uH on Dirichlet boundaries will be eventually forced to be the prescribed values,
which does not require a “measure” on these locations regarding whether (3.1) is satisfied.
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equation (3.7) can be written as

−
∫

Ω
∇ · (α∇uH) · vH dV =

∫
Ω
f · vH dV, (3.10)

which can be simplified by applying divergence theorem on the left hand side, into

∫
Ω
α∇uH · ∇vH dV =

∫
Ω
f · vH dV +

∫
∂Ω
α∇uH · vH · ~n dS, (3.11)

Plug in the Neumann boundary equation (3.3), the weak form of the Poisson problem is

acquired2 ∫
Ω
α∇uH · ∇vH dV =

∫
Ω
f · vH dV +

∫
∂Ω∩Γh

αhvH dS, (3.12)

Substitute uH and vH with the summations of nodal values in equation (3.12), we

have ∫
Ω

(
M∑
i=1

αUi∇ϕi
)
·

 M∑
j=1

Vj∇ϕj

 dV =

∫
Ω

 M∑
j=1

fVj∇ϕj

 dV

+

∫
∂Ω∩Γh

 M∑
j=1

αhVj∇ϕj

 dS,

(3.13)

which is equivalent to

M∑
i=1

M∑
j=1

Vj

(∫
Ω
α∇ϕi∇ϕj dV

)
Ui =

M∑
j=1

Vj

(∫
Ω
f∇ϕj dV +

∫
∂Ω∩Γh

αh∇ϕj dS
)

(3.14)

2On domain boundary, when there is no Dirichlet or Neumann conditions specified, the conventional
assumption is the “zero-flux” constraint presents, which is actually a zero-valued Neumann condition

∇u · ~n = 0 on ∂Ω− Γg − Γh.

Therefore the substitution is valid given∫
∂Ω

α∇uH · vH · ~n dS =

∫
∂Ω∩Γg

α∇uH · vH · ~n dS +

∫
∂Ω∩Γh

α∇uH · vH · ~n dS +

∫
∂Ω−Γg−Γh

α∇uH · vH · ~n dS

=

∫
∂Ω∩Γg

α∇uH · 0 · ~n dS +

∫
∂Ω∩Γh

αhvH · dS +

∫
∂Ω−Γg−Γh

α · 0 · vH dS

=

∫
∂Ω∩Γh

αhvH · dS.
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given that Ui and Vj are constants. The above equation can be reorganized in matrix form

of

V TAU = V TF, (3.15)

where

Aij =

∫
Ω
α∇ϕi∇ϕj dV (3.16)

Fi =

∫
Ω
f∇ϕi dV +

∫
∂Ω∩Γh

αh∇ϕi dS, (3.17)

which holds true for any V = [V1, V2, · · · , VM ]. It is very obvious that such equity implies

AU = F, (3.18)

from where vector U can be solved by calculating U = A−1F , and projected solution uH

can be thereby determined, satisfying the weak form in equation 3.12.

Assembling matrices A and F , called system matrices, can be divided into calcu-

lating each components of them, which requires integration of products of shape functions

and other prescribed variables depending on spatial coordinates. Not only for linear shape

functions demonstrated above, but also any higher order shape functions, well developed

numerical integration techniques, such as Gaussian quadrature rule, will facilitate the assem-

bling process in a computational efficient way, while achieving fully controllable accuracy.

3.2 Variational Weak Forms

As described above, variational weak form is obviously the bridge that connects

the mathematical strong form of variables such as φ and σ and the software implementation

of solving them. Therefore we list the weak forms of the simulated systems in the rest of
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this section. We list the derived weak form equations of electrical potential U , phase field

φ, temperature T , and hydrostatic stress σ in the following.

3.2.1 Weak Form Notations

While in variational analysis the integral over domain Ω of a inner product is

expressed as (~a,~b)Ω, in this work, for the sake of explicitness, we instead use the conventional

form of ∫
Ω
~a ·~b dV (3.19)

to denote the integral over a 3D domain. Similarly, boundary integral is expressed in

∫
∂Ω
~a ·~b dS. (3.20)

Here, ∂Ω denotes the boundary of domain Ω, dS denotes the infinitesimal facet integrand

on the domain boundary. In the later use, expression (3.19) may refer the integral in 1D,

2D, or 3D, where correspondingly (3.20) will refer to the integral on the domain boundary

of 0D, 1D, or 2D, respectively.

In the time dependent weak form equations, we use x(n) to denote the value of x

at the nth simulated time step.

3.2.2 Electrical Potential U

Since EM analysis is done on a time scale of at least days, we treat the electrical

potential distribution U as quasi static so it can be described by the strong form Laplace

equation (2.4). Multiply shape function ϕ on both side of equation (2.4) and integrate over
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the conductor domain ΩC , we have

∫
ΩC

∇ ·
(

1

ρ
∇U

)
ϕdV = 0. (3.21)

Expand the left hand side by applying the rule of integration by parts and get

∫
ΩC

∇ ·
(

1

ρ
∇Uϕ

)
dV −

∫
ΩC

1

ρ
∇U · ∇ϕdV = 0, (3.22)

which can be simplified by substituting
∫

ΩC
∇ ·
(

1
ρ∇Uϕ

)
dV with

∫
∂ΩC

1
ρ∇Uϕ · ~n dS, as

∫
ΩC

1

ρ
∇U · ∇ϕdV =

∫
∂ΩC

1

ρ
∇Uϕ · ~n dS. (3.23)

Multiply ρ on both side and plugin equation (2.6), the final weak form for electrical potential

is derived as ∫
ΩC

∇U · ∇ϕdV =

∫
∂ΩC

gV ϕdS. (3.24)

3.2.3 Phase Field φ

Starting from equation (2.26), we respectively apply the approximations of

∂φ

∂t
≈ 1

∆t

(
φ(n) − φ(n−1)

)
(3.25)

to the time variable t,

φ ≈ θφ(n) + (1− θ)φ(n−1) (3.26)

to the diffusion term ∇2φ,

φ ≈ φ(n−1) (3.27)

on the rest of terms containing φ, and

σ ≈ σ(n−1) (3.28)
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to get

1

∆t

(
φ(n) − φ(n−1)

)
=

1

τφ

(
δ2

2
∇2
(
θφ(n) + (1− θ)φ(n−1)

)
+ φ(n−1)

(
1−

(
φ(n−1)

)2
))

−kR
DaΩ

kBT
∇σ(n−1) · φ(n−1).

(3.29)

Collect φ(n) to the left hand, multiply test function ϕ to the both hands and integrate over

the conductor domain ΩW , we have∫
ΩW

φ(n)ϕdV −
∫

ΩW

δ2θ∆t

2τφ
∇2φ(n)ϕdV

=

∫
ΩW

φ(n−1)ϕdV +

∫
ΩW

δ2(1− θ)∆t
2τφ

∇2φ(n−1)ϕdV

+

∫
ΩW

∆t

τφ
φ(n−1)

(
1−

(
φ(n−1)

)2
)
ϕdV

−
∫

ΩW

∆tkR
DaΩ

kBT
∇σ(n−1) · φ(n−1)ϕdV,

(3.30)

which can be simplified by plugging in∫
ΩW

∇2φϕdV =

∫
ΩW

∇ · (∇φϕ) dV −
∫

ΩW

∇φ · ∇ϕdV

=

∫
∂ΩW

∇φϕ · ~n dS −
∫

ΩW

∇φ · ∇ϕdV

= −
∫

ΩW

∇φ · ∇ϕdV

(3.31)

and turn into ∫
ΩW

φ(n)ϕdV +

∫
ΩW

δ2θ∆t

2τφ
∇φ(n) · ∇ϕdV

=

∫
ΩW

φ(n−1)ϕdV −
∫

ΩW

δ2(1− θ)∆t
2τφ

∇φ(n−1) · ∇ϕdV

+

∫
ΩW

∆t

τφ
(φ(n−1) − (φ(n−1))3)ϕdV

−
∫

ΩW

∆tkR
DaΩ

kBT
∇σ(n−1) · ∇φ(n−1)ϕdV.

(3.32)
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To discretize time variable t in equation (2.26), we respectively substitute ∂φ/∂t

with 1
∆t

(
φ(n) − φ(n−1)

)
, φ with θφ(n) +(1−θ)φ(n−1) to numerically solve the equation based

on Euler method. The superscript n is for time step index. By applying divergence theorem

and collect φ(n) related terms on the left hand side, we have the time-discretized weak form

of equation (2.26)

Here θ is the Euler method controller (θ = 0: backward Euler; θ = 1: forward

Euler; θ = 1
2 : mixed Euler or Crank-Nicolson method). We use Crank-Nicolson method

(θ = 1
2) since it has the stability like backward Euler method and also higher (second order)

accuracy. ∆t is the time discretization step which is a knob for controlling solution accuracy.

3.2.4 Temperature T

By applying similar approximations

∂T

∂t
≈ 1

∆t

(
T (n) − T (n−1)

)
(3.33)

and

T ≈ θT (n) + (1− θ)T (n−1), (3.34)

equation (2.7) becomes

ρMCp
T (n) − T (n−1)

∆t
−
(
θ∇ · (κ∇T (n)) + (1− θ)∇ · (κ∇T (n−1))

)
= gT (3.35)

which can be rearranged by collecting T (n) to the left hand side as

ρMCpT
(n) − θ∆t∇ · (κ∇T (n)) = ρMCpT

(n−1) + (1− θ)∆t∇ · (κ∇T (n−1)) + ∆tgT . (3.36)
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Multiply the testing function ϕ to the both hands of the above equation and integrate over

the temperature domain ΩT , we have∫
ΩT

ρMCpT
(n)ϕdV −

∫
ΩT

θ∆t∇ · (κ∇T (n))ϕdV

=

∫
ΩT

ρMCpT
(n−1)ϕdV +

∫
ΩT

(1− θ)∆t∇ · (κ∇T (n−1))ϕdV +

∫
ΩT

∆tgTϕdV.

(3.37)

Noticing that the rule of integration by part and divergence theorem result the transforma-

tion of ∫
ΩT

∇ · (κ∇T )ϕdV

=

∫
ΩT

∇ · (κ∇Tϕ) dV −
∫

ΩT

κ∇T · ∇ϕdV

=

∫
∂ΩT

κ∇Tϕ · ~n dS −
∫

ΩT

κ∇T · ∇ϕdV,

(3.38)

which can be simplified by plugging in the Robin boundary condition (2.8) as∫
ΩT

∇ · (κ∇T )ϕdV

=

∫
∂ΩT

κ∇Tϕ · ~n dS −
∫

ΩT

κ∇T · ∇ϕdV

=

∫
∂ΩT

h(Text − T )ϕdS −
∫

ΩT

κ∇T · ∇ϕdV,

(3.39)

the temperature weak form can be further transformed into∫
ΩT

ρMCpT
(n)ϕdV − θ∆t

(∫
∂ΩT

h(Text − T )ϕdS −
∫

ΩT

κ∇T · ∇ϕdV
)

=

∫
ΩT

ρMCpT
(n−1)ϕdV + (1− θ)∆t

(∫
∂ΩT

h(Text − T )ϕdS −
∫

ΩT

κ∇T · ∇ϕdV
)

+

∫
ΩT

∆tgTϕdV.

(3.40)

According to Joule’s law, the heat source gT is expressed as

gT = j2ρ ≈
(
j(n−1)

)2
ρ
(
φ(n−1), T (n−1)

)
(3.41)
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where the current density magnitude ~j = −∇U/ρ is derived from electrical potential and

the electrical resistivity ρ is a function of temperature T and the copper-void phase field φ.

Thus the time-discretized weak form of temperature variable T is derived:∫
ΩT

ρMcpT
(n)ϕdV +

∫
ΩT

kT∆tθ∇T (n) · ∇ϕdV +

∫
∂ΩT

∆tθhT (n)φdS

=

∫
ΩT

ρMcpT
(n−1)ϕdV −

∫
ΩT

kT∆t(1− θ)∇T (n−1) · ∇ϕdV

−
∫
∂ΩT

∆t(1− θ)hT (n−1)φdS +

∫
∂ΩT

∆thTextφdS

+

∫
ΩT

(
j(n−1)

)2
ρ
(
φ(n−1), T (n−1)

)
∆tϕdV.

(3.42)

3.2.5 Hydrostatic Stress σ

We start from the reorganized equation (2.32)

∂σ

∂t
= (wB + wC)∇ ·

(
DaBΩ

kBT
∇σ
)
−
(
wV
τvoid

+
wBvkτ
δ

)
σ, (3.43)

which can be approximated as

σ(n) − σ(n−1)

∆t
=θ(wB + wC)∇ ·

(
DaBΩ

kBT
∇σ(n)

)
+(1− θ)(wB + wC)∇ ·

(
DaBΩ

kBT
∇σ(n−1)

)
−
(
wV
τvoid

+
wBvkτ
δ

)(
θσ(n) + (1− θ)σ(n−1)

)
(3.44)

by plugging in

∂σ

∂t
≈ σ(n) − σ(n−1)

∆t
(3.45)

and

σ ≈ θσ(n) + (1− θ)σ(n−1). (3.46)
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Multiply testing function ϕ on both sides and integrate over the stress domain ΩC we have

∫
ΩC

σ(n) − σ(n−1)

∆t
ϕ dV =

∫
ΩC

θ(wB + wC)∇ ·
(
DaBΩ

kBT
∇σ(n)

)
ϕdV

+

∫
ΩC

(1− θ)(wB + wC)∇ ·
(
DaBΩ

kBT
∇σ(n−1)

)
ϕdV

−
∫

ΩC

(
wV
τvoid

+
wBvkτ
δ

)(
θσ(n) + (1− θ)σ(n−1)

)
ϕdV.

(3.47)

By applying the rule of integration by parts and divergence theorem, the diffusion (second

derivative) term can be simplified as∫
ΩC

∇ ·
(
DaBΩ

kBT
∇σ
)
ϕdV

=

∫
ΩC

∇ ·
(
DaBΩ

kBT
∇σϕ

)
dV −

∫
ΩC

DaBΩ

kBT
∇σ · ∇ϕdV

=

∫
∂ΩC

DaBΩ

kBT
∇σϕ · ~n dS −

∫
ΩC

DaBΩ

kBT
∇σ · ∇ϕdV

=

∫
∂ΩC

DaB

kBT
eZρjNϕdS −

∫
ΩC

DaBΩ

kBT
∇σ · ∇ϕdV,

(3.48)

where the last step is done by plugging in the current density induced hydrostatic stress

boundary condition (1.2). Substitute the diffusion term and simplify equation (3.47) we
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have∫
ΩC

σ(n)ϕdV −
∫

ΩC

σ(n−1)ϕdV

= ∆tθ

∫
ΩC

(wB + wC)∇ ·
(
DaBΩ

kBT
∇σ(n)

)
ϕdV

+ ∆t(1− θ)
∫

ΩC

(wB + wC)∇ ·
(
DaBΩ

kBT
∇σ(n−1)

)
ϕdV

−∆t

∫
ΩC

(
wV
τvoid

+
wBvkτ
δ

)(
θσ(n) + (1− θ)σ(n−1)

)
ϕdV

= ∆tθ

(∫
∂ΩC

(wB + wC)
DaB

kBT
eZρjNϕdS −

∫
ΩC

(wB + wC)
DaBΩ

kBT
∇σ(n) · ∇ϕdV

)
+ ∆t(1− θ)

(∫
∂ΩC

(wB + wC)
DaB

kBT
eZρjNϕdS −

∫
ΩC

(wB + wC)
DaBΩ

kBT
∇σ(n−1) · ∇ϕdV

)
−∆t

∫
ΩC

(
wV
τvoid

+
wBvkτ
δ

)(
θσ(n) + (1− θ)σ(n−1)

)
ϕdV

= ∆t

∫
∂ΩC

(wB + wC)
DaB

kBT
eZρjNϕdS

−∆tθ

∫
ΩC

(wB + wC)
DaBΩ

kBT
∇σ(n) · ∇ϕdV

−∆t(1− θ)
∫

ΩC

(wB + wC)
DaBΩ

kBT
∇σ(n−1) · ∇ϕdV

−∆t

∫
ΩC

(
wV
τvoid

+
wBvkτ
δ

)(
θσ(n) + (1− θ)σ(n−1)

)
ϕdV,

(3.49)
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which can be simplified by collecting the terms relating to σ(n) to the left hand side and

acquire the final weak form of hydrostatic stress σ:∫
ΩC

(
1 + ∆tθ

(
wV
τvoid

+
wBvkτ
δ

))
σ(n)ϕdV

+∆tθ

∫
ΩC

(wB + wC)
DaBΩ

kBT
∇σ(n) · ∇ϕdV

=

∫
ΩC

(
1−∆t(1− θ)

(
wV
τvoid

+
wBvkτ
δ

))
σ(n)ϕdV

−∆t(1− θ)
∫

ΩC

(wB + wC)
DaBΩ

kBT
∇σ(n−1) · ∇ϕdV

+∆t

∫
∂ΩC

(wB + wC)
DaB

kBT
eZρjNϕdS.

(3.50)

3.3 Time Discretization

When solving for the time dependent physics systems, the time discretization is

driven by the difference between the tempted solution and the last step solution. The time

dependent solver starts from a user configured time step ∆t(0) and changes according to the

solution difference. From time step ∆t(n−1) to ∆t(n), the default change rule is to increase

by a prescribed ratio

∆t(n) = λinc∆t
(n−1) (3.51)

where λinc > 0 is a prescribed increasing factor. If such time step ∆t(n) leads to a solution

that is growing too fast, then the solver tries time step size

∆t(n) = λincλ
p
dec∆t

(n−1) (3.52)

where 0 < λdec < 1 is a prescribed decreasing factor, to acquire another solution and expects

a smaller difference. This process is repetitive from p = 1 onward, until a solution that is
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close enough to the last step solution is acquired. 3

To precisely define the vague term close enough used above, let

U (n) = [U
(n)
1 , U

(n)
2 , · · · , U (n)

m ]

φ(n) = [φ
(n)
1 , φ

(n)
2 , · · · , φ(n)

m ]

σ(n) = [σ
(n)
1 , σ

(n)
2 , · · · , σ(n)

m ]

T (n) = [T
(n)
1 , T

(n)
2 , · · · , T (n)

m ]

(3.53)

respectively denote the four physics systems at time step n, where the underscripted com-

ponents are nodal values of spatial discretized finite elements, the following method is used

to determine the closeness between two solutions that are adjacent in time, for example,

φ(n−1) and φ(n). Two solutions u(n−1) and u(n) are defined as close enough if

q
(
u

(n)
i , u(n−1)

)
= 1 for all 1 ≤ i ≤ m, (3.54)

where function q is an element-wise distance function

q(u, u′) =


1 if |u− u′| < εabs or

∣∣∣u−u′u

∣∣∣ < εrel,

0 otherwise.

(3.55)

Here, two variables εabs and εrel are predefined to control the tolerance of the closeness,

separately for each physics systems.

With the above definition, the time discretization is driven and determined by

solution trials, which guarantees the smoothness of the solved physics variables.

3Of course, the time step cannot go neither too small nor too big, the limit of which will be configured
by user so that any time step increase or decrease beyond this, implying potential unexpected numerical
issues, will incur a warning or termination of simulation.
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3.4 Phase Field Conservation

As defined above, the phase field variable φ implicitly models the copper void

boundary, which is driven by other factors such as the hydrostatic stress σ. To align with

realistic boundary behavior, the boundary should remain unchanged when there is nothing

driving it. That is, for φ governed by

∂φ

∂t
=

1

τφ

(
δ2

2
∇2φ+ (φ− φ3)

)
− ~v · ∇φ, (3.56)

should satisfy

∂φ

∂t
= 0 (3.57)

when ~v = 0. This means everywhere on variable φ over space remains unchanged at time t.

In implementation, we maintain a weaker constraint∫
ΩC

∂φ

∂t
dV =

∂

∂t

∫
ΩC

φdV = 0, (3.58)

when there is no driving source exists. The consequence is that the implied void volume

does not change at time t, which is an important requirement to build an accurate void

evolution tool.

Ideally, the above-mentioned constraint requires

∂φ

∂t
=

1

τφ

(
δ2

2
∇2φ+ (φ− φ3)

)
= 0, (3.59)

which will be examined in the following. We will first show that∫
ΩC

∇2φdV = 0 (3.60)

is true, and then demonstrate the cases where∫
ΩC

(φ− φ3) dV = 0 (3.61)
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Figure 3.4: 1D phase field conservation.

does not always hold in 2D and 3D dimensions. Eventually a complement term is derived

and added to (3.59) for it to remain true in 2D and 3D as well.

Apply divergence theorem to (3.60), we have

∫
ΩC

∇2φdV =

∫
∂ΩC

∇φ · ~n dS = 0 (3.62)

as ∇φ · ~n is prescribed to 0 everywhere on the boundary. Being similar to thermal energy

conservation within a isolated domain, this holds true in arbitrary number of dimensions.

Comparing to this, equation (3.61) generally only hold true in 1D, but not in 2D or 3D. As

shown in figure 3.4, a perfect complemented peak and valley pair is induced by the φ slope.

In this case, the integral remains zero.

In 2D where copper-void boundary is not straight, as shown in figure 3.5, equation

(3.61) does not hold in general. As demonstrated, the φ slope induces non-zero-valued

bands with asymmetric circumferences, and consequently different areas. This will lead to

non zero integral4 of term φ − φ3 over the domain. These asymmetric bands can also be

4The numerical result is ∫ 1

0

∫ 1

0

(φ− φ3) dx dy ≈ 6.8× 10−3
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Figure 3.5: 2D phase field conservation.

observed in 3D cases. Therefore, the integral will be larger than zero in the demonstration,

which contributes to the time differential and eventually leads to a shrinking void, instead

of the expected, fixed-volume void.

As a complement to cancel such silent self driving component, a term φC is intro-

duced such that ∫
ΩC

(φ− φ3 − φC) dV = 0 (3.63)

holds true in any number of dimensions, where

φC =

∫
ΩC

(φ− φ3) dV∫
ΩC

dV
. (3.64)

With this modification, equation (3.59) becomes

∂φ

∂t
=

1

τφ

(
δ2

2
∇2φ+ φ− φ3 −

∫
ΩC

(φ− φ3) dV∫
ΩC

dV

)
− ~v · ∇φ, (3.65)

for the φ used in figure 3.5, where

φ = erf
(

10
(√

(x− 0.2)2 + y2 − 0.7
))

.
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which values zero in arbitrary number of dimensions when ~v = 0. Note that this modification

is tightly coupled with finite element implementation so the complement term φC is omitted

in most of the context throughout this work, while it remains critical for maintaining a

conservative phase field.

3.5 Stationary Analysis

As described in section 2.7, time derivatives of T and σ vanish at steady state.

Therefore, in stationary analysis, temperature and hydrostatic stress weak forms are mod-

ified accordingly.

3.5.1 Stationary Weak Form of Temperature T

The steady state form described in equation (2.43) and (2.44) is a simple Laplace

problem with Robin boundary condition. Starting from (2.43) multiplied by test function

ϕ and integrated over domain ΩT

−
∫

ΩT

κ∇2TϕdV =

∫
ΩT

j2ρM dV, (3.66)

which can be simplified, by applying the rule of integration by parts and divergence theory

on the left hand size, into

−
∫

ΩT

κ∇2TϕdV = −
∫
∂ΩT

κ∇T · ~nϕdS +

∫
ΩT

κ∇T · ∇ϕdV =

∫
ΩT

j2ρM dV. (3.67)

It can be further simplified by substituting the boundary integral term using the Robin

boundary condition (2.44) into the final weak form

∫
∂ΩT∩ΓT

hTϕdS +

∫
ΩT

κ∇T · ∇ϕdV =

∫
∂ΩT∩ΓT

hTextϕdS +

∫
ΩT

j2ρM dV. (3.68)
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3.5.2 Stationary Weak Form of Hydrostatic Stress σ

Similar to the stationary temperature analysis, the hydrostatic steady state anal-

ysis is a Laplace problem, but with Neumann boundary conditions. Apply divergence the-

orem and integration by parts on equation (2.39), we have the integral equity for arbitrary

test function in the solution space

∫
ΩC

DaBΩ

kBT
∇σ · ∇ϕdV =

∫
∂ΩC

DaBΩ

kBT
∇σ · ~n dS, (3.69)

which can be simplified by plugging in the boundary conditions (2.40) and (2.41) into the

final steady state weak form

∫
ΩC

DaBΩ

kBT
∇σ · ∇ϕdV =

∫
∂ΩC∩ΓI

DaBΩ

kBT
j dS, (3.70)

where j is the current density magnitude prescribed in the copper interconnect terminals.

3.5.3 Adaptive local mesh refinement

When solving for FEM problems, adaptive local mesh refinement is crucial to

achieve desired precision in detail-rich parts of a domain without wasting computation

resources in portions with relatively smoother solutions. Essentially, adaptive local mesh

refinement allows relatively coarse initial mesh, and then refines the mesh according to the

analysis of the solution of each time step.

On each time step, which is solved using backward Euler method, each physical

system is updated according to the dependencies. We use Rothe’s method [41] to discretize

the time variable first and then the spatial variables (meshing). Given the nature of the

moving copper-void boundary (implied by the phase field), it requires varying the location of
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highly locally refined mesh over time. Therefore method of lines [59] which discretize space

variables first and then time variable, not allowing time-dependent local mesh refinement,

is not suitable for the implementation of the proposed method.

Kelly estimator [43] is used to do posterior error estimation on finite elements.

According to the estimated error, adaptive refinement is conducted on the original coarse

grid, which is meshed by Gmsh[25]. Since the three systems have solutions in very different

scales, the synthesized error can easily be dominated by one system. We use a normalize-

then-scale method to mitigate this problem and provide an adjustable knob to fine-tune

the adaptive mesh refinement. Respectively, let ε̂P , ε̂E , and ε̂S denote the estimated error

vector of copper-void phase field, electrical potential, and hydrostatic stress, which are all

normalized to [0, 1], we synthesis the final error vector using a weighted sum

ε̄ = cP ε̂P + cE ε̂E + cS ε̂S , (3.71)

where cP , cE , and cS are weighting factors for the physics systems.

(a) Before refinement (b) After refinement

Figure 3.6: Adaptive local refinement of hydrostatic stress solution with phase field fixed.

Figure 3.6 shows the outcome of the refinement. Comparing to the previous refine-
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ment step (t = 0), hydrostatic stress is evenly distributed over the copper so the mesh does

not get coarsened except for the copper-void boundary and a high current density corner.

When the stress starts to grow, the normalize-then-scale algorithm synthesizes the errors

generated by Kelly estimator and effectively indicates the correct position to be refined.

The refinement behavior is determined by the solution while time-dependent analysis is

being performed. This is helpful as the characteristics of underlying physical systems are

not required to be considered when generating the initial mesh. Instead, only very coarse

mesh that merely describes the structure is needed. It is beneficial since the interfacing to

automatic interconnect structure generation can be dramatically simplified.

3.6 Summary

This chapter presents the finite element method employed in this thesis. Finite

element method is introduced by transforming a sample Poisson equation into a solvable

finite element equations system. The major part of this chapter is the derivation of varia-

tional weak forms of the four physics systems as introduced in chapter 2, followed by the

description of time discretization and a minor fix in order to satisfy phase field conservation.

Stationary analysis equations of the weak forms are then derived.
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Chapter 4

Software Implementation

Software architecture will firstly be discussed, where modularized and loosely cou-

pled physics systems are focused on. The user interface is thoroughly discussed since it is

critical for such a technology computer aided design (TCAD) software can be scripted and

automated to couple with upstream and downstream software, as well as easily operated

by ad-hoc simulations initiated by humans. The user interface discussion will include the

software working flow, input configuration composing, and input geometry construction

methods.

4.1 Software Architecture

In this section two different implementations based on deal.II and FEniCS are

separately discussed regarding their working flow and simulated physics systems.
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† Labels in parenthesis denote the type of major contribution: (a) source term; (b)

diffusion term; (c) material indicator.

Figure 4.1: Block diagram of time dependent FEM systems coupling.

Figure 4.2: The algorithm flow of the proposed postvoiding EM FEM simulator.

4.1.1 Deal.II Based Implementation

The proposed method is implemented using the deal.II FEM library[2]. The algo-

rithm flow of the proposed postvoiding EM FEM solver is shown in figure 4.2. The input

mesh is in Gmsh [25] format version 2.2. Only a coarse mesh that is enough to describe

the geometry structure is required. The mesh is then refined according to the analysis of

the solution. All the parameters, including technology parameters, finite element configu-

rations, solver setups, and PDE configurations, can be easily adjusted by specifying in the

input parameter file. The simulation result is in VTK format [77], which is widely used

in scientific computing community for scalable and efficient post-processing and rendering.
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The software is modularized and divided into the following physical systems with minimized

coupling: electrical potential system, phase field system, hydrostatic stress system, and re-

sistance probes system. The resistance probes system are similar to electrical potential

system but they only apply voltage on certain user-specified boundary pairs in order to

measure resistance, without affecting the hydrostatic stress.

4.1.2 FEniCS Based Implementation

All four coupled physics variables — hydrostatic stress σ, material phase field

φ, temperature T , and voltage U — are designed to be depend on each others only by

means of data transferring. But they are highly decoupled in terms of logic organization,

allowing any number of resistance probes, acting as same-level physics variables as the four,

to be easily configured and plugged in. The data dependency between each time step is

depicted in figure 4.3, where at time step n, all the systems (related physics equation)

depend on the previous time step n − 1 to solve. Take temperature as an example, it

serves as a necessary prerequisite of itself because of the thermal diffusion nature over time.

Temperature also has impacts on voltage (current density analysis and all resistance probes)

by affecting material electrical conductivity. It also has impacts on hydrostatic stress by

affecting material activation energy and diffusion coefficient, and on phase field by affecting

material diffusion coefficient in a similar way.

As mentioned above, user is able to setup any number of resistance probes by com-

posing corresponding configuration inputs. The simulator will set aside a separate physical

system, only focusing on the wire domain ΩW , and calculating the resistance between the

specified anode and cathode. For each configured resistance probe, the simulator will ground
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the cathode and apply a fixed inward normal current density on the anode, and then cal-

culate the effective resistance by applying Ohm’s law. As the arrows implies in figure 4.3,

all resistance calculations will be separately done. Thereby their Joule heating effect will

not be coupled with the temperature variable, nor their electromigration effect with the

hydrostatic stress variable.

Figure 4.3: Block diagram of time dependent FEM systems coupling.

The proposed method is implemented using FEniCS FEM library [1], programmed

in Python 3. The work flow can be divided into the following parts:

1. The user prepares for the input structure in XML format supported by FEniCS. FEn-

iCS supports conversion from a variety of widely-used geometry description format to

the XML format that it supports. Currently in the experiments, Gmsh [25] format

version 2.2 is used to describe the input structure and create mesh. Thanks to the

Include directive that Gmsh supports, the input geometry is allowed to be separated

into two parts, dimension definition and actual code describing the geometry and

physical entities. This allows the geometry to be programmatically controlled for a

parameter sweep if needed.

2. The user prepares for the configuration for the simulator. The configuration file
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contains all the adjustable parameters, include boundary conditions of the system

PDEs, resistance probe deployments, a large number of material parameters such as

bulk modulus B and resistance ρ, and finite element method parameters such as time

step control, solver selection, error control, etc. The user configuration is also designed

to allow nesting and overwriting, which is for the sake of the automation of parameter

sweep as well.

3. The user runs the simulator program. The simulator can be configured to period-

ically generate output as well as snapshots. The output is in VTK format [77],

which is widely used in scientific computing community for scalable and efficient post-

processing and rendering. The snapshots are designed to allow user save-and-load the

simulation if to rerun the simulator with different parameters, such as finer time dis-

critization.

4. The user performs analysis on the results. Geometry dependent results (scalar/vector

data attached to mesh nodes) are stored as VTK format for further analysis or post-

process.

4.2 Geometry Construction

Both Deal.II and FEniCS implementations use Gmsh file format to describe in-

put geometries. Gmsh format is capable to describe geometries in 2D and 3D. 1 User is

responsible for creating geometry files, as well as defining/labeling domains and boundaries.

1In fact, Gmsh format always use three components x, y, and z in point coordinates. Thus 1D and 2D
geometries are just those with unused coordinates zeroed out on all points.
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The reason Gmsh file format is chosen as the input geometry description method

has several folds:

1. Gmsh file format specification is open. This allows it to be easily integrated with

other software to serve as a compatible data interface.

2. Gmsh file is human readable. This allows easy modification on existing geometries

in any depth of detail, comparing to those formats relying on graphics front-end

editors. Although large geometries can require great effort to compose, manageable

and scalable code style can help to make it practical.

3. Gmsh file format supports flexible programming compatibilities. Gmsh file format

allows user-defined variable, condition statement, loop statement, etc. The support of

user-defined variables enables templated geometries, using which user can instantiate

a template by feeding different key dimensions to get different result geometries.

4. Gmsh file is in ASCII format, which helps user version control a simulation configu-

ration. 2

A Gmsh file format can be constructed using two different methods, bottom up

and top down. These two methods have their own advantages and disadvantages, which

are described and summarized in the following.

2For example, COMSOL supported/exported geometries [46] are in binary format that is not capable for
version controlling and back-tracing.
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4.2.1 Bottom Up Construction

As the title implies, bottom up construction means the description starts from

defining discrete points, then lines or curves connecting them, then surfaces surrounded by

curves, and finally volumes surrounded by surfaces. By building from bottom up, user has

the full control of parameterize the coordinate and characteristic length3 of every key point

in the geometry. Furthermore, as the geometry is built up from points through curves,

surfaces to volumes, user also can assign detailed mesh specifications. The reason is that,

all the sub-entities (points, curves, surfaces), can be explicitly labeled, so user can refer any

previous labeled sub-entities and assign properties onto them.

Figure 4.4 and 4.5 are examples of building 13 segment interconnects from bottom

up. The geometry is templated, accepting dimensions of every segments widths and lengths.

These two geometries share one templates that requiring major effort, while the instantiation

code is nothing but solely specifying the required dimensions.

The disadvantage of this method is, for complexed geometries, especially in 3D

cases, it is extremely tedious to write a templated geometry. The first reason is that user

has to explicitly number the sub-entities, which can become very unmanageable if the user

does not carefully follow a clear and scalable coding convention. The second reason is that

for 3D geometries, a complexed volume might be composited by many different surfaces,

while user has to specify a volume by using all surrounding surfaces. This can be difficult

while picturing the actual entity in mind while coding.

As templating and instantiating example, code list 4.1 shows the Gmsh template

3Characteristic length is a property of Gmsh points guiding the size of meshed elements.
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Figure 4.4: 2D example of unified width interconnect.

of geometry shown in figure 4.6, and code list 4.2 demonstrates how the template is instan-

tiated.

Listing 4.1: Gmsh template of an interconnect with 3 vias.

1 // DERIVED INTERMEDIATE GEOMETRY VARIABLES

2 x_via1_off = x_padl + th_lin + x_res;

3 x_via2_off = x_via1_off + x_via + th_lin + x_arc1;

4 x_via3_off = x_via2_off + x_via + x_arc2;

5 x_max = x_via3_off + x_via + x_padr;

6

7 // GEOMETRY

8

9 // Bottom of dielectric

10 Y = 0;

11 Point(1) = {0, Y, 0, lc_b};

12 Point(2) = {x_max, Y, 0, lc_b};

13

14 // Bottom of capping I

15 Y += th_di1;

16 Point(3) = {0, Y, 0, lc_a};
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Figure 4.5: 2D example of customized width interconnect.

17 Point(4) = {x_via1_off - th_lin, Y, 0, lc_a};

18 Point(5) = {x_via1_off + x_via + th_lin, Y, 0, lc_a};

19 Point(6) = {x_via1_off + x_via + th_lin + x_aoi, Y, 0, lc_a};

20

21 // Bottom of vias

22 Y += th_lin;

23 Point(7) = {x_via1_off, Y, 0, lc_a};

24 Point(8) = {x_via1_off + x_via, Y, 0, lc_a};

25 Point(9) = {x_via2_off, Y, 0, lc_b};

26 Point(10) = {x_via2_off + x_via, Y, 0, lc_b};

27 Point(11) = {x_via3_off, Y, 0, lc_b};

28 Point(12) = {x_via3_off + x_via, Y, 0, lc_b};

29

30 // Top of capping I

31 Y += th_cap - th_lin;

32 Point(13) = {0, Y, 0, lc_b};

33 Point(14) = {x_via1_off - th_lin, Y, 0, lc_b};

34 Point(15) = {x_via1_off + x_via + th_lin, Y, 0, lc_b};

35 Point(16) = {x_via1_off + x_via + th_lin + x_aoi, Y, 0, lc_b};

36

37 // Bottom of liner cliff
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38 Y += th_di2;

39 Point(17) = {x_padl, Y, 0, lc_a};

40 Point(18) = {x_padl + x_res, Y, 0, lc_a};

41 Point(19) = {x_via1_off + x_via + th_lin, Y, 0, lc_a};

42 Point(20) = {x_via1_off + x_via + th_lin + x_aoi, Y, 0, lc_b};

43 Point(21) = {x_via2_off, Y, 0, lc_b};

44 Point(22) = {x_via2_off + x_via, Y, 0, lc_b};

45 Point(23) = {x_via3_off, Y, 0, lc_b};

46 Point(24) = {x_via3_off + x_via, Y, 0, lc_b};

47 Point(25) = {x_max, Y, 0, lc_b};

48

49 // Bottom of copper cliff

50 Y += th_lin;

51 Point(26) = {x_via1_off - x_res, Y, 0, lc_a};

52 Point(27) = {x_via1_off, Y, 0, lc_a};

53 Point(28) = {x_via1_off + x_via, Y, 0, lc_a};

54 Point(29) = {x_via1_off + x_via + th_lin + x_aoi, Y, 0, lc_a};

55

56 // Top of copper

57 Y += th_cu;

58 Point(30) = {0, Y, 0, lc_b};

59 Point(31) = {x_padl, Y, 0, lc_a};

60 Point(32) = {x_padl + th_lin, Y, 0, lc_a};

61 Point(33) = {x_via1_off + x_via + th_lin + x_aoi, Y, 0, lc_a};

62 Point(34) = {x_max, Y, 0, lc_b};

63

64 // Top of capping II

65 Y += th_cap;

66 Point(35) = {0, Y, 0, lc_b};

67 Point(36) = {x_via1_off + x_via + th_lin + x_aoi, Y, 0, lc_b};

68

69 // Top

70 Y += th_di3;

71 Point(37) = {0, Y, 0, lc_b};

72 Point(38) = {x_max, Y, 0, lc_b};

73

74 // END OF HAND WRITTEN GEOMETRY
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75

76 Line(1) = {1, 2}; Line(2) = {2, 25}; Line(3) = {25, 34};

77 Line(4) = {34, 38}; Line(5) = {38, 37}; Line(6) = {37, 35};

78 Line(7) = {35, 30}; Line(8) = {30, 13}; Line(9) = {13, 3};

79 Line(10) = {3, 1}; Line(11) = {3, 4}; Line(12) = {4, 5};

80 Line(13) = {5, 6}; Line(14) = {6, 16}; Line(15) = {16, 15};

81 Line(16) = {15, 5}; Line(17) = {4, 14}; Line(18) = {14, 13};

82 Line(19) = {30, 31}; Line(20) = {31, 17}; Line(21) = {17, 18};

83 Line(22) = {18, 14}; Line(23) = {15, 19}; Line(24) = {19, 20};

84 Line(25) = {20, 29}; Line(26) = {29, 33}; Line(27) = {33, 36};

85 Line(28) = {36, 35}; Line(29) = {31, 32}; Line(30) = {32, 33};

86 Line(31) = {26, 32}; Line(32) = {26, 27}; Line(33) = {27, 7};

87 Line(34) = {7, 8}; Line(35) = {8, 28}; Line(36) = {28, 29};

88 Line(37) = {20, 21}; Line(38) = {21, 9}; Line(39) = {9, 10};

89 Line(40) = {10, 22}; Line(41) = {22, 23}; Line(42) = {23, 11};

90 Line(43) = {11, 12}; Line(44) = {12, 24}; Line(45) = {24, 25};

91 Line(46) = {33, 34};

92

93 Line Loop(1) = {10, 1, 2, -45, -44, -43, -42, -41, -40, -39, -38,

94 -37, -24, -23, -15, -14, -13, -12, -11};

95 Plane Surface(1) = {1};

96

97 Line Loop(2) = {9, 11, 17, 18};

98 Plane Surface(2) = {2};

99

100 Line Loop(3) = {16, 13, 14, 15};

101 Plane Surface(3) = {3};

102

103 Line Loop(4) = {12, -16, 23, 24, 25, -36, -35, -34, -33, -32, 31,

104 -29, 20, 21, 22, -17};

105 Plane Surface(4) = {4};

106

107 Line Loop(5) = {8, -18, -22, -21, -20, -19};

108 Plane Surface(5) = {5};

109

110 Line Loop(6) = {33, 34, 35, 36, 26, -30, -31, 32};

111 Plane Surface(6) = {6};
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112

113 Line Loop(7) = {19, 29, 30, 27, 28, 7};

114 Plane Surface(7) = {7};

115

116 Line Loop(8) = {26, 46, -3, -45, -44, -43, -42, -41, -40, -39, -38, -37, 25};

117 Plane Surface(8) = {8};

118

119 Line Loop(9) = {4, 5, 6, -28, -27, 46};

120 Plane Surface(9) = {9};

121

122 Physical Surface("di") = {9, 5, 1};

123 Physical Surface("cap") = {7, 2, 3};

124 Physical Surface("lin") = {4};

125 Physical Surface("cu1") = {6};

126 Physical Surface("cu2") = {8};

127

128 Physical Line("heat_sink") = {5};

129 Physical Line("endpoint_1") = {20};

130 Physical Line("endpoint_2") = {3};

131 Physical Line("endpoint_3") = {12};

132 Physical Line("endpoint_4") = {39};

133 Physical Line("endpoint_5") = {43};

134 Physical Line("probe_1") = {26, 25};

Figure 4.6: Example instantiation of a templated 2D interconnect with 3 vias.
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Listing 4.2: Instantiation of a short 3D interconnect with 3 vias.

1 U = 1E-9; // Unit: ONE nanometer

2

3 // Cap layer thickness

4 th_cap = 40*U;

5

6 // Liner thickness

7 th_lin = 30*U;

8

9 // Copper thickness

10 th_cu = 150*U;

11

12 // Dielectric

13 th_di1 = 200*U; th_di2 = 240*U; th_di3 = 200*U;

14

15 // Paddings

16 x_padl = 100*U; x_padr = 300*U;

17

18 // Via size

19 x_via = 120*U; y_via = 180*U;

20

21 // Reservior

22 x_res = 100*U;

23

24 // Area of interest

25 x_aoi = 200*U;

26

27 // Arc lengths

28 x_arc1 = 800 * U; x_arc2 = 1000 * U;

29

30 lc_a = 10 * U;

31 lc_b = x_via;

32

33 Include "Templates/3via.geo";

77



4.2.2 Top Down Construction

In contract to the bottom up construction, user can also choose top down construc-

tion to build geometries. Instead of starting from defining vertices, user defines entities4

first and perform operations on them. By using the OpenCASCADE [60] engine integrated

in Gmsh, user can later do modifications on the previous defined simple entities by means

including combining, translating, scaling, or boolean operations5.

The advantage of this method is that user does not need to specify all compositing

sub-entities to construct a entity6. This significantly simplifies the process of defining a

3D volume, especially in complex shape. While the compositing labels are not required,

user can still acquire those labels at the end of defining the volume. This is also true for

the operations mentioned above. The disadvantage is, it is usually difficult for a user to

know which numbered label is corresponding to which sub-entity7without using the Gmsh

graphical front-end.

For example, when constructing a two-segment, three-via interconnect surrounding

by dielectrics (shown in figure 4.7 and 4.8), this method is preferred. User can define

overlapped entities first and perform boolean operations on them to describe the buried

copper interconnect, the liner, and the capping layers. Gmsh has the capability to optionally

preserve the internal entities8 after boolean operations as configured.

4Here, an entity refers a non-trivial shape. For instance a rectangle or or circle in 2D, or a cube or
cylinder in 3D.

5Gmsh version 3.0 supports four boolean operations: union, or, difference, and fraction.
6For example, user does not need to specify all six plane surface labels to define a cube. Instead, the user

just need the coordinates of diagonal vertices.
7For example, when user subtract a smaller cube from a bigger cube surrounding it, the generated inner

surface label numbers are able to be acquired, but usually difficult to know which surface is corresponding
to which label by only analysing the geometry code. This is true especially when the operands (the two
cubes) are rotated before the operation.

8For example, the union of two overlapped cubes will leave keeping the buried surfaces an option.
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Top down construction method is also friendly when a geometry is required to be

parameterized and templated. Figure 4.9 is another instantiation using same template as

figure 4.7 and 4.8, but with different dimensions (segment lengths).
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Figure 4.7: 3D example of a 3-via interconnect with all materials.

It should be remarked that when constructing geometries from top down, to avoid

numeric accuracy issues9, the geometries should be constructed and boolean-operated in

normal scale first and then scaled down, if micro-meter or nano-meter scale geometries are

intended.

As templating and instantiating example, code list 4.3 shows the Gmsh template

of geometry shown in figure 4.10, and code list 4.4 demonstrates how the template is in-

stantiated.

Listing 4.3: Gmsh template of an interconnect with 4 vias.

1 SetFactory("OpenCASCADE");

9As of version 3.0, Gmsh sometimes can not correctly perform boolean operations on nano-scale 3D
entities.
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Figure 4.8: 3D example of a 3-via interconnect with dielectric removed.
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Figure 4.9: 3D example of longer version of 3-via interconnect.

2

3 Block(1) = {-X_RES, 0, Z_VIA,

4 X_RES + X_VIA + X_ARC1 + X_VIA + X_ARC2 + X_VIA + X_RES,

5 Y_VIA, Z_CU};

6 Block(2) = {0, 0, 0, X_VIA, Y_VIA, Z_VIA};

7 Block(3) = {X_VIA + X_ARC1, 0, 0, X_VIA, Y_VIA, Z_VIA};

8 Block(4) = {X_VIA + X_ARC1 + X_VIA + X_ARC2, 0, 0, X_VIA, Y_VIA, Z_VIA};

9

10 Block(5) = {X_VIA + X_ARC1, Y_VIA + Y_ARC3, 0, X_VIA, Y_VIA, Z_VIA};

11 Block(6) = {X_VIA + X_ARC1, Y_VIA, Z_VIA, X_CU, Y_ARC3 + Y_VIA + Y_RES, Z_CU};

12

13 Block(9) = {-X_RES, 0, Z_VIA, X_AOI, Y_VIA, Z_CU};

14
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15 // Conductor outline

16 BooleanUnion(10) = {Volume {1}; Delete;}{Volume {2, 3, 4, 5, 6}; Delete;};

17

18 Block(20) = {TH_LIN, TH_LIN, TH_LIN,

19 X_VIA - TH_LIN * 2, Y_VIA - TH_LIN * 2, Z_VIA};

20 Block(21) = {-X_RES + TH_LIN, TH_LIN, Z_VIA + TH_LIN,

21 X_AOI - TH_LIN, Y_CU - TH_LIN * 2, Z_CU - TH_LIN};

22

23 // Area of interest

24 BooleanUnion(30) = {Volume {20}; Delete;} {Volume {21}; Delete;};

25

26 // Capping layers

27 Block(40) = {-X_RES - X_PAD, -Y_PAD, 0,

28 X_RES + X_AOI, Y_CU + Y_PAD * 2, TH_CAP};

29 Block(41) = {-X_RES - X_PAD, -Y_PAD, Z_VIA + Z_CU,

30 X_RES + X_AOI, Y_CU + Y_PAD * 2, TH_CAP};

31

32 // Dielectric

33 Block(50) = {-X_RES - X_PAD, -Y_PAD, -Z_PAD,

34 X_PAD + X_RES + X_VIA + X_ARC1 + X_VIA + X_ARC2 + X_VIA + X_RES,

35 Y_CU + Y_PAD * 2,

36 Z_VIA + Z_CU + Z_PAD * 2};

37 Block(51) = {X_VIA + X_ARC1 - X_PAD, Y_PAD + Y_VIA, -Z_PAD,

38 X_PAD * 2 + X_CU,

39 Y_ARC3 + Y_VIA + Y_RES,

40 Z_VIA + Z_CU + Z_PAD * 2};

41 BooleanUnion(60) = {Volume {50}; Delete;} {Volume{51}; Delete;};

42

43 finish() = BooleanFragments {Volume {60}; Delete;}

44 {Volume {9, 10, 30, 40, 41}; Delete;};

45

46 // We scale the geo later because the boolean operations in the current version

47 // does not work well at very small scale

48 Dilate {{0, 0, 0}, {SCALE, SCALE, SCALE}} {

49 Volume{finish()};

50 }

51
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52 Characteristic Length{PointsOf{Volume {46, 48, 44};}} = 30*SCALE;

53 Characteristic Length{PointsOf{Volume {47, 49, 50};}} = 10*SCALE;

54

55 Mesh.CharacteristicLengthMax = 100*SCALE;

56

57 Physical Volume("di") = {42};

58 Physical Volume("cap") = {41, 43};

59 Physical Volume("lin") = {46, 48, 44};

60 Physical Volume("cu") = {45};

61 Physical Volume("aio") = {47, 49, 50};

62

63 Physical Surface("heat_sink") = {120, 107};

64 Physical Surface("endpoint_1") = {122};

65 Physical Surface("endpoint_2") = {169};

66 Physical Surface("endpoint_3") = {142};

67 Physical Surface("endpoint_4") = {112};

68 Physical Surface("endpoint_5") = {144};

69 Physical Surface("endpoint_6") = {147};

70 Physical Surface("endpoint_7") = {154};

71 Physical Surface("probe_1") = {170, 171};

Listing 4.4: Instantiation of a short 3D interconnect with 4 vias.

1 SCALE = 1E-9;

2

3 X_VIA = 120; Y_VIA = 120; Z_VIA = 180;

4 TH_LIN = 10; TH_CAP = 20;

5 X_ARC1 = 500; X_ARC2 = 300; Y_ARC3 = 400;

6 X_RES = 80; Y_RES = 60;

7 X_CU = 120; Y_CU = 120; Z_CU = 100;

8 X_AOI = 250;

9 X_PAD = 80; Y_PAD = 80; Z_PAD = 100;

10

11 Include "4via_template.geo";
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† Dielectric material and the upper capping layer are removed for the sake of structural

demonstration.

Figure 4.10: Example instantiation of a templated 3D interconnect with 4 vias.

4.2.3 Comparison Between Two Geometry Description Styles

As discussed in sections 4.2.1 and 4.2.2, the advantages and disadvantages are

listed in table 4.1.

4.3 Simplifications

In both the implementations using Deal.II or FEniCS, a number of simplifications

are applied to the methods derived in chapter 3, for the sake of computational efficiency.

These simplifications include but not limited to approximations on weight function and

hydrostatic stress according to the characteristics of finite element method, and modifica-
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Bottom Up Top Down

Boolean operations Not required Often required
Complex geometries preference Low High
Description flexibility High Not as high
Detailed mesh control Easy Hard
Gmsh frontend Not required Often required
OpenCASCADE engine Not required Required
Simple geometries preference High Low
Verbosity High Low

Table 4.1: Comparison between two Gmsh geometry composing styles.

tions on time-dependent solver in observance of coupling pattern of physics variables in

electromigraion process.

Applied simplifications are described below in more details.

4.3.1 Weight Functions

Weight functions wB, wC , and wV as described in (2.20) are critical in indicating

the underlying material (boundary, copper, or void). For the sake of smoothness and

continuity, the weight functions are defined by softmax of likelihood functions zB, zC , and

zV with a sharpness variable kS controlling the steepness of the transition between 0 and 1.

In coupled analysis on physics systems, physics variables can have very different

scales from 1× 10−9m · s−1 for boundary velocity, up to 1× 109 Pa for critical hydrostatic

stress level. As softmax function uses natural exponential function contrast to approximate

0 and 1, the magnitude of near zero values are indirectly controlled by the sharpness variable

kS . To achieve a good zero approximation that can be safely multiplied by a large scale

value (such as hydrostatic stress or its gradient on copper-void boundary) to still acquire

a good zero approximation comparing to small scales (such as boundary velocity), a large
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kS should be carefully selected. In practice, kS should be at least larger than 50 to have a

safely approximated zero (void indicator) to ensure correct void behavior.

It can be observed that, with such a high kS , the continuous version of weight

functions has even narrower transition bands than the mesh element sizes in a practical

meshing. This implies that for an element, it is highly possible that it covers the transition

area of the weight functions, with all its nodes valued at either 0 or 1. According to

this observation, in software implementation, we can simplify the weight functions into the

following:

wB(φ) =


1 if |φ| < φth

0 otherwise

, (4.1)

wC(φ) =


1 if φ >= φth

0 if φ < φth

, (4.2)

and

wV (φ) =


1 if φ >= φth

0 if φ < −φth

, (4.3)

where φ is the material phase field as described previously, and φth is the threshold of phase

field φ level. This approach has two major benefits. First, it reduces the computational cost

when calculating the weights by eliminating exponential function calculations. Furthermore,

it is only nodal operation which is also an lighter operation than projecting the continuous

functions. The second benefit is that it eliminates the process of tuning the sharpness factor

kS , which might cause inaccurate simulation if not done carefully.
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4.3.2 Hydrostatic Stress on Void

As previously derived, hydrostatic stress is prescribed by equation (2.32), which is

composited by different boundary-stress interactions on three regions indicated by material

phase field. We will a simplification on the hydrostatic stress calculation on the void area,

after which the simulated hydrostatic will be expressed in

σtrue =
1

2
(1 + φ)σ. (4.4)

This ensures that the simulated true stress σtrue will be forced to zero in the void, where

φ = 0, and equal to σ on copper. Indeed, this is another perfect match with realistic stress

distribution cases, except stress is treated as zero in the void, where mentioning hydrostatic

stress is not meaningful. As a result, σ can have another governing equation

∂σ

∂t
= ∇ ·

(
DaBΩ

kBT
∇σ
)
− wBσvkτ

δ
. (4.5)

Comparing to (2.32), equation (4.5) does not have the zero-locking term for the

void area (the term with wV ), and extends the hydrostatic stress diffusion term

∇ ·
(
DaBΩ

kBT
∇σ
)

(4.6)

to the void as well10. The validity of this approximation is supported by the following

reasons.

1. The void volume is small comparing to the interconnect in all practical cases11. There-

fore the change of hydrostatic stress - buck volume integral 1.4 can be safely neglected,

10Note that the extended diffusion term should be explicitly multiplied by all three weight functions

(wB + wC + wV )∇ ·
(
DaBΩ

kBT
∇σ
)
,

which can be simplified by plugging in wB + wC + wV = 1.
11An interconnect will usually fail before a growing void becomes large enough.
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which implies the atom conservation can still be satisfied.

2. Removal of the zero-locking term in the void also eliminates extra hydrostatic stress

sources terms other than those introduced by electrical current flux. This ensures the

hydrostatic stress conserve within separate copper interconnect when no current flux

is applied.

3. Non-zero hydrostatic stress in the void will be masked to zero by equation (4.4) such

that the simulated true stress σtrue still matches the realistic stress distribution.

4.3.3 Non-Linear Components in Phase Field

When solving for the phase field variable φ, it can be noticed that a non-linear

term exists in the governing equation 2.13

φ− φ3. (4.7)

This non-linear term requires Newton-Raphson iterations to acquire precise solution on each

time step. Since the phase field is expected to distribute between -1 and 1, and there is

an diffusion term in equation 2.13 to ensure stability, for the sake of efficient computation,

we treat the non-linear terms 4.7 as a constant (values acquired from last time step) when

assembling the finite element system matrix. As shown in the weak form equation 3.32, the

backward Euler method guarantees that the phase field will end up with stable solution.

Therefore such relaxed linear approximation of phase field solving is effective and valid.
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4.3.4 Updating Coupled Physics Systems

As mentioned before, the Deal.II based implementation takes care of physics vari-

ables σ (hydrostatic stress), φ (material phase field), and U (electrical potential for current

density ~j; and the FEniCS includes one more variable T (temperature). In both the imple-

mentations, let the relationship between time step n and n− 1 respectively be

[σ(n), φ(n),~j(n)] = fDeal.II([σ
(n−1), φ(n−1),~j(n−1)]) (4.8)

and

[σ(n), φ(n),~j(n), T (n)] = fFEniCS([σ(n−1), φ(n−1),~j(n−1), T (n−1)]), (4.9)

evaluating function f involves resolving the system matrix inverse where all physics variables

coupled together. We relax the interactions between the variables at time step n and the

simplified relationships becomes

σ(n) = fDeal.II,σ([σ(n−1), φ(n−1),~j(n−1), T (n−1)]),

φ(n) = fDeal.II,φ([σ(n−1), φ(n−1),~j(n−1), T (n−1)]),

~j(n) = fDeal.II,j([σ
(n−1), φ(n−1),~j(n−1), T (n−1)]),

(4.10)

for the Deal.II implementation, and FEniCS definition is similarly simplified.

4.3.5 Static Mesh Size in FEniCS Implementation

Comparing to the local mesh refinement approach in Deal.II as described in sec-

tion 3.5.3, FEniCS integrates the mesh refinement into its solver module. This implies

less flexibility of user-defined local mesh refinement flexibility comparing to Deal.II. In the

FEniCS implementation, preconfigured meshing strategy is applied and no automatic local
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mesh refinement is conducted on the go. As shown in figure 4.11 and 4.12, a preconfigured

refined mesh is assigned to the area where void is anticipated to generate or grow in. In the

rest parts, mesh size is configured to be relatively larger to yield computational resources

to the voiding part.

Y
X

Z

Figure 4.11: Simplified near-void copper.

With the preconfigured mesh size applied, the void generating location should

be well-anticipated. Given this true, as shown inf figure 4.11, liner-constrained copper

interconnect geometry can also be further simplified. This is divided into the following

aspects:

1. While area of high void activity is anticipated, liner material can only be preserved at

such area. The reason is in two folds. First, in the rest area, major electrical current

is conducted by the copper and the resistivity change caused by adding surrounding

liner material is negligible. Second, Joule heating effect can still be analyzed and since
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X

Z

Figure 4.12: Simplified near-void liner.

the near-void liner is preserved and the current-shunting can still take effect when the

conducting copper is depleted in the voiding process.

2. The remaining liner material can be meshed into elements with relatively larger size,

as shown in figure 4.12. The reason is that we only include the material phase field

in the copper domain such that the liner domain does not need to be well meshed to

conform the sharp copper-void boundary.

3. Capping layer is shrunk to the near voiding area only, as another simplification. As the

capping layer is very thin, it requires a large number of well-conditioned elements to

mesh the capping layer. Smaller capping layer area will effectively reduce the number

of meshed elements. Figure 4.9 is an example of longer segments where liner and

capping layer simplification is performed. As it demonstrates, elements that are away

from the anticipated voiding position have relatively larger sizes, effectively reducing
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the finite element system matrix size.

4.4 Input Configuration

4.4.1 Input Configuration in Deal.II Based Simulator

Google protobuf [11] is integrated to describe the parameters for the simulator. It

is divided down to three sections: FEM config, PDE config, and technology specification,

as shown in code piece 4.5.

Finite element method configuration (fem config) section contains mesh refine-

ment control, solver specifications, and time step control details.

dimension specifies in which dimension the simulator will be run in. This should meet

the dimension of the input geometry file.

refinement-ratio and coarsening-ratio specify the ratio (0 to 1) of the total elements

to be refined/coarsened at each adaptive local refinement steps.

n-initial-refinements configures the number of refinements on the initial solutions of

phase field and hydrostatic stress.

max-refinement-level and min-refinement-level specify the maximum/minimum re-

finement depth counted start from the initially meshed elements.

n-global-refinements configures the fixed number of initial global refinements which will

apply to all the mesh elements unconditionally.

solver-configs is a Protobuf map configuring solvers for each physics system, specified by
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key. absolute-diff and relative-diff respectively specifies the time discretization pa-

rameters described in section 3.3. solver-type, solver-tolerance, and solver-iterations

correspondingly configures the solver as their names implies. refinement-weight con-

figures the refinement weight coefficients ε as introduced in 3.5.3.

renumber-dofs controls whether to renumber finite element node indices in order to im-

prove the sparse system matrix pattern in terms of lower solving complexity.

time-stepping-config configures time discretization parameters as described in section

3.3.

max-simulated-time sets the limit of total simulated time (not simulator run time) in

seconds.

steps-per-refinement sets the period of performing adaptive local refinement, in the num-

ber of time advancing steps.

max-cells controls the limit total number of finite element cells, which is another control

knob on the adaptive mesh refinement.

Partial differential equation configuration (pde config) section sets the voltage

and current boundary conditions on boundary IDs as appointed in the input Gmsh file.

Under subsection initial-condition, field init-void sets the initial void12 placement by pre-

scribing a math function as the initial material phase field. Under miscellaneous subsection,

regulation-resolution corresponds to variable cR as described in section 2.5.2, controlling the

boundary velocity regulation sensitivity. boundary-thickness, phase-threshold, voiding-time-

12A preexisted void is usually nucleated in the cooling down phase after a chip is manufactured.
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const, and phase-convergence-tau respectively correspond to variables δ, φth, τvoid, and τφ, as

described in chapter 2. Under subsection abstracted dim, line-width is the cross-sectional

area on the co-dimensions for those simulations that are not 3D.

Technology section specifies all the technology-dependent parameters. For the

simulator implemented using deal.II, only copper material specifications are supported.

Listing 4.5: An EM simulator configuration file in Protobuf text format.

1 fem_config: {

2 dimension: 2

3 refinement_ratio: 0.60

4 coarsening_ratio: 0.03

5 n_initial_refinements: 6

6 max_refinement_level: 5

7 min_refinement_level: 2

8 n_global_refinements: 2

9 solver_configs: {

10 key: "electrical_potential"

11 value: {

12 absolute_diff: 0

13 relative_diff: 0

14 solver_type: CONJUGATE_GRADIENT

15 solver_tolerance: 1e-6

16 solver_iterations: 1000

17 refinement_weight: 1

18 }

19 }

20 solver_configs: {

21 key: "electrical"

22 value: {

23 absolute_diff: 0

24 relative_diff: 0

25 solver_type: CONJUGATE_GRADIENT

26 solver_tolerance: 1e-3

27 solver_iterations: 1000
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28 refinement_weight: 0

29 }

30 }

31 solver_configs: {

32 key: "korhonen_stress"

33 value: {

34 absolute_diff: 2e6

35 relative_diff: 0.05

36 solver_type: CONJUGATE_GRADIENT

37 solver_tolerance: 1e-65

38 solver_iterations: 1000

39 refinement_weight: 1

40 }

41 }

42 solver_configs: {

43 key: "copper_void_field"

44 value: {

45 absolute_diff: 0.1

46 relative_diff: 0.1

47 solver_type: CONJUGATE_GRADIENT

48 solver_tolerance: 1e-35

49 solver_iterations: 1000

50 refinement_weight: 1

51 }

52 }

53 renumber_dofs: false

54 time_stepping_config: {

55 min_time_step: 1e-6

56 max_time_step: 1000

57 init_time_step: 5e-3

58 growth_factor: 1.5

59 shrinking_factor: 0.5

60 }

61 max_simulated_time: 8640000

62 steps_per_refinement: 10

63 max_cells: 10000

64 }
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65

66 pde_config: {

67 boundary_condition: {

68 voltage_bc: {

69 id: 1

70 value: 0

71 }

72 voltage_bc: {

73 id: 2

74 value: 3e-4

75 }

76 }

77

78 initial_condition: {

79 init_void: {

80 id: 0

81 function: "erf((dist(p, {-4e-7, 8e-7}) - 4.5e-7) / 2e-9)";

82 }

83 }

84

85 miscellaneous: {

86 regulation_resolution: 1e-21 # m^3

87 boundary_thickness: 5.0e-9 # m

88 phase_threshold: 0.9 # (1)

89 voiding_time_const: 1 # s

90 phase_convergence_tau: 1e3 # s

91 }

92

93 abstracted_dim: {

94 line_width: 200E-9 # m

95 }

96 }

97

98 technology: {

99 material_spec: {

100 key: "main"

101 value: {
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102 type: "copper"

103 electrical_conductivity: 59.6e6 # S/m

104 thermal_conductivity: 401 # W/(m*K)

105 effective_charge_n: -5 # (1)

106 diffusion_coefficient: 5.2e-6 # m^2/s

107 em_activation_energy: 1.4e-19 # J

108 atomic_volume: 1.18e-29 # m^3

109 korhonen_modulus: 110e9 # Pa

110 initial_stress: 0 # Pa

111 critical_stress: 800e6 # Pa

112 }

113 }

114

115 environment: {

116 temperature: 350 # K

117 }

118 }

119

120 probe_config: {

121 }

4.4.2 Input Configuration in FEniCS Based Simulator

JSON [20] file format is used in the FEniCS based simulator. Cascaded configu-

rations are allowed, which requires user to provide the configuration files in command line

arguments in order. Firstly provided configuration file will be override by later configura-

tions. This enables different simulation configuration files sharing same technology and finite

element configurations. Code 4.6, 4.7, and 4.8 demonstrates such ability. Configuration 4.6

specifies the verbose configurations regarding technology, finite element parameters that

are similar to section fem config and pdf config in the deal.II configuration files. These

options have relatively lower possibility to change among different simulations. The second
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configuration, as shown in code 4.713assigns different materials and boundary conditions to

specific domains as described by the geometry files, which is marked as TBD on purpose for

the later overriding. This facilitates the simulation on similar geometries instantiated from

a same template using same electrical configurations. As shown in configuration code 4.8,

it merely provides paths the input geometry files, which serves as a minimal changing set

when user needs to do a simulation scan on a group of similar geometries, such as a set of

interconnects with same structure but different segment widths, thicknesses, or lengths.

Listing 4.6: The default configuration file for FEniCS EM simulator.

1 {

2 "material_config":

3 {

4 "main": "copper",

5 "liner": "tantalum_nitride",

6 "capping": "silicon_carbonitride",

7 "dielectric": "silicon_dioxide"

8 },

9 "material_repo":

10 {

11 "copper":

12 {

13 "electrical_conductivity": 59.6E+6,

14 "thermal_conductivity": 385.0,

15 "specific_heat_capacity": 385,

16 "mass_density": 8.96E+3,

17 "diffusion_coefficient": 5.2E-6,

18 "charge_number": -5,

13The over wide line specifying init-shape under section phase-field-config prescribes an pre-existing void
with function

φ(x) = erf

(√
(x1 − 160× 10−9)2 + (x2 − 80× 10−9)2 + (x3 − 380× 10−9)2 − 240× 10−9

20× 10−9

)

which sets the center at (160, 80, 380)nm with radius of 240nm and boundary thickness of roughly 20nm.
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19 "activation_energy": 1.44E-19,

20 "bulk_modulus": 110E+9,

21 "atomic_volume": 11.82E-30

22 },

23 "tantalum_nitride":

24 {

25 "electrical_conductivity": 1.25E+6,

26 "thermal_conductivity": 4.0,

27 "specific_heat_capacity": 420,

28 "mass_density": 13.7E+3

29 },

30 "silicon_carbonitride":

31 {

32 "thermal_conductivity": 3.0,

33 "specific_heat_capacity": 660,

34 "mass_density": 3.75E+3

35 },

36 "silicon_dioxide":

37 {

38 "thermal_conductivity": 1.4,

39 "specific_heat_capacity": 680,

40 "mass_density": 2.65E+3

41 }

42 },

43 "constants":

44 {

45 "boltzmann": 1.38E-23,

46 "electron_charge": -1.602E-19

47 },

48 "fem_config":

49 {

50 "init_timestep": 0.1,

51 "backward_euler_factor": 0.5,

52 "boundary_thickness": 20E-9,

53 "steps_per_outout": 10,

54 "steps_per_snapshot": 10,

55 "boundary_speedup": 100
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56 },

57 "phase_field_config":

58 {

59 "stabilizing_time": 600,

60 "absolute_growth_limit": 0.2,

61 "relative_growth_limit": 0.2,

62 "boundary_extent": {

63 "2d": 20E-9,

64 "3d": 400E-18

65 }

66 },

67 "kstress_config":

68 {

69 "init_stress": 0,

70 "vanishing_factor": 1,

71 "absolute_growth_limit": 1E+6,

72 "relative_growth_limit": 0.05

73 },

74 "thermal_config":

75 {

76 "heat_transfer_coefficient": 1E+6,

77 "external_temperature": 350,

78 "absolute_growth_limit": 1,

79 "relative_growth_limit": 0.1

80 },

81 "electrical_config":

82 {

83 "absolute_growth_limit": null,

84 "relative_growth_limit": null

85 }

86 }

Listing 4.7: A cascaded overidden configuration file for FEniCS EM simulator.

1 {

2 "dimension": 3,

3 "geometry":
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4 {

5 "mesh": "TBD",

6 "facet": "TBD",

7 "domain": "TBD"

8 },

9 "electrical_config":

10 {

11 "domain": { "main": [4, 5], "liner": [3] },

12 "voltage_bc": {

13 "gnd": { "value": 0.0, "ids": [10] }

14 },

15 "current_bc":

16 {

17 "isource_1": { "value": 2E+10, "ids": [11] },

18 "isource_2": { "value": 1E+10, "ids": [12] },

19 "isource_3": { "value": 1E+10, "ids": [13] }

20 },

21 "resistance_probe":

22 [

23 {

24 "name": "hotspot",

25 "domain": [3, 5],

26 "anode_ids": [14],

27 "cathode_ids": [10]

28 }

29 ]

30 },

31 "thermal_config":

32 {

33 "domain": {

34 "main": [4, 5],

35 "liner": [3],

36 "capping": [2],

37 "dielectric": [1]

38 },

39 "heat_flux_ids": [6],

40 "heat_flux_density": 100e+3,
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41 "init_temperature": 350

42 },

43 "phase_field_config":

44 {

45 "domain": [4, 5],

46 "init_shape": "erf((sqrt((x[0] + 160E-9)*(x[0] + 160E-9) + (x[1] + 80E-9)*(x[1] + 80E-9) + (x[2] - 380E-9)*(x[2] - 380E-9)) - 240E-9) / 20E-9)"

47 },

48 "kstress_config":

49 {

50 "domain": [4, 5]

51 },

52 "fem_config":

53 {

54 "steps_per_outout": 1

55 }

56 }

Listing 4.8: A cascaded overriding configuration file for FEniCS EM simulator.

1 {

2 "geometry":

3 {

4 "mesh": "Geometries/3d/4via_short.xml",

5 "facet": "Geometries/3d/4via_short_facet_region.xml",

6 "domain": "Geometries/3d/4via_short_physical_region.xml"

7 }

8 }

Configuration files for steady state simulation has different format since many

parameters in transient modeling are not required here. Code 4.9 is an example of steady

state analysis configuration. This configuration file mainly contains the electrical current

prescription on each terminal, along with some necessary parameters required in Korhonen’s

equation, as specified in subsection parameters.
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Listing 4.9: A 13-segment steady state analysis configuration file for FEniCS EM simulator.

1 {

2 "geometry": "Geometries/2d/13seg_vlen",

3 "ground": {

4 "ids": [2],

5 "phys_name": "ep_1"

6 },

7

8 "current_densities": [

9 { "ids": [3], "phys_name": "ep_2", "value": 5E+9 },

10 { "ids": [4], "phys_name": "ep_3", "value": -5E+9 },

11 { "ids": [5], "phys_name": "ep_3_4", "value": -5E+9 },

12 { "ids": [6], "phys_name": "ep_5_4", "value": 5E+9 },

13 { "ids": [7], "phys_name": "ep_5_6", "value": 5E+9 },

14 { "ids": [8], "phys_name": "ep_10_11", "value": 0 },

15 { "ids": [9], "phys_name": "ep_13", "value": -5E+9 },

16 { "ids": [10], "phys_name": "ep_7", "value": 5E+9 },

17 { "ids": [11], "phys_name": "ep_7_8", "value": 10E+9 },

18 { "ids": [12], "phys_name": "ep_9", "value": -5E+9 },

19 { "ids": [13], "phys_name": "ep_8", "value": -15E+9 },

20 { "ids": [14], "phys_name": "ep_12_11", "value": 0 },

21 { "ids": [15], "phys_name": "ep_12", "value": -5E9 }

22 ],

23

24 "parameters": {

25 "eZ": 1.609E-18,

26 "rho": 3E-8,

27 "omega": 1.18E-29,

28 "B": 1E+11,

29 "thickness": 100E-9

30 }

31 }
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4.5 Summary

Software architecture is described, showing a decoupled modular design with all

data interfaces conforming open standards. Implementations based on Deal.II and FEn-

iCS finite element libraries are separately introduced. Various simplifications are described

to reduce the computational complexity and improve numerical stability. The simplifica-

tions include nodal discretization of weight functions, allowing hydrostatic stress diffusion

in voided area, solver relaxation of non-linear components in phase field equation, relax-

ation of coupled physics systems solving between time steps, and static mesh size in FEniCS

implementation. For aspects of data interface, scripting and automation support, geome-

try construction and input configuration formats are demonstrated by providing practical

examples.
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Chapter 5

Experiment Result

In cases that void shapes are allowed to be abstracted into lower dimensional

representations, 1D and 2D simulations have advantages of their relatively lighter computa-

tional demand. Therefore it is important to verify the sanity of void size, stress evolution,

as well as the reasonableness of adaptive local mesh refinement. In the simulated copper

domain, since the void size is regulated by the integral of the hydrostatic stress, it allows us

to simulate the interconnects with different numbers of dimensions abstracted out without

losing consistency between the void size and the distribution of hydrostatic stress. On the

other hand, inward and outward electrical current on the interconnect boundary respectively

provides hydrostatic stress sink and source, which do not lose their generality because of

dimensional abstraction (from 3D towards 2D or 1D).
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5.1 Time Dependent Post-Voiding Analysis on Copper Only

Domains

5.1.1 1D Hydrostatic Stress Analysis
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Figure 5.1: Hydrostatic stress evolution on a 30 µm copper interconnect.

One-dimensional simulations are conducted on a 30 µm copper interconnect. As

shown in figure 5.1 (zoomed details in figure 5.2), it is easier to visualize the stress evolution

over the simulated interconnect over time. Under a steady current applied toward the x−

direction, the stress converges at a steady state where the linear transition starts from zero

near the cathode/void boundary to its minimum value (maximum compressive stress). The

increase-then-decrease hydrostatic stress near the cathode meets the 2D simulation as well.

In the zoomed view in figure 5.2, the left-most section with zero stress indicates the void. It

is clear to see that the copper-void boundary, which is indicated by the following increasing

edges, advances towards the x+ direction. It is important to mention that the void size does
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Figure 5.2: Hydrostatic stress evolution on a 30 µm copper interconnect zoomed in at near

cathode/void position.

not increase until the cathode hydrostatic stress builds to a critical level at the cathode,

which is a strong evidence that the void nucleation phase and growth phase are integrated

as a whole in the proposed FEM simulation method.

5.1.2 2D Hydrostatic Stress and Current Density Analysis

Figure 5.3 and 5.4 illustrate the snapshots taken on void shape, hydrostatic stress,

and current density of two 2D simulations on a 20 µm upstream-configured copper inter-

connect. Because of the nature of the phase field representation of void-copper material, as

the void boundary moves, it can move across vertices in the simulated geometry without

altering the finite element system matrix structure. As shown in the figure, hydrostatic
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stress grows at the cathode end until it reaches the critical stress and then the void starts

to grow. After the void started to grow, the moving copper-void boundary introduces a

hydrostatic stress sink due to the material migration, as mentioned in equation (2.30). This

is the reason that the cathode hydrostatic stress is decreasing later. Therefore the cathode

hydrostatic stress is observed to be first increasing then decreasing, which agrees with the

behavior described in nucleation phase and growth phase.

5.1.3 3D Hydrostatic Stress and Current Density Analysis

Figure 5.5 shows a 3D growing void simulation using the proposed method. It is

shown that once a void has nucleated, which is typically at or near a terminal node, the

stress around the void will immediately become zero (where element entities are removed

to better demonstrate the void shape). However, the stress around the void will be close

to the same stress level as immediately prior to the nucleation [45, 68]. A very large stress

gradient will be formed around the void at nucleation time, which can be described by [45].

As a result, at steady state, hydrostatic stress around the cathode and the void will be

at near-zero level because of the stress relaxation introduced by the advancing copper-void

boundary. Mesh is locally refined near the void boundary to deliver better accuracy of void

shape calculation.

As shown in figure 5.5, local mesh refinement is reasonably applied in different

locations in the domain so that all three physical system can have smooth solutions. On

copper-void boundary where phase field has large gradient the mesh gets refined to acquire

better solution accuracy. On the corner where current density is high, mesh gets refined

but still remains relatively coarse compared to the copper-void boundary, as configured
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by parameter cE . We use such a configuration since the current density accuracy is not

as prioritized as the phase field and hydrostatic stress. At the cathode end, where the

mesh was previously refined (as demonstrated in figure 3.6 at t = 0), is now dramatically

coarsened since the stress has been evolved to be smooth enough at the point. On the rest

of the area where solutions of all three systems are relatively smooth in space, the mesh

remains coarse. This leads to smaller sparse system matrix requiring less computational

resources.
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(a) t = 0 (hour) (b) t = 1990 (hour) (c) t = 3200 (hour)

(d) t = 4130 (hour) (e) t = 4160 (hour)

† Views are zoomed at the cathode end, axis unit: nm.

Figure 5.3: Current density and void growth simulation of a 20µm upstream-configured

copper interconnect.
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(a) t = 0 (hour) (b) t = 1280 (hour) (c) t = 2400 (hour)

(d) t = 0 (hour)

(e) t = 1280 (hour)

(f) t = 2400 (hour)

† Zoomed views (a – c) axis unit: nm), overviews (d – f) axis unit: µm.

Figure 5.4: Hydrostatic stress and void growth simulation of a 20µm upstream-configured

copper interconnect.
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† The interconnect is cut into two portions for visualization: front showing current density,

and back showing hydrostatic stress.

Figure 5.5: 3D void growth simulation of a 20µm upstream-configured copper interconnect.
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5.2 3D Time Dependent Post-Voiding Analysis on All Do-

mains

In this section, we use two examples to demonstrate the effectiveness of the pro-

posed multi-physics electromigration post-voiding simulation method. Both the simulations

are visualized in 3D overview of different physics systems combined together, and also in

sliced 2D for the sake of details.

5.2.1 Two-segment simulation with saturated void

Figure 5.6: Perspective view of the two-segment simulation result with saturated void.

The first example is a two-segment interconnect wire as shown in figure 5.6. The

leftmost via is connected to ground and the rest of the two vias are respectively prescribed

inward normal current density of 2×1010A ·m−2 and 1×1010A ·m−2. An initial small void is

placed at the reservoir on the cathode (left) node. The wire lengths are respectively 500nm
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and 300nm, in which case the void will saturate at the cathode end (near the via connected

to ground) and not cause failure of resistance increase. Figure 5.6 shows the perspective

view of all the four simulated physics variables (stress, current density and temperature).

The phase field is illustrated by removing the elements where φ < 0 on the stress (σ) plot.

Figure 5.7: Temperature vertical slice of the two-segment simulation.

Figure 5.8: Current density vertical slice of the two-segment simulation.

Figure 5.7 shows simulated temperature distribution for the two-segment. As we

can see, the highest temperature is around bottom of the via as current flows through the

barrier, which has higher resistance than the copper, into bottom wire.
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Figure 5.9: Hydrostatic vertical slice of the two-segment simulation.

Figure 5.8 shows the current density results. As we can see, the highest current

density happens around the corner of via and main wire branch, which is typical local field

enhancement field. Figure 5.9 shows the simulated stress distribution. As we can see, near-

void area has the highest stress, and the stress around and inside void are zero. In this

example, the void is saturated at a relatively small volume, which does not have a strong

impact the current density distribution. Therefore the wire resistance remained roughly

same as void-less situation.

5.2.2 Three-segment simulation with saturated void

The second example is a T-shape three-segment interconnect as shown in Figure

5.10. For the sake of the completeness of containing the plots of physics variables in their

figures, the wire lengths are chosen to be relatively short as well. The three branches have

lengths 500nm, 400nm, and 300nm. Inward normal current densities at vias are prescribed

as 2 × 1010A · m−2, 1 × 1010A · m−2, and 1 × 1010A · m−2. Similar to the two-segment

experiment, this configuration will also result an immortal wire. Figure 5.10 shows the
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Figure 5.10: Perspective view of the three-segment simulation result with saturated void.

perspective view of the simulation results. Figures 5.11, 5.12, and 5.13 provide horizontal

sliced results for more details.
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Figure 5.11: Temperature vertical slice of the three-segment simulation.
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Figure 5.12: Current density vertical slice of the three-segment simulation.
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Figure 5.13: Hydrostatic vertical slice of the two-segment simulation.
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5.3 Joule Heating Analysis

In this section, we investigate the wire resistance change pattern over time when

the void is formed and the void grows over the critical volume. We will compare the

resistance change against patterns observed in real silicon experiments.

It was observed that the in the failure process of a electromigration, vulnerable

interconnect that is upstream-configured, its resistance growth follows a certain pattern [81].

Figure 5.14 shows such resistance change patterns, in which the resistance starts with a very

slow increasing speed, followed by a sharp jump, and then increases approximately in a linear

manner regarding time. The reason of the sharp resistance jump is due to the Joule heating

induced resistance jump.
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(a) Normalized resistance change over time due to EM failure process. Courtesy of [81].

(b) Resistance change of copper interconnects over time measured in experiment. Courtesy

of [24].

Figure 5.14: Resistance change patterns measured in real silicon experiments.
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5.3.1 Joule Heating Analysis on Copper Only Domains

To validate the proposed FEM analysis method, in this subsection, we show that

the proposed EM analysis can predict the wire resistance change patterns over time and

Joule heating effects, which were observed experimentally[24, 81].
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† Rtotal denotes the total wire resistance; T denotes the temperature at the hotspot; Rhs,

in Ω, denotes copper resistance at the hotspot; Vvoid, in µm3, denotes simulated void size.

Figure 5.15: Simulation of Joule heating effect.

Figure 5.14 shows that the measured time dependent resistance change of different

interconnect wires during test stressing. As we can see, wire resistance initially does not

change until an abrupt resistance jump. This happens when all the current starts to flow

over the barrier layers as void reaches a critical size, by the time the growing void covers the

via and separates the via copper from the main conducting part. Also, the abrupt resistance

change is believed to be due to Joule heating in the barrier layers. Since barrier material
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has higher resistance and very limited cross section area conducting current, an increment

of total effective resistance and temperature should be observed. We collect simulation data

from a upstream-configured 20 µm copper interconnect, stressed under a constant current

density of 4× 1010A/m2 to expect early failure. As shown in figure 5.15, temperature and

resistance change can be divided into four stages.

In the first stage (t/hour < 3000), only void size increasing can be observed while

total effective resistance change is negligible. This is because the growing void is still be

majorly contained by the designated reservoir and does not cut into the main current-

conducting channel. In this stage, non-trivial temperature increase is not observed either.

In the second stage (3000 < t/hour < 4150), void starts to cut into and occupy the

main channel. As a consequence, increasing of both hotspot resistance and effective total

interconnect resistance is observed. Before the hotspot resistance reaches infinity (copper

open circuit), barrier material shunts an increasing portion of total current in parallel with

the copper at the hotspot.

The third stage (t/hour ≈ 4150), is the instant, or the relatively short time span

during the total simulated EM failure process, the copper interconnect is separated by the

void at the hotspot. Consequently, the hotspot barrier carries all the prescribed current and

generates significantly more Joule heat compared to the case without the void. Since the

hotspot is a small volume, having high resistance and limited dissipation area, significant

resistance and temperature jump is observed, which matches the analysis in section 2.6.

In the fourth stage (t/hour > 4150), void size keeps growing into the metal layer

copper branch. As copper is voided, the current is shunted onto the adjacent barrier ma-
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terial, which leads to the increasing of the total effective resistance. Despite this, at this

phase, we do not observe noticeable temperature change. This is because the later-added

resistance corresponds to relatively large portion of barrier material, which has enough

dissipation area to dissipate heat into the surrounding metal.

The above observation matches the analysis in section 2.6 and the experiment data

collected in [24]. This validates that the simulation method is consistent with the practical

EM failure process.

5.3.2 Joule Heating Analysis on All Domains

In this example, we investigate the wire resistance change pattern over time when

the void is formed and the void grows over the critical volume. We will compare the

resistance change against patterns observed in real silicon experiments.

(a) t = 18 (b) t = 60.1 (c) t = 60.15 (d) t = 65

† Time unit: day. Current density unit: A ·m−2.

Figure 5.16: Current density as void growing.

It was observed that the in the failure process of a electromigration, vulnerable

interconnect that is upstream-configured, its resistance growth follows a certain pattern [81].
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Figure 5.14 shows such resistance change patterns, in which the resistance starts with a very

slow increasing speed, followed by a sharp jump, and then increases approximately in a linear

manner regarding time. The reason of the sharp resistance jump is due to the Joule heating

induced resistance jump. This happens when the void completely cuts the copper wire into

two separate parts and all the current has to suddenly be shunted to the liner, which has a

much higher resistance as shown in figure 5.16.
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Figure 5.17: Temperature and resistance change over time.
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(a) t = 18 (b) t = 60.1 (c) t = 60.15 (d) t = 65

† Time unit: day. Power density unit: W ·m−3.

Figure 5.18: Power density (for Joule heating) change as void growing.

(a) t = 60.1 (b) t = 60.15

† Time unit: day. Temperature unit: K.

Figure 5.19: Temperature distribution and contour as void growing.

In the simulation, in order to have an interconnect that will end up with high

resistance, we use a straight-connected two-segment structure similar as in the one used

in section 5.2.1, but with wire lengths 20µm and 10µm and same current densities of 2 ×

1010A ·m−2 and 1× 1010A ·m−2. As shown in figure 5.17, as void volume increases, a sharp

resistance jump is observed at approximately 60 days of simulated time. Local operating

temperature is also increased because of the Joule heating effect.
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Figure 5.16 and 5.18 respectively show the current density and Joule heating power

density distribution change as the void grows to cause failure. Notice that in the figures

copper is surrounded by liner material, which can be differentiated by recognizing the

area where the current density is relatively low. At the moment the void cuts the copper

interconnect, all current are forced to flow through liner material, which causes the rapid

resistance increase. Figure 5.18 also explains the reason of temperature increase. Initially,

there is only one outstanding heat source located at the bottom of the via where the current

has to flow through the thin liner between layers M1 and M2. After the void gains a

significant volume, another heat source is created at the liner where the current is shunting

through, as depicted by the temperature contour shown in figure 5.19. Therefore, with

essentially another heat source introduced by void growing, a local temperature boost is

also observed, which contribute to the resistance jump shown in figure 5.17.

5.4 MTTF Analysis

In this section, we present time to failure (TTF) simulation results and comparison

with and existing modeling methods and two real-chip experiments.

With different current densities applied, void saturates at different sizes, as shown

in figure 5.20. Compared to experimental results, the simulated hydrostatic stress is ex-

pected to grow fast at early stage because of large current flux, and slowly drops because of

the advancement of copper-void boundary. We can successfully observe that the hydrostatic

stress accumulated at the void end is absorbed by the advancing copper-void boundary and

stops on a relatively low level when the void is saturated. Under extreme condition of
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current density applied on a copper line having enough length, we observe EM open-circuit

failure before the void saturates.

The widely used statistical MTTF estimation for EM wearout is given by the

Black’s equation: [8]:

MTTF ≈ Aj−n exp

(
− Ea
kBT

)
, (5.1)

which empirically shows relationship between current density and MTTF. Under certain

operating temperature, the simulated MTTF should satisfy equation (5.1). To check the

consistency with the mean time to failure experimental relationship MTTF ∝ j−n, we fit

the exponent n using least squares method.
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Figure 5.20: Void size vs. time with different current densities applied.

Figure 5.21 shows the fitted exponent n under different operating temperature

compared with two experimental results measured in [31] and [32]. We also compare the

our result against a recently published work [68], which focuses on the stress development
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Figure 5.21: Extracted current density exponent n.

in the copper wire without considering the their impacts on the void volume. As we can

see, the proposed FEM analysis method fits better against the two measured results than

the recently published work specially at the high temperature [68].

5.5 Void Growth Speed

Figure 5.17 shows that the void volume grows at a roughly constant speed at

1.15 × 10−9µm3 · s−1. We compare this result with the void boundary velocity model

proposed in work [36], where the boundary velocity (unit: µm · s−1) is calculated by

vboundary =
D0e

− Ea
kBT

kBT
eZρj. (5.2)

To compare between the results here, we need to provide the cross section area of copper

interconnect, which is 0.2µm× 0.15µm = 0.03µm2, to reconcile the unit difference. In our

3D FEM simulation, the activity energy used is Ea = 0.9eV. With this Ea applied to

equation (5.2), it will result an equivalent void boundary speed of 1.72 × 10−9µm3 · s−1.
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This is significantly larger than the result (1.15× 10−9µm3 · s−1) obtained by the proposed

simulator, which implies that the proposed method will deliver electromigration induced

life time analysis that not as pessimistic as the existing modeling work [36].

5.6 Stationary Analysis on Copper Only Domains

Figure 5.22: Current density analysis on 13-segment copper interconnect.

A 2D steady state simulation is performed on a 13-segment copper interconnect.

Since it is stationary analysis, less transient effects are expected to be observed on the

materials other than the copper. Therefore in the simulation, liner material, capping layers,

and dielectric material are omitted. Figure 5.22 and 5.23 shows the current density and

hydrostatic stress analysis. According to the stress distribution result as shown in the

figure, the highest stressed region can there by determined by the simulator. In this case,

the highest hydrostatic stress is higher than the critical stress of void growth, which implies

void will grow at the corresponding site, as shown by the material phase field in figure 5.24.
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Figure 5.23: Hydrostatic stress analysis on 13-segment copper interconnect.

5.7 Summary

This chapter focuses on providing result for the validation of the proposed method.

Simulated results are acquired from the implemented EM post-voiding analyzer and are

compared against existing EM models as well as experiment data observed from real silicon

tests. Time dependent post-void analyses are conducted on different shapes of intercon-

nects. Results show that the hydrostatic stress distribution and void growth or saturation

are as expected. Joule heating effect is observed from the proposed analyzer, showing an

abrupt temperature and interconnect resistance jump while the growing void covers the

main conducting copper, which matches real silicon test results. Compared to existing

models, MTTF analysis derived from the proposed method is closer to the real silicon mea-

surements. With the constraint (1.4) applied, simulated void growth speed is slower than

a recently proposed EM void growth model, which implies less pessimistic EM life time

estimation and meets the expectation.
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Figure 5.24: Copper-void phase field on 13-segment copper interconnect.
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Chapter 6

Conclusion

6.1 Contribution of This Work

In this work, a comprehensive electromigration analysis method is presented, de-

signed and implemented using modern finite element methods and libraries, and validated

with experiment results observed in real silicon tests.

To explicitly model the void boundary movement, a phase field variable governed

by the partial differential equations is resulted, which results in two coupled dynamic sys-

tems to describe the whole post-voiding stress evolution process. To incorporate the in-

herent physical interaction between the void volume and stress distribution in a confined

interconnect wire due to atomic conservation, a regulation factor for void growth velocity is

introduced such that the void boundary movement speed is controlled to ensure the atomic

conservation.

A finite element (FEM) multiphysics simulation method is proposed to investigate

the electromigration effect and its failure characteristics in copper interconnects in mod-
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ern integrated circuits. This work focuses on void growth simulation of the post-voiding

stage of the electromigration induced failure process. Three physics systems — hydrostatic

stress, current density, and temperature — are taken into account while the void growth is

simulated.

The software is designed to be easy to configure, scriptable, and highly compatible

with the widely-used input and output formats.It facilitates modern IC designs regarding

electromigration related failure and life time analysis by providing complete analysis of

void growth, hydrostatic stress distribution, electrical current density distribution, and

Joule heating effect. Practical simplifications are discussed and implemented in order to

efficiently simulate the electromigration effect and the induced failures.

Experiments confirms that the proposed simulation method is capable to handle

arbitrary interconnect shapes. Compared with real data observed in interconnect wear-out

experiments, the presented simulator can correctly predict the resistance jump and Joule

heating effect in the failure process. It is showed that the simulated void growth speed is less

conservative than recently proposed compact EM model. Thereby the software presented

in this work is validated and effective in the electromigration lifetime analysis in modern

IC designs.

6.2 Future Works

During electromigration induced failure process, void behavior is addressed in this

work and implemented to simulate the volume and shape change. While it is not a critical

factor affecting the simulation accuracy, copper grain boundary plays an important role
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guiding the void shape changing, as mentioned in chapter 1. In the future works, copper

grain boundary can be modeled by using a varying effective copper atom diffusion factor as

a function of spatial coordinates D0(x). With the feature of configurable initial condition

provided in the implementation, such a diffusion factor can be setup and automated to

configure arbitrary grain boundary for the copper interconnect.

Another possibility to further improve this work is to extend the input module to

allow automatically constructing input geometry from a routed circuit design. This would

strengthen the capability of the software’s integration from other upstream CAD softwares,

as well as widen it’s applications.

6.3 Related Publications

By the time this thesis is completed, parts of the work of this thesis have been

presented as poster session at International Integrated Reliability Workshop 2017, published

as [83] by IEEE Transactions On Very Large Scale Integration (VLSI) Systems 2018, and

accepted as [82] by International Conference On Computer Aided Design (ICCAD) 2018.
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