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ABSTRACT

High-resolution transmission electron microscopy (HRTEM) examination of nanoparticles requires their placement on some manner of support – either TEM grid membranes or part of the material itself, as in many heterogeneous catalyst systems – but a systematic quantification of the practical imaging limits of this approach has been lacking. Here we address this issue through a statistical evaluation of how nanoparticle size and substrate thickness affects the ability to resolve structural features of interest in HRTEM images of metallic nanoparticles on common support membranes. The visibility of lattice fringes from crystalline Au nanoparticles on amorphous carbon and silicon supports of varying thickness was investigated with both conventional and aberration-corrected TEM. Over the 1–4 nm nanoparticle size range examined, the probability of successfully resolving lattice fringes differed significantly as a function both of nanoparticle size and support thickness. Statistical analysis was used to formulate guidelines for the selection of supports and to quantify the impact a given support would have on HRTEM imaging of crystalline structure. For nanoparticles \( \geq 1 \text{ nm} \), aberration-correction was found to provide limited benefit for the purpose of visualizing lattice fringes; electron dose is more predictive of lattice fringe visibility than aberration correction. These results confirm that the ability to visualize lattice fringes is ultimately dependent on the signal-to-noise ratio of the HRTEM images, rather than the point-to-point resolving power of the microscope. This study provides a benchmark for HRTEM imaging of crystalline supported metal nanoparticles and is extensible to a wide variety of supports and nanostructures.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Recent years have seen a proliferation of advanced nanoparticle synthesis techniques – e.g., top-down, bottom-up, micellar methods, and electro-steric/static stabilization – enabling ever greater control over their size, morphology, and composition [1–4]. Nanoparticles can now be controllably produced that are only a few nanometers or below in size – ultra-small nanoparticles, with sub-nanometer aggregates of fewer than 20 atoms often called clusters. In this size range, the nanoparticles exhibit unusual size-dependent properties – e.g., electrical, magnetic, optical, and catalytic – and with it the potential for significant advancements in a vast array of fields, such as catalysis [5]. Taking advantage of these properties requires the accurate characterization of synthesized nanostructures at the relevant length scales (nanometer and sub-nanometer) to provide an understanding of their structure and behavior. This is important for the development of new and improved synthesis techniques for optimizing these structures for the desired performance, e.g., catalytic activity and selectivity [6]. Additionally, size-distribution statistics obtained by characterization tools that provide local information are necessary for the interpretation of data from ensemble-averaged techniques (e.g., extended X-ray absorption fine structure (EXAFS), where coordination number is a crucial parameter [7,8]) that are often used in nanoparticle analysis.

Transmission electron microscopy (TEM) is a powerful and versatile tool for providing morphological, size (and distribution), and chemical information of individual nanoparticles with sub-unit-cell spatial resolutions, essential for determining structure-function relationships. Advancements in spherical aberration (Cs) correcting hardware have delivered a significant increase in resolution [9,10], rendering atomic-scale imaging of nanocrystal
High-resolution TEM (HRTEM) imaging of nanometer-sized structures, however, can face a variety of challenges due to the small size, including beam damage, limited statistics, low signal-to-noise, and imaging artifacts arising from their finite nature [5,11,12]. In a previous work, we identified critical imaging issues – such as electron beam-induced changes, delocalization effects, inherent variability of lattice fringes, and the role of the support – in determining crystallinity in Pt nanoparticles using TEM [13]. Despite the detrimental impact supports can have on image contrast [14], their presence is unavoidable, whether in the form of TEM grid membranes or as an intrinsic part of the material system itself. As an example of the latter, metal nanoparticles supported by high surface area materials are common heterogeneous catalysts and important to myriad industrial processes [15]. Model systems of supported metal nanoparticles on planar substrates is a common approach for exploring the microscopic processes otherwise obscured by the complexity of these materials [16]. McBride et al. [17] indicated that conventional TEM imaging of ultra-small NPs can be limited by particle diameters of greater than 3 nm due to the contrast from amorphous carbon support films. For such reasons, graphene membranes (being a single layer of carbon atoms) have garnered attention as the “ultimate” support for TEM imaging of nanoparticles [14,17,18]. Barring a major fabrication breakthrough, more conventional TEM films – e.g., amorphous carbon, silicon, or SiN – will likely remain ubiquitous due to cost, ease of use, durability, and versatility. In addition, nanoparticles generally do not adhere as well to graphene, leading to increased movement under the electron beam, which can hamper high-resolution measurements. Nonetheless, in spite of the awareness regarding this issue, the critical thicknesses at which the contrast from commonly used TEM supports start to interfere with TEM imaging of the sample of interest has not been systematically quantified. This will only become more important as sub-nanometer nanoparticle/cluster sizes of a few atoms enabled by the advancement in synthesis methods approach the limits of HRTEM characterization. In addition, understanding the effect of the support on TEM imaging of catalyst systems is necessary to accurately distinguish such imaging artifacts from actual structural evolution occurring in supported nanoparticles under environmental conditions. In situ TEM, which enables the observation of structural changes under environments – e.g., temperature, gaseous atmosphere, liquid – approaching those of working conditions [19–23], faces additional imaging challenges, as the presence of liquid, gas, and/or windows from closed-cell holders can greatly reduce signal intensity.

Here we present a statistical study of the effect of support thickness on HRTEM imaging of ultra-small nanoparticles on commonly used support membranes of varying thickness composition. The metric quantified in this analysis is the visibility of nanoparticle lattice fringes, as these features convey information about the crystalline structure of the particles. Since this outcome is categorical – the fringes can only be either visible or not-visible – rather than continuous, logistic regression models were applied to estimate the probabilities of successfully visualizing lattice fringes. It is important to note that this study does not directly address the interpretability of the experimental lattice contrast, only the binary metric of observability. A systematic examination of gold nanoparticles on various supports was performed to obtain size-dependent statistics of lattice fringe visibility as a function of support thickness. Au nanoparticles were selected as – based on previous work in Ref. [13,24] and the sizes of nanoparticles measured in this study – it is reasonable to assume all the examined nanoparticles were crystalline and that lack of lattice fringe visibility was due entirely to imaging limitations rather than changes in nanoparticle morphology. Additionally, Au nanoparticles do not oxidize upon exposure to air, avoiding structural changes that would have complicated the analysis. In this work, quantification of the support effect on the ability to image nanoparticles was performed to verify the nanoparticle size dependence and determine critical size limits for a given support thickness. This investigation was carried out on both conventional and aberration-corrected TEM, to compare the respective limits of crystalline lattice fringe visualization. The method introduced here is broadly applicable to a wide variety of supports and crystalline nanostructures.

2. Materials and methods

The TEM supports used for this study included 2 nm thick ultrathin carbon film TEM grids (Ted Pella Inc.) and 5 and 9 nm thick, amorphous-silicon window TEM grids (Structure Probe Inc. / SiMPore Inc.). The nominal thickness of the grids given by the manufacturers (2, 5, and 9 nm) were independently measured via EELS using a JEOL JEM 2100F TEM/STEM equipped with a Gatan GIF Tridiem. The log-ratio method was employed, as detailed by Egerton [25] (see also Supplemental Materials S1). Twenty measurements were made across each film, with the thicknesses averaging 6.8 ± 1.8, 8.7 ± 1.3, and 12.1 ± 0.3 nm, respectively. It is likely the carbon film in particular is overestimated due to build-up from the stationary focused beam; longer acquisition times yielded correspondingly higher thickness values. The silicon films did not exhibit this same sensitivity to acquisition duration. Regardless of potential systematic overestimation in the absolute thickness, the relative thicknesses of the films match fairly well with the nominal values.

Au nanoparticles (NPs) were thermally evaporated onto these TEM support grids at 10⁻⁶ Torr with the substrate held at room temperature. Supplemental Materials S2 is a representative HRTEM image showing the size range of the resulting Au NPs. Based on the range of observed NP sizes and previous studies of Au NP [13,24], it was assumed that all the examined NP were crystalline.

TEM characterization was carried-out using a Philips CM300 FEG TEM/STEM (Cs = 0.65 mm) and the double-aberration-corrected FEI TEAM 0.5 TEM/STEM (Cs = 0.005 mm), both with UltraTwin pole pieces and operated at 300 kV without monochromation to ensure comparable information limits (0.8 Å). The TEAM 0.5 microscope is a modified FEI Titan TEM/STEM equipped with two CEOS hexapole-type spherical aberration correctors (0.8 Å information limit without monochromation [26]). Appropriate illumination conditions were established wherein a constant/low electron dose did not modify the Au NP during TEM examination.

Through-focal image series – i.e., focal-series HRTEM (FS-HRTEM) – of the nanoparticles were acquired to determine the presence of lattice fringes. The focus step sizes (the amount the defocus was varied between images in a series) were −3.0 nm for the TEAM 0.5 microscope and −4.1 nm for the CM300. An example FS-HRTEM series is included in Supplemental Materials S3. The average electron doses, calculated from the micrographs, for the focal series taken on the TEAM 0.5 were 6.7 × 10⁴, 9.9 × 10⁴, and 7.6 × 10⁴ e⁻/nm² per image for the 2, 5, and 9 nm films, respectively. The average dose for the CM300 focal series was 5.9 × 10⁴ e⁻/nm². For all series, the exposure time for each image was 1 s.

These focal series were not reconstructed for the purpose of investigating the complex exit wave, but were instead analyzed serially to ensure that all structurally relevant spatial frequencies were adequately sampled to avoid zero crossings of the phase contrast transfer function. The crystallinity of the Au NPs was
determined in a similar manner as the order versus disordered criteria of lattice fringe observations described in our previous work [13]. Diffractogram analysis was used to verify that observed lattice fringes corresponded to real structural frequencies. The visibility of the lattice fringes in the NPs during TEM imaging was addressed by considering the overlap between the lattice spacing and the information limit of the instrument. In this case, the instrument’s information limit must resolve the main interplanar spacings of a material obtained along all the major, low-index zone axis orientations. The complex interrelationships between the HRTEM images and details of the NP orientation discussed in previous studies [27-32] were considered here.

The NP sizes (diameters) were measured from the acquired PS-HRTEM images and binned by size (rounded up). The visibility or obfuscation of lattices fringes in a particle was treated as a binary response independent of spatial frequency (1 for visible, 0 for obfuscated) to yield a binomial distribution for each support type. Upon these distributions, linear regression analysis or logistic regression analysis, as applicable, was performed in the statistical computing environment R (version 3.2.2) [33] to estimate the probability that crystalline features could be successfully imaged for a given nanoparticle size and support thickness. In datasets where no statistically significant change in lattice fringe visibility was observed over the range of NP sizes present, a linear regression model was applied. In all other cases, a logistic regression model was used. A logistic regression was selected for this analysis because the response variable (lattice fringe visibility) is a categorical (either visible or obfuscated), rather than continuous, variable, and as such violates the assumption of linearity in a normal regression. What is being estimated is the probability of the event (visible lattice fringes) occurring. The logistic regression also evaluates the relative importance or impact of the independent variable(s) in predicting the response and whether there are any interactions between the predictors.

For the analysis in this work, each support type was fitted independently, using NP size as the sole predictor variable. The linear regression model was based on the following equation:

\[ F = \beta_0 + \beta_1 x \]  

where \( F \) is the fraction of the observed NPs with visible lattice fringes, \( \beta_0 \) is the intercept, \( x \) is the predictor variable (NP size), and \( \beta_1 \) is the coefficient for the predictor variable. The logistic regression model (Eq. (2)), using the logit transformation (Eq. (3)), is given by:

\[ P = \frac{e^{\beta_0 + \beta_1 x}}{1 + e^{\beta_0 + \beta_1 x}} \]  

\[ \logit(P) = \ln\left(\frac{P}{1-P}\right) = \beta_0 + \beta_1 x \]

where \( P \) is the estimated probability of the event to occur (i.e., visualization of lattice fringes in the NP), and the other terms are the same as in the linear regression (Eq. (1)). The generalized forms of these regression models, allowing for multiple predictor variables, are discussed in Supplemental Materials S4. The linear regression models were evaluated using the generated residual standard error and by visual inspection. The logistic regression models were evaluated by the resulting p-values and calculated pseudo \( R^2 \) (1- ratio of residual deviance and null deviance). The p-value measures the significance of the variable by estimating the probability of obtaining a coefficient with a magnitude as large as we observed if the variable has no effect on the outcome (null hypothesis) [34]. A p-value of less than 0.05 is considered statistically significant.

3. Results

Multiple HRTEM focal series were acquired on each support type. From these series, representative images of which are shown in Fig. 1 for the (a) 2 nm, (c) 5 nm, and (e) 9 nm-thick supports, respectively, imaged using the aberration-corrected TEM. The sizes of nanoparticles were measured and the presence or absence of distinguishable lattice fringes were determined. The observed Au NPs ranged in size from ~1.1 to 4 nm for the 2 and 5 nm supports, and up to 8 nm for the 9 nm-thick support. Higher magnification examples of individual NP exhibiting visible lattice fringes, indicated by arrows in Fig. 1, are inset. The NPs were randomly oriented with respect to the electron beam. The corresponding histograms of nanoparticle size, categorized by lattice fringe visibility, are provided in Fig. 1b,c,d. The total number of NPs measured, \( N \), is listed in the upper right or each histogram.

The experimental NP data (symbols) – the fraction of NP with visible lattice fringes – and their corresponding fits (lines) are plotted for comparison in Fig. 2 as a function of nanoparticle size. The shaded regions are the 95% confidence intervals of the regression models. Each fitted curve provides an estimate of the probability that the lattice fringes of a nanoparticle of a given size will be visible in an HRTEM image. For the 2 nm amorphous carbon support, only a single mid-sized (2 nm diameter) nanoparticle out of 132 NPs was observed with obfuscated lattice fringes. As such, the data were fit with a linear regression. The 5 nm and 9 nm amorphous silicon supports exhibited a broader range of obfuscated particles and were each fit with a logistic regression. The resulting fitting coefficients and fit metrics are summarized in Table 1. Summaries of the model fits are included in Supplemental Materials S4.

The linear regression fit to the 2 nm a-carbon film data shows good agreement by visual inspection and the low (\(<0.01\)) standard error. The fit is not statistically significantly different from a horizontal line through the mean of the experimental values, indicating that over the size range of nanoparticles observed (1–4 nm), the visibility of lattice fringes is not impacted by the support. The extremely low p-values (\(<0.0005\)) of the logistic regressions of the 5 and 9 nm thick films, however, indicates a significant dependence of lattice fringe visibility on nanoparticle size for the given support type and thickness. This means that the supports strongly affect the ability to image these particles (i.e. the ‘support-effect’) and the degree of this effect is a function of particle size. The high pseudo-\( R^2 \) value of the 9 nm fit signifies a good fit of the logistic regression model and that almost all the variation in lattice fringe visibility in the dataset can be accounted for by the support-effect. The pseudo-\( R^2 \) of the 5 nm fit is lower but still clearly shows that the support-effect is the dominant factor. The greater variance as the particle size decreases (Fig. 2) is at least in part an artifact of the low counting statistics due to having fewer smaller nanoparticles for measurement. This variance is taken into account by the 95% confidence intervals, seen in Fig. 2, in which a clear difference in response (lattice fringe visibility) between the different substrate thicknesses as nanoparticle size decreases.

The NPs on the 5 nm-thick a-silicon support were also examined using a conventional, non-aberration-corrected TEM. An example micrograph and the size distribution histogram from the dataset are shown in Fig. 3. Though not as sharp in fine detail, the NPs in the images from the uncorrected micrographs exhibited a higher contrast against the background membrane than in the aberration-corrected images. Like with the 2 nm a-carbon support, only a single NP (this time 1.5 nm in diameter) out of 158 with obfuscated lattice fringes was observed (cf. Fig. 3b), so a linear regression fit was the most logical choice. The fit is summarized in Table 1 and the uncorrected and the corresponding aberration-
Fig. 1. Example HRTEM (a,c,e) images from focal series of Au NPs deposited on (a) 2 nm thick a-carbon, (c) 5 nm a-silicon, and (e) 9 nm a-silicon films, acquired using the aberration-corrected TEAM 0.5 microscope. Each inset shows a higher resolution image of a selected nanoparticle, indicated by an arrow, that exhibits visible lattice fringes. The corresponding size histograms for each support type are included in (b,d,f), respectively, divided up by NPs with visible (red) and obfuscated (white/cross-hatched) lattice fringes. The total number of NPs measured from each support type (N) are listed in the upper right of the histogram. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
corrected data and fits are plotted in Fig. 4. Again, the low standard error and goodness of fit by visual inspection of the linear model to the uncorrected data indicate that the lattice fringe visibility over the 1–4 nm size range was not impacted to any statistically significant degree by the presence of the support. This increase in probability of visualizing lattice fringes using the uncorrected TEM was observed with the other supports, too, though their sample sizes were too low for any meaningful statistical analysis.

### 4. Discussion

#### 4.1. Impact of support thickness

Although lattices fringes could be visualized at all nanoparticle sizes for all the supports examined, the probably of their visibility as nanoparticle size decreased diminished significantly with

![Image](https://via.placeholder.com/150)

**Table 1**

| Fit parameters and metrics for the linear regression (2 nm a-carbon and 5 nm a-silicon uncorrected) and logistic regression (5 and 9 nm a-silicon), plotted in Figs. 2 and 4. |
|---|---|---|---|
| **Linear regression** | **B0, Intercept** | **B1, Coefficient** | **Residual Standard Error** |
| 2 nm a-carbon | 0.995 | 6.92 × 10⁻⁴ | 0.0103 |
| 5 nm a-silicon uncorrected | 0.979 | 6.01 × 10⁻³ | 0.0233 |
| **Logistic regression** | **B0, Intercept** | **B1, Coefficient** | **p-Value** | **Pseudo-R²** |
| 5 nm a-silicon | −1.24 | 1.93 | 4.27 × 10⁻⁴ | 0.673 |
| 9 nm a-silicon | −3.62 | 3.04 | 1.07 × 10⁻⁷ | 0.955 |

![Image](https://via.placeholder.com/150)
increasing support thickness. In particular, the 5 and 9 nm thick supports diverged from the 2 nm thick support beginning with NPs about 2.5 nm in size, while the 5 and 9 nm thick supports began to diverge from each other below a NP size of ~2 nm (c.f. Fig. 2). The critical nanoparticle sizes (determined from the fits) for a given probability of lattice fringe visibility for each support type are summarized in Table 2.

The ultrathin 2 nm amorphous carbon support is clearly the ideal choice, if possible, due to no degradation of lattice fringe visibility. The 2 nm amorphous carbon support is the only support that showed no degradation of lattice fringe visibility, even at the highest visibility probability of 95%. The 5 nm a-silicon support showed some degradation at 50% visibility probability, and the 9 nm a-silicon support showed significant degradation at 50% visibility probability, and very significant degradation at 75% and 90% visibility probabilities. The 9 nm a-silicon support is not recommended for imaging NPs below 2 nm in size.

Table 2

<table>
<thead>
<tr>
<th>Support</th>
<th>Critical Nanoparticle Size (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50% Visibility</td>
</tr>
<tr>
<td>2 nm a-carbon</td>
<td>n/a</td>
</tr>
<tr>
<td>5 nm a-silicon</td>
<td>1.2</td>
</tr>
<tr>
<td>9 nm a-silicon</td>
<td>1.6</td>
</tr>
</tbody>
</table>

† The visibility of lattice fringes in NPs over the range of NP sizes observed (1–4 nm) was not impacted by the presence of the support film, retaining full visibility.

This value lies outside the size range of NPs observed in this study, and so is not necessarily accurate.

4.2. Limited impact of aberration correction

Compared to the aberration-corrected images, the nanoparticles imaged using the uncorrected TEM (c.f. Figs. 1c and 3a) exhibited a higher contrast against the background, rendering them easier to distinguish. Further, as evidenced by Fig. 4, the HRTEM imaging using the aberration-corrected versus uncorrected TEM differed notably in their ability to resolve the lattice fringes of nanoparticles on a given support. On the 5 nm thick support, the difference grew significantly for imaging NPs ~2 nm and smaller. This behavior may primarily be attributed to the increased (approximately six times higher) electron dose of the aberration-corrected focal series images, as in this dosage range the signal-to-noise ratio of simulated HRTEM images was found to be nearly linear with dose [35]. While SNR does not always correspond to visibility, all else equal a higher SNR should improve the visibility. In addition to confirming this expectation, comparison between the 5 nm experiments also indicates that aberration correction does not appreciably improve the ability to visualize lattice fringes in such nanoparticles; the SNR is more important.

Given how significantly the uncorrected TEM outperformed the aberration-corrected microscope in this test with an electron dosage less than an order of magnitude higher, it is possible that there are additional secondary attributes of uncorrected TEM that contribute to the improved lattice fringe visibility. This behavior may be explained by the contrast transfer function (CTF), computed using MacTempasX [36], for the TEAM 0.5 (Fig. 5a–b) and CM300 (Fig. 5c–d) microscopes near the Scherzer defocus condition. Although the two microscopes share the same incoherent envelope, it is sampled differently by the coherent function of each. The contrast is higher at low spatial frequencies in the uncorrected CTF, and the tail does not fall off as quickly at higher spatial frequencies; these aspects persist at other defoci. The recurrent oscillations of the uncorrected CTF are likely providing a fuller sampling of the incoherent envelope, yielding a higher probability of a particular fringe spacing passing through a CTF maximum, and thus transferred strongly to the imaging plane. Consequently, the lattice fringes appear in images as oscillations on top of a dark background where the speckle contrast of the amorphous background is suppressed, yielding a higher signal to noise ratio. In the aberration-corrected case, the nanoparticle has a similar overall contrast as the background; the lattice oscillations in contrast are directly in competition with the amorphous speckle, leading to a lower relative contrast. Furthermore, uncorrected TEM imaging is subject to greater delocalization, extending the fringes outside the formal nanoparticle boundary, which may make their presence easier to notice by eye. This delocalization also means the NP sizes are likely to be overestimated for the uncorrected case, implying that the uncorrected TEM is possibly even more advantageous for lattice fringe visibility than indicated here. It should be noted that in an aberration-corrected TEM the value of Cs can be adjusted using the corrector, shifting the position of the CTF crossover (s) and enabling a CTF similar to an uncorrected TEM to be obtained, if so desired.

The improvement in lattice fringe visibility, however, comes at a non-trivial cost. The greater number of zero crossings in the uncorrected CTF hinders the interpretability of the images. Aberration correction also decreases delocalization errors and produces a finer point resolution. Thus, if the visibility of lattice fringes (or similar) is the primary desired feature, or if other aspects of the experiment preclude the use of thinner supports, it may actually be beneficial to employ an uncorrected TEM or intentionally increase the value of Cs in an aberration-corrected TEM. These results are only directly applicable to experiments attempting to distinguish ordered from disordered NPs, and do not directly extend to the identification of different crystal structures.
5. Conclusions

In summary, we performed a systematic study of the impact of commonly used TEM support films – amorphous carbon and silicon – on the ability to resolve the internal structure, in the form of lattice fringes, of ultra-small nanoparticles. The results of this work establish a quantitative statistical benchmark for HRTEM imaging of such aspects in nanoparticles on supports. Over the range of nanoparticles observed – as small as 1 nm – the ultrathin 2 nm carbon support had no negative impact on the visualization of lattice fringes. The performance of thicker 5 and 9 nm amorphous silicon, however, was found to fit well with logistic regression models. For NP around 2 nm and larger, the thicker 5 and 9 nm supports retained the ability to visualize lattice fringes with > 90% probability. Below this, however, the three supports diverge significantly. The probability of visualization drops to 75% in nanoparticles ≤ 1.2 nm and ≤ 1.6 nm in size for the 5 and 9 nm a-silicon supports, respectively, with 1.2 nm NPs falling to 50% on the thicker 9 nm grid.

Uncorrected TEM with a moderately higher electron dose was found to improve lattice fringe visibility significantly – e.g., full visualization over the size range (1-4 nm) examined on the 5 nm substrate – compared to the equivalent aberration-corrected counterpart. This gain occurs at the cost of the other benefits of aberration correction, such as higher spatial resolution and improved interpretability, but may prove a preferable trade-off for some experiments and materials systems. It also confirms that, in practice, the ultimate limit for resolving lattice fringes is the signal-to-noise ratio rather than the point resolution or information limit of the microscope.

This work provides quantitative guidelines for the selection of support, to be considered along with other experimental requirements, to ensure the greatest chances of obtaining the information desired during TEM examination of NPs as a function of NP size. The results are also of particular value for avoiding ambiguity arising from imaging artifacts that could otherwise obscure real changes in nanoparticle structure, by offering a statistical estimation of the support’s impact on such features. While the NP size imaging to support thickness guidelines reported are generalizable to other high Z metal nanostructures dispersed on low Z supports in this thickness range, the benchmarking methodology presented in this paper can be easily extended to other supports and materials.
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