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Abstract

Molecular diffusion and transport processes are fundamental in physical, chemical, and biological systems. Current approaches to measuring molecular transport in cells and tissues based on perturbation methods, e.g., fluorescence recovery after photobleaching, are invasive; single-point fluctuation correlation methods are local; and single-particle tracking requires the observation of isolated particles for relatively long periods of time. We discuss here the detection of molecular transport by exploiting spatiotemporal correlations measured among points at large distances (>1 μm). We illustrate the evolution of the conceptual framework that started with single-point fluorescence fluctuation analysis based on the transit of fluorescent molecules through a small volume of illumination. This idea has evolved to include the measurement of fluctuations at many locations in the sample using microscopy imaging methods. Image fluctuation analysis has become a rich and powerful technique that can be used to extract information about the spatial distribution of molecular concentration and transport in cells and tissues.
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INTRODUCTION

This review illustrates chronologically and conceptually the evolution of the field of fluorescence correlation spectroscopy (FCS) from the initial experiments to the current stage. For the purpose of this review it is useful to discuss ideas from a mathematical framework using figures and tables containing information on specific aspects of the technology and to show a few application examples. This review is a lesson from the fluctuation spectroscopy field about the conception and application of ideas and its influence as a technology in the biological and biophysical fields. A large number of researchers have contributed to this evolution, and it is impossible to cover all their important work.

FCS has emerged as a powerful method to study the motions of fluorescent molecules in solution, in cells and tissues. It provides information at the single-molecule level by averaging the behavior of many molecules, thus achieving very good statistics. Single-particle tracking (SPT) is also a highly sensitive technique to measure particle movement. The single-point FCS method only provides information about the measured point in the sample, making it difficult to map the flow of molecules in a complex volume such as that of a cell, whereas the SPT technique only allows tracking in cells of isolated large particles.
We describe here a conceptual history of the FCS approach by explaining not only its powerful principle, but also its limitations. At the end of this review we describe a proposed paradigm change in which one overcomes some of these limitations by using spatial pair cross-correlation functions (pCFs). The pCF approach measures the time a particle takes to go from one location to another by correlating the intensity fluctuations at specific points on a grid, independent of the number of particles in the imaging field. Therefore, one can trace the average path of particles. For example, this method could be used to detect the time at which a protein passes the nuclear barrier and the location of the passage. This information cannot be obtained with the fluorescence recovery after photobleaching technique or any other image correlation spectroscopy method. Instead, this method builds on some recent work using dual-foci FCS (1) and bridges the two technologies (FCS and SPT), providing single-molecule sensitivity and information about the path of molecules, but in the presence of many molecules. This method has much broader applicability than solely for the study of membrane organization and dynamics described in Reference 2 as it works in three dimensions and could be applied to the interior of a cell.

SINGLE-POINT FLUORESCENCE CORRELATION SPECTROSCOPY: THE ORIGINAL APPROACH

The FCS field was developed after the dynamic light scattering (DLS) technology, also known as photon correlation spectroscopy (3–7). Although the technology for the measurement and analysis of fluctuations in FCS was originally derived from the DLS field, the physical principle producing fluctuations in FCS is quite different. DLS depends on the scattered light interference from an ensemble of particles (5). The fluctuations in scattering intensity from molecules in a volume defined by the wavelength of light are caused by reflection and interference among particles (5). An advantage of DLS is that it does not require a fluorescent molecule. Instead, the FCS signal originates from fluorescent molecules passing through a very small illumination volume generally defined by a confocal volume or due to a change in their fluorescent properties. Single molecules in the volume of excitation are sufficient to produce a signal. More importantly, the selectivity of fluorescence allows only the molecule of interest to be detected. The FCS field was originally started by Magde et al. (8) in 1972 for the determination of binding of ethidium bromide to double-stranded DNA. In this original work the fluorescence fluctuations resulted from the difference in fluorescence quantum yield when ethidium bromide binds to DNA (high quantum yield) with respect to the unbound state (Figure 1). The original purpose was to study chemical kinetics. Later the effect of diffusion on the fluorescence fluctuations was discussed (4, 9–12). A few years after its introduction, most of the theory of single-point FCS was developed together with the understanding of the technology needed to record and analyze the fluctuations (13). Briefly, the FCS analysis is traditionally done using correlation functions, although other approaches have been proposed (14–16). In a fluctuation record there are two aspects that are usually analyzed (Figure 2). One is the temporal spectrum of the fluctuation, which is obtained using the autocorrelation function (ACF) approach, and the other is the analysis of the amplitude spectrum, which is obtained using the photon-counting histogram approach or fluctuation intensity distribution analysis (Figure 3) (17–24). Both the ACF and photon-counting histogram approaches are adequate to analyze relatively simple systems in chemical equilibrium. In a typical experiment we extract the characteristic time of the fluctuations, which can result from the diffusion of chemical species across the illumination volume or from changes in quantum yield due to transitions between possible states of the system.

Although most of the FCS literature uses the ACF approach, the fluctuation record is a time series, and other approaches based, for example, on hidden Markov chains and other
statistical analysis methods have been successfully used to extract information about the states and the rates of transition between states of a chemical system (25–32).

Originally, the FCS technique had limitations that required further technical and conceptual advancements before the method could become popular. A technical problem was the realization of a sufficiently small volume of illumination so that the fluctuations due to the passage of molecules were large and easily detected (Table 1). This technical limitation was removed by the pioneering work of Eigen & Rigler (33) using confocal pinholes. Another technical problem was the lack of sensitive, low-noise detectors based on the photon-counting approach, which became available during the 1990s. Perhaps a major conceptual approach was the change of point of view from the description of fluctuations based on changes in concentration, typical of the DLS approach, to the single-molecule description, typical of the FCS field (33). Although in the 1990s the single-molecule field became popular, researchers also exploited other methods of obtaining small volumes of illumination such as the two-photon excitation volume approach. Fast low-noise detectors became available, and the entire field received a strong impetus. The evolution of FCS, which included the availability of commercial hardware for researchers, had begun.

The technology for recording fluorescence fluctuations at a single point has reached a high level of sophistication. Essentially, we can measure processes that occur in a very broad timescale from picoseconds to many seconds, covering a range of at least 12 or more decades in time. This range is adequate to study processes such as molecular rotations, rapid molecular internal relaxations, energy transfer, diffusion, and chemical reactions.

Physical processes that have been measured using FCS are listed in a sidebar. Given the richness of the field, the sidebar cannot include all applications. As result of the developments in many labs, single-point FCS is today a mature technology. We understand the statistics of a photon’s time of arrival and how these statistics relate to underlying chemical and physical processes (19). There is a relatively good understanding of measurement artifacts arising from limitations of the detection, processing electronics, and unwanted chemical reactions such as photobleaching that inevitably occur during data acquisition (13).

An important modality associated with single-point FCS is dual- (or multiple-) channel data acquisition. This is normally referred to as cross-correlation FCS. This concept is similar to that of coincidence detection commonly used in many physics experiments. In the context of FCS it is used to measure the simultaneous occurrence of fluctuations in two (or more) channels (Figure 4). The cross-correlation method is also common in DLS, but the use of coincidence analysis to detect the formation of molecular complexes is unique to FCS (34–43).

SCANNING TECHNIQUES: THE EVOLUTION OF THE SPATIO-TEMPORAL CONCEPT IN FLUCTUATION SPECTROSCOPY

The Spatial Correlation Traditional Approach: The Carpet Idea

A substantial limitation of the single-point FCS technique is the lack of information about fluctuations occurring in the proximity of the measured point. Many processes in chemistry, physics, and biology have a spatial scale. Since the earlier days of FCS it has been well-known that diffusion processes have spatial structures that depend on the size of the volume of illumination. The larger the volume is, the longer it will take for a molecule to cross the illumination volume. The timescale of other processes such as binding to immobile locations or blinking and rotational motions is independent of the size of the illumination volume (Figure 1). This difference in the spatial extent of the fluctuation was used to distinguish
among processes. However, this approach, i.e., the dependency of the timescale on the size of the illumination volume, still uses an illumination volume that has cylindrical symmetry. With this approach it is difficult to produce illumination volumes that are large and of an arbitrary shape.

Early in the field’s development, it was understood that by moving the illumination volume in a periodic pattern in the sample at a rate such that the molecules will not move much during a period, the record of the intensity fluctuations along the path will contain spatial information about the location where the fluctuation occurred (44, 45). The analysis of the fluctuations at successive periods will contain information about the time course of the fluctuations of the points along the path (46). This approach is called scanning FCS, and it is practiced today in several labs (47–51). Conceptually, scanning FCS is different from the use of an arbitrary shape or size for the volume of illumination such as the dual-foci method (1, 52), as different volumes are excited at different times in scanning FCS. Scanning introduces a time and spatial structure to the observation that we could exploit to best match the spatial and temporal structure of the physical process we are investigating (Figure 1).

One advantage of scanning FCS is that current confocal microscopes have the capability to send the laser beam along a path (either line or circular orbit) at a very high rate. As this method is the basic element for the introduction of spatiotemporal correlations, let us examine from a conceptual point of view the various ways that the information is encoded when a laser beam performs a periodic path in the sample. Every point along the path is visited once per period. The size of the point is defined by the point-spread function (PSF). If molecules remain in a given point for a time comparable with the period, then the intensity fluctuation at that point decays between successive periods. Because data are available at many points along the path, this experiment is equivalent to performing many single-point FCS measurements simultaneously. In this case, the time resolution of the experiment is the period, which can be a fraction of a millisecond, short enough to correlate the motion of small proteins in the cellular environment. However, if we consider two adjacent points in the path, the time difference of sampling these two points is equal to the period divided by the number of sampling points along the path. The time from point to point is then in the microsecond range, which is typical of the single-point FCS method. For reasons that are explained below, the correlation in time of one point of the path is called the carpet approach, whereas the correlation in time among neighboring points along the path is called the raster image correlation spectroscopy approach.

Taken together, the spatial and temporal correlation approaches strongly increase the information content of the fluctuation measurement. Although this principle was known since the early days, the technical realization of a practical system based on rapidly scanning a path in the sample made the technology easy to implement (46).

Technically, the path can have a complicated spatial and temporal sequence, such as the rasterscan path obtained in confocal microscopy. One crucial consideration is the rate of sampling along the path and the location of points along the path. This concept is different than the original idea of using images to obtain spatial correlations, which is the basis of image correlation spectroscopy.

**Image Correlation Spectroscopy**

The field of image correlation started with the idea to correlate in space the fluorescence distribution in one image. Petersen and colleagues (53–55) exploited this principle to obtain the average size of large protein aggregates in biological membranes. If protein aggregates are larger or comparable in size to the PSF, the spatial correlation operation applied to the pixels of an image is used to obtain the average aggregate size and its distribution (Figure 5).
It was soon realized that images taken at different times could provide the time evolution of the aggregate size. Moreover, the intensity at one point (pixel) could be correlated in time with the intensity at the same point in the next frame so that the intensity at one pixel as a function of time could be represented as a time series (Table 2). This is the same concept as the carpet approach in scanning FCS, and it is called time image correlation spectroscopy. However, in the case of the acquisition of entire frames, the sampling rate at the same pixel is equal to the frame rate (seconds). This time is generally much slower than the diffusion (pixel to pixel) of molecules in membranes or in the cytoplasm. Therefore, this idea had applications only for very slowly moving particles. By this time, the idea of exploiting spatio-temporal correlation to determine diffusion and aggregation was in full development, mainly because of the efforts of the group of Petersen and Wiseman (56–68). Several variants of image correlation spectroscopy were developed with the purpose of extracting correlations that result from different processes such as diffusion, flow, and binding. For example, time image correlation spectroscopy, spatio-temporal image correlation spectroscopy, and inverse-space image correlation spectroscopy were developed at that time (Table 2). During the same period, in our lab we exploited the concept of rapidly scanning a path in the sample so that the time and the space variables can be simultaneously sampled (69, 70).

There is a substantial difference in acquiring an image as a snapshot and then correlating the intensity at each point with the successive images by comparing with a raster scan of an image with a specific path. The time resolution of the image correlation method is limited by the frame rate (which is on the order of seconds to milliseconds), whereas in the raster-scan method successive points along a line are measured with microsecond resolution and points in successive lines are measured with millisecond delays (Figure 6) (69–78).

It is important to realize that, in all these image correlation spectroscopy methods, the spatial correlation function averages all spatial coordinates so that the spatial information at the pixel level is lost. One way to partially overcome the reduction in the spatial resolution is to average over smaller areas, so that some sort of spatial information can be maintained (Figure 6).

Above we discuss methods that have pixel resolution and very-high time resolution (single-point FCS), methods that have good time resolution and pixel resolutions but on many pixels (the carpet approach), and methods that exploit spatial and temporal correlations but average relatively large areas (the image correlation spectroscopy methods). It is noteworthy to mention that we have developed the number and brightness approach, which is based on pixel resolution for methods used to extract information on the amplitude of the fluctuations (69–71, 76–79).

**Observing the Same Molecule**

To advance to the next level of complexity in the spatial and temporal understanding of the intensity fluctuations, we need to further develop the concept of molecular fluctuations. The chronology of the development of this concept required a maturation of an underlying idea in FCS. As we report in the Introduction, in the initial development of FCS there was a change in focus from the consideration of fluctuations in molecular concentrations to the description of fluctuations in terms of single molecules. The observation of temporal antibunching was definitive in this regard. The antibunching experiments demonstrated that there was an anticorrelation during a brief time following excitation that proved that the same molecule could not be excited until it returned to the ground state. It was also at this particular time that the technology for SPT was also developed. A requirement for SPT is that the particle (or molecule) being tracked is far from other particles so that the single-particle observation condition is achieved. In SPT we are always observing the same
particle. In FCS the concept of fluctuations due to the same molecule was only raised recently by the pioneering work of Földes-Papp and colleagues (80–84). Under dilution conditions in which only one molecule is present in the proximity of the volume being sampled, these authors have shown that it is possible to measure correlations due to the re-entry of the same molecule in the volume of illumination (Figure 7). Although simulations of particles undergoing random walk predicted this behavior Földes-Papp and colleagues obtained the result experimentally. Once the observation of the same molecule was established experimentally, we learned some characteristic signatures of this processes such as spatial antibunching, which results in the anticorrelation of spatial fluctuations at a distance. This understanding leads to a new concept in fluctuation spectroscopy in which the correlation of fluctuations due to the same molecule at different locations can be identified. There is still a profound difference between SPT, in which we follow in great detail the movement of one particle, and the detection of the passage of the same particle at two distant points. Remarkably, we are witnessing an evolution of the original idea of extracting information from fluctuations due to the passage of single molecules in the volume of observation (single-point FCS) to that of detecting the same molecule at different locations (the pCF approach).

**Spatial Pair Cross-Correlation Functions**

The basic idea of the pCF method is to statistically follow the same fluorescent molecule diffusing in the cell (2, 85). Figure 8 schematically shows the principle of the method. The fluorescence intensity is rapidly sampled (compared to the motion of the particle) at several points in a grid. As particles migrate, they appear at different points in the grid (Figure 8a).

Although the example in Figure 8 depicts a particle diffusing in two dimensions, the principle of the method is valid for diffusion in any dimension. By detecting the same molecule at two different locations, we measure the average time the same molecule takes to move between those two locations. Because the measurement is exquisitely local to a pair of points, if there is a delay from the expected average time to diffuse the distance between the two points (expected on the basis of the mean-square displacement law of diffusion), then we can make inferences about the existence of diffusion barriers between these two points or about regions in the cell with slow diffusion. By repeating the calculation at several pairs of adjacent locations, we can trace the contour of the barrier, if it exists. One important consequence of the proposed pCF method is that diffusion is measured by the average time particles (molecules) take to travel between two points. As the position of the two points is arbitrary, the anisotropy of the motion can also be measured. This method is substantially different from the conventional FCS method in which the duration of the intensity fluctuation is measured as the molecule transits across a focused laser beam. In the pCF approach, the calibration of the exact volume of the PSF is not crucial, as we only need to know its average location.

Measuring the correlation between two separate points is not new. Traditionally, the two points are obtained by focusing two laser beams at a distance (fixed or variable). Using this approach, accurate measurements of diffusion coefficients have been achieved and the flow of molecules between the two points has been measured (1, 86). However, the information obtained is local and is obtained one pair of points at a time. In our approach we use a laser beam that is moved rapidly to different locations in a repeated pattern, generally a line, circle, or grid. The entire pattern is repeated in approximately 1 to 10 ms. We measure the correlation between every pair of points in the grid pattern. The result is a map of molecular flow and therefore a map of barriers to flow. Furthermore, our approach is applicable to conventional laser scanning microscopes that are readily available in most biology labs.
Demonstration of the Pair Correlation Function Principle

To introduce the mathematics and concepts necessary to understand the pCF idea, we schematically show in Figure 9 the expected intensity profile at two locations due to diffusion (Equation 1; see the sidebar Derivation of the Expression for the Pair Correlation Function for Diffusing Particles). A molecule at time $t = 0$ is at a given position. Due to diffusion there is a probability of finding the molecule at any given distance from the original position. A section of the fluorescence intensity at different distances (from the origin) and times is shown in Figure 9b.

In our original proof-of-principle setup, we acquire data by rapidly moving a diffraction-limited laser beam focused on the surface of the membrane of a cell (87). In our example, the fluorescence intensity is sampled at a rate such that spatial locations along the orbit are oversampled with respect to the waist of the laser beam. For example, if the waist of the diffraction-limited spot is 200 nm (typical of a confocal microscope), then we sample the intensity approximately every 100 nm as this spot moves on the plane of the membrane (in a linear or circular pattern). The exact distance is not important provided we can sample several times during the motion of the laser beam along a distance comparable to the beam waist. For example, in our setup we scan one orbit in approximately 1 ms. If the intensity is sampled every 15.62 $\mu$s, we have 64 points per orbit in 1 ms. If the distance between successive points is 100 nm, we can collect points in a line that is approximately 6.4 $\mu$m long. This length scale is adequate for studying spatial heterogeneity from approximately 200 nm to micrometers and on a timescale from microseconds to several minutes or hours. The parameters used for this example are typical, and their values could be adapted to different experimental situations. We note that contrary to raster image correlation spectroscopy, which requires oversampling, the pCF approach will work with pixels separated by distances that are larger than the pixel size. Actually, by increasing the distance, we also increase the time it will take for a molecule to go from one point to another, which makes both fast and slow diffusing processes equally measurable.

Simulated Data: Isotropic Diffusion in a Membrane

Figure 9c shows simulated data collected along an orbit approximately 10 $\mu$m long with a sampling rate of 15.62 $\mu$s per pixel. Data are presented under the form of a carpet in which the $x$ coordinate represents the positions along the orbit and the vertical coordinate corresponds to successive orbits. Because the laser beam moves at a constant velocity along the scan line, there is a direct relationship between the position of a point in the carpet representation and the time the intensity is acquired at that point. If we extract a column of the carpet, this column will correspond to the intensity fluctuations at that location. Along the orbit, points are sampled every 15.62 $\mu$s in our simulations and in our instrument. During that time, a molecule in the membrane will only diffuse a few nanometers (assuming a diffusion coefficient of 0.1 $\mu$m$^2$ s$^{-1}$), and when the same position is sampled again after 1 ms, the particle has moved on the average approximately 20 nm. If we perform the pair cross-correlation calculation of the fluctuations occurring at two points along the orbit, we could determine the average time necessary to reach that distance. Figure 9d shows the pCF calculated between points at a distance of 1, 2, 3, 4, 5, and 6 pixels along the orbital scan. When the distance between the two points is small, points are within the PSF, which produces a correlation of the intensity fluctuations at very short times. As the distance increases, the amplitude of the pCF starts with very low (even negative) amplitude and then increases at a later time. Figure 9e shows results of a simulation using particles with different diffusion coefficients and a combination of these particles. The figure shows the pCF at a distance of 10 points along the orbit for three different diffusion coefficients ($D = 10, 1, \text{ and } 0.2 \mu$m$^2$ s$^{-1}$) and for a sample containing two types of particles diffusing at 10 and 0.2 $\mu$m$^2$ s$^{-1}$. The average time at which the maximum of the correlation is reached
increases as the diffusion coefficient decreases. The width of the time of passage distribution is relatively constant (in the log axis plot), and it is approximately 1 decade in time. We anticipate that if two molecular species differ in their diffusion coefficients by more than a decade, they will appear as separate peaks in the pCF. The sample containing the two species that are separated by a factor of 50 in diffusion coefficient is indeed well separated. We also show that the pCF can be negative at short times (Figure 9e). The characteristic anticorrelation at short times and then the increase in the correlation at longer times are the signatures for the detection of the same molecule at a later time. This is the spatial equivalent of the time-antibunching principle. At longer times we have a maximum in amplitude of the cross-correlation curve, which results from the average transit time (diffusive or not) between the two locations. At very long distances the cross-correlation function decreases because the particle has a smaller chance to be detected at one specific point along a circle surrounding the particle, as previously described. Figure 9d shows that the amplitude of the correlation decreases with distance, but Figure 9e shows that for the same distance, the amplitude of the correlation is independent of the diffusion coefficient. This results from the same particle with a spot the size of the PSF being measured at different distances (Figure 9f). The ratio between the size of the spot and a hypothetical line surrounding the particle decreases linearly as we go further from the original position of the particle (Figure 9f). Neglecting bleaching, the time-integrated probability of detecting the same molecule at any given distance from its origin is independent of the diffusion constant and of the direction, if the diffusion is isotropic. Briefly, if we trace a hypothetical circle around a particle, the particle will cross this circle at some time (Figure 9f). If we only measure a segment of this hypothetical circle, the probability that a particle passes through that segment will depend on the ratio between the size of the segment and the length of the circle. If this region of observation is kept constant in size (e.g., the size of the PSF), then as we go further from the center of the circle (Figure 9f), the probability that a particle is detected in this small region will decrease linearly with distance. Instead the average time at which the particle will be detected depends on the (square of the) distance, as predicted by this example in the case of three dimensions. This probability has been previously evaluated by several authors (88, 89). For example, Saxton & Jacobson (88) obtained a closed expression in the context of the diffusion of molecules in membranes.

Detecting Obstacles to Diffusion

In the previous section we show that the same particle can be detected at a given distance from the original starting point. If the space is isotropic, the average time to reach a given location is independent of the direction. To detect anisotropy of diffusion, in Figure 10 we plot the values of the pCF, for example, pCF(10), and we compare the position of the maximum of the function in different directions or as a function of location. If there is a barrier to diffusion at any given location, the only way to reach the other side of the barrier is if the particle goes around the obstacle or passes over the barrier. The maximum of the correlation will be found at a longer time than in the absence of a barrier. By mapping the time of the maximum of the pCF for every pair of points in the image, we can establish the location and the size of the obstacles.

In this proof of principle of Figure 10 we performed correlation measurements along a line scan rather than for every point in a plane. The obstacles are on the plane, but the measurement is performed only along one line. Although we cannot detect all obstacles to diffusion, only those along the line or close to the line, we can illustrate the principle of the method and interpret experiments performed on membranes. If we plot the pCF between two points at a given distance (10 pixels) for every point along the line, we see a delay of the time of the maximum of the pCF, if there is a barrier nearby, as shown in Figure 10. Figure 10 shows simulated data in which particles are confined to particular regions and an
impenetrable barrier exists among these. As the line of measurement crosses these barriers, the same particle cannot be found on the other side of the barrier. The barrier produces a delay of the time for the maximum correlation (in this case to infinity) as the barrier cannot be crossed. The pattern of the pCF shown in Figure 10, projected on the image, gives directly the location of the barriers along the line.

EXAMPLE OF APPLICATIONS OF THE CONCEPT OF PAIR CORRELATION FUNCTION TO DETECT OBSTACLES TO DIFFUSION

Figure 11 shows an example of a measurement of diffusion of EGFP, which has a nuclear localization signal for the nucleus. The complete analysis of this case has recently been published (85). The line-scan measurement is performed along a line going from the nucleus to the cytoplasm. In this direction, there is only diffuse motion, as opposed to the reverse direction in which the motion is directed and much faster. Figure 11a shows the conceptual setup. Figure 11b shows the carpet obtained along the line going from the nucleus to the cytoplasm. Depending on the region of analysis, determined by the point along the line scan, we can detect fast diffusion in the nucleus (pixels 1–12), relatively slow diffusion in the cytoplasm (pixels 16–32) (Figure 11c), and a delayed correlation due to the passage through the nuclear envelope for analysis through pixel 14 (Figure 11d). In the reverse direction, from cytoplasm to nucleus, the active transport results in a much faster (than diffusion) transport across the nuclear pore envelope. These data are shown in Reference 85. Figure 11 demonstrates the richness of information obtained by the pCF approach. This information is similar in content to that obtained with SPT but here is obtained on single proteins in the presence of many proteins in the volume of observation.

CONCLUSIONS AND FUTURE PROSPECTS

The evolution of the FCS has occurred in parallel with advances in the single-molecule field of which it shares many conceptual aspects and methods for statistical analysis. The understanding that FCS signals originate from single molecules came much earlier than the development of the single-molecule field. However, there is a major distinction between the single-molecule field, in which only one molecule is observed at a time, and FCS, in which the statistical behavior of individual molecules is obtained from the observation of a relatively small ensemble. An important observation that provided a new perspective for FCS was the realization that fluctuations due to single molecules can be observed in cells. Image correlation spectroscopy was specifically conceived for the biological environment. However, the original approach was based on averaging over a relatively large volume. Recent conceptual and technical developments are in the direction of reducing the spatial averaging to the minimum. There are still important limitations of this approach due to signal-to-noise considerations when a single molecule is observed in a cell in a sea of many molecules. Future advances will involve the development of better detection methods and the development of techniques for three-dimensional correlations for the cellular environment.
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Glossary

FCS fluorescence correlation spectroscopy
SPT  single-particle tracking
pCF  pair correlation function
DLS  dynamic light scattering
PSF  point-spread function

LITERATURE CITED


**PHYSICAL PROCESSES STUDIED BY FLUORESCENCE CORRELATION SPECTROSCOPY**

Physical processes studied by FCS include diffusion (multidimensional, anomalous, restricted), chemical reactions, conformational changes, molecular rotations, fluorescence lifetime, FRET, and blinking. Fluctuations such as changes in molecular orientation (in the picosecond range), blinking-triplet state (in microseconds), and binding-unbinding (in the millisecond or longer range) occur on a wide time range. The development of hardware and software to analyze different types of fluctuations must consider these timescales. Single-point detectors can acquire data up to subnanosecond sampling (or dwell time) in the direct mode, and modern fast high-sensitivity cameras are limited to approximately 1 ms.
DERIVATION OF THE EXPRESSION FOR THE PAIR CORRELATION FUNCTION FOR DIFFUSING PARTICLES

The diffusion propagator is given by

\[ C(r, t) = \frac{1}{(4\piDt)^{3/2}} \exp \left( -\frac{r^2}{4Dt} \right), \]  

(1)

where \( C(r, t) \) can be interpreted as being proportional to the probability of finding a particle at position \( r \) and time \( t \) if the particle was at position 0 at \( t = 0 \). The fluorescence intensity at any given time and position \( \delta r \) from the origin is given by

\[ F(t, \delta r) = \kappa Q \int W(r) C(r+\delta r, t) \, dr, \]  

(2)

where it is assumed that the fluorescence is proportional to the concentration, quantum yield \( Q \), excitation-emission laser power, filter combination, and the position of the particle in the profile of illumination described by \( W(r) \). The pCF for two points at a distance \( \delta r \) as a function of the delay time \( \tau \) is calculated using the following expression:

\[ pCF(\tau, \delta r) = \frac{\langle F(t, 0) \cdot F(t+\tau, \delta r) \rangle}{\langle F(t, 0) \rangle \langle F(t, \delta r) \rangle} - 1. \]  

(3)

As in normal FCS, the pCF can be calculated analytically only for special cases of the profile of illumination function. For the simulations described in this article, it was assumed that the illumination profile was described by a symmetric two-dimensional Gaussian function. We also note that the diffusion propagator described by Equation 1 should be used with care. The propagator of Equation 1 cannot properly describe diffusion at very short times because it violates the causality principle. Simulations described in this article used a Monte Carlo approach, which does not suffer from this limitation, although it does not give a closed form for the correlation function.
SUMMARY POINTS

1. In the single-point FCS section, we describe the classic approach to the principle of fluorescence fluctuation analysis.
2. The spatio-temporal concept has evolved in fluctuation spectroscopy through scanning techniques.
3. The traditional spatial correlation approach involves the carpet idea for the organization of measurements in space and time.
4. In the ICS section we describe the mathematical approach to spatial correlation.
5. The “same” molecule correlates with itself in different spatial locations.
6. Spatial pCFs can detect anisotropic molecular flow.
7. The pCF principle has been demonstrated in simple systems.
8. Obstacles to diffusion have been detected using pCF analysis.
Figure 1.
Sketch of the fluorescence correlation spectroscopy (FCS) principle. (Left column) Molecules diffusing through the volume of observation (red oval). (Right column) Molecules binding to the DNA scaffold, resulting in a change in their fluorescence intensity. Fluorescence intensity is changing only when a molecule is in the volume of excitation or when the molecule binds to the DNA. (Upper row) The dynamics of diffusion and/or binding processes, generating fluctuations in fluorescence intensity. (Middle row) Spatial and temporal dimensions. For diffusion, changing the size of the volume of excitation changes the duration of the fluctuation. For binding equilibria, changing the volume of excitation does not change the duration of the fluctuations. It is assumed that the DNA is not moving during the time of the experiment. PSF, point-spread function. (Bottom row) Scanning along a line. Each point of the line samples a different location at a different time. If the particles move slowly with respect to the line-scanning time, at each point of the line we can observe intensity fluctuations. The same particle could appear at adjacent locations but at different times. In the case of binding equilibria, the intensity will change at a given location if binding occurs. This location will be the same, and there will not be a correlation with changes in intensity at adjacent points.
Figure 2.
Fluctuation time series due to single particles passing through the excitation volume. In single-point fluorescence correlation spectroscopy, we measure the average duration of a fluctuation at a point in space (or in two dimensions). Intensity fluctuations can originate from molecules moving in and out of the observation volume or from molecules fluctuating in intensity due to photophysical processes such as blinking, changes in orientation, or conformational transitions. For translational diffusion, the average duration of a fluctuation $t$ is determined by the diffusion coefficient $D$ and by the waist of the observation volume $W_0$.

This duration is essentially given by $\tau = W_0^2 / 4D$. A lower limit for the duration of the fluctuations for a typical beam waist is approximately 25 ms for $D = 400 \mu m^2 s^{-1}$ and $W_0 = 0.2 \mu m$. For the cellular environment, when the diffusion coefficient is in the range of $D = 20 \mu m^2 s^{-1}$, the lower limit is approximately 500 $\mu s$. These figures determine the speed of data acquisition. For binding, the average duration is determined by $k_{on}$ and $k_{off}$. Whereas $k_{off}$ is dependent on the affinity for binding, $k_{on}$ depends also on the ligand concentration and other variables such as local viscosity.
Figure 3.
Fluorescence correlation spectroscopy analysis. Fluorescence fluctuations are analyzed using the autocorrelation function \( G(\tau) \) and photon-counting histogram analysis, which is the histogram of photon counts during the sampling period. Brackets in the equation for the autocorrelation function indicate the average over all time sequences.
Figure 4.
Sketch of the cross-correlation experiment. A sample contains molecules emitting in two colors, some of them forming a complex. After passing through filters so that only one color is selected, the fluorescence fluctuation is measured by two independent detectors. The cross-correlation function defined at the top of the figure is calculated. Only fluctuations that occur simultaneously in both channels due to the passage of the complex in the illumination volume contribute to the cross-correlation.
Figure 5.
Spatial correlation operation. (a) Given an image, one displaces the frame by $Dx$, multiplies the intensity at each pixel of the original frame with the intensity of the pixels in the frame displaced by $Dx$, and then sums all these products and divides by the average intensity squared. This value is assigned to the position $(1,0)$ of a new image called the correlation image. This process is repeated for all possible delays in the $x$ and $y$ directions to produce the spatial correlation, which is half the size of the original image. In the case of autocorrelation, four quadrants are stitched together for the correlation image. For the operation of a cross-correlation, all four quadrants are calculated. (b) Smaller image features produce a small region of correlation. Large features produce a correlation of larger size. In the equation for the spatial correlation function, the variables $\xi$ and $\psi$ represent spatial increments in the $x$ and $y$ directions, respectively. A two-dimensional spatial correlation can be computed efficiently using fast Fourier transform methods.
Figure 6.
Raster image correlation spectroscopy and number and brightness methods. (Top left) MEF cell expressing paxillin-EGFP. Paxillin is found in the cytoplasm and in focal adhesions. Three regions are analyzed, in the focal adhesion where paxillin diffuses slowly and in some regions of the focal adhesion, and aggregates form, as shown in green in the brightness (B) map (lower left). In the perinuclear region paxillin also diffuses slowly and is monomeric. In the extended protruding lamella in the bottom right part of the cell, paxillin diffuses much faster and is monomeric. A stack of 100 images at a pixel dwell time of 12.5 μs was acquired. Both analyses were performed using the SimFCS program (Laboratory for Fluorescence Dynamics, http://www.lfd.uci.edu).
Figure 7.
Schematic representation of the same molecule re-entering of the volume of observation.
Figure 8.
Principle of the spatial pair correlation approach. (a) Particles diffusing on one side of the space with a barrier (solid blue line) cannot cross-correlate with particles on the other side. (b) If there is an obstacle (orange feature), the average cross-correlation time will be longer than in the absence of the obstacle.
Figure 9.
Conceptual description of the pair correlation technique (pCF). (a) A particle initially at a location indicated by 0 (blue sphere) can be found at a given time at a distance from this location (shaded parabolic area) with a probability that depends on the square root of the distance. This is the mean-square displacement concept. The size of the dot schematically indicates the size of the point-spread function. (b) At a given distance $r$ from the initial position, the average intensity changes as a function of time. At a large distance, the intensity is zero at short times, increases at a later time, and then decreases at very long times. (c) Collecting data along a line (line scanning) produces the so-called carpet. (d) The intensity at different points along the line correlates with the intensity fluctuation at a distant point when the same particle appears at that distance. At very short times the correlation between adjacent points is large because fluctuations occur within the same volume of illumination. Because the line scan is fast, particles move little during the scan. This gives rise to the concept of the autocorrelation function of the carpet. At larger distances, a particle appears with a delay. The cross-correlation of points along the line at a given distance gives rise to the concept of a pCF at a distance. (e) Depending on the diffusion coefficient, for a given distance, particles will take different times. pCF(10) occurs at a different time depending on the diffusion coefficient. The size of the pixel is 50 nm in this figure. If there are two type of particles, one diffusing slowly and the other diffusing fast, there will be two bumps in pCF(10). (f) For particles moving in a plane, the amplitude of the pCF decreases linearly with distance as the probability to detect the particle along the line depends on the ratio of the size of the illumination spot to the length of the circumference at a given distance. Figure redrawn with permission from Reference 2, figure 9.
Figure 10.
Simulation of beads moving in a plane within a region: autocorrelation function (ACF) carpet and pair correlation function [pCF(10)]. Beads diffuse in a membrane in which two impenetrable barriers were placed (red dashed lines). The diffusion coefficient is the same everywhere (1 μm² s⁻¹). A line scan (with 2 ms per line) was performed at the center of the region between the two boundaries and perpendicular to the boundaries. The waist of the point-spread function was 0.2 μm. The intensity carpet shows a slight decrease in intensity in the region between the barriers indicated by the red dashed lines because in the simulation fewer molecules were placed in that region. The ACF is the same everywhere with a maximum at short times, except at the boundaries where the particle appears to move slower because it bounces on the barrier. pCF(10) shows a discontinuity at the barriers because the particle cannot cross the boundary. In the regions without boundaries, the maximum of the ACF occurs at approximately 12 ms due to the time it takes the beads to move 10 pixels. The pixel size is 50 nm. The expected time for diffusion in two dimensions (time = distance²/2D) is 0.012 s. The amplitude of the pCF(10) is about a factor of 12 less than the amplitude of the ACF, as predicted by the model shown in Figure 9. Simulations, calculations, and plots were obtained with the SimFCS program.
Figure 11.
Molecules moving from the nucleus to the cytoplasm. (a) Schematic representation of the experiment. (b) From the total intensity carpet we select the nuclear compartment, calculate the autocorrelation function (ACF) (right panel), and (c) the pair correlation function (pCF) function at a distance that entirely correlates with the cytoplasm [in this case pCF(12) for columns 3–12]. (d) pCF(9) yields different average delays depending on the column chosen for analysis. This experiment shows the delay in the pCF due to an obstacle to diffusion. C, cytoplasm; N, nucleus; and NE, nuclear envelope.
Table 1

Orders of magnitude (for 1-μM solution, small molecule, water)

Typical volumes obtained by common devices. For the calculation of the time, the diffusion coefficient was assumed to be approximately 300 μm² s⁻¹. The fluctuation is the normalized value of the autocorrelation function at τ = 0. For molecular concentration typical of proteins in cells, volumes on the order of femtoliters and fast sampling are needed to observe molecular fluctuations due to cytoplasmic diffusion.

<table>
<thead>
<tr>
<th>Volume</th>
<th>Device</th>
<th>Size (μm)</th>
<th>Molecules</th>
<th>Time (s)</th>
<th>Fluctuation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milliliter</td>
<td>Cuvette</td>
<td>10,000</td>
<td>6 × 10¹⁴</td>
<td>10⁴</td>
<td>10⁻¹⁵</td>
</tr>
<tr>
<td>Microliter</td>
<td>Plate well</td>
<td>1,000</td>
<td>6 × 10¹¹</td>
<td>10²</td>
<td>10⁻¹²</td>
</tr>
<tr>
<td>Nanoliter</td>
<td>Microfabrication</td>
<td>100</td>
<td>6 × 10⁸</td>
<td>1</td>
<td>10⁻⁸</td>
</tr>
<tr>
<td>Picoliter</td>
<td>Typical cell</td>
<td>10</td>
<td>6 × 10⁵</td>
<td>10⁻²</td>
<td>10⁻⁶</td>
</tr>
<tr>
<td>Femtoliter</td>
<td>Confocal volume</td>
<td>1</td>
<td>6 × 10³</td>
<td>10⁻⁴</td>
<td>10⁻³</td>
</tr>
<tr>
<td>Attoliter</td>
<td>Nanofabrication</td>
<td>0.1</td>
<td>6 × 10⁻¹</td>
<td>10⁻⁶</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table 2

**Image correlation spectroscopy methods**

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image correlation spectroscopy (ICS)</td>
<td>Images are spatially correlated only. Method is used to measure the size and number of aggregates. The spatial coordinate is averaged over the entire image or a part of the image.</td>
</tr>
<tr>
<td>Number and brightness (N&amp;B)</td>
<td>The average and variance of the fluctuations at each pixel of the image are measured. Method is used to determine the number and brightness of the molecules at each pixel of the image.</td>
</tr>
<tr>
<td>Time image correlation spectroscopy (tICS)</td>
<td>Images are temporally correlated only. Method is used to measure the changes in intensity at each pixel.</td>
</tr>
<tr>
<td>Spatio-temporal image correlation spectroscopy (STICS)</td>
<td>Images taken at different times are spatially cross-correlated. The time between the images is varied. The spatial correlation is averaged over the entire image. Method is used to measure flow.</td>
</tr>
<tr>
<td>Inverse space image correlation spectroscopy (kICS)</td>
<td>Images are spatially Fourier transformed. The spatial transform is used for the correlation. After correlation, the resulting function is inverse Fourier transformed. Method is used to distinguish between dynamic processes that depend on the spatial scale (diffusion) and processes that are independent on the spatial scale (binding). The correlation is averaged over the entire image.</td>
</tr>
<tr>
<td>Raster image correlation spectroscopy (RICS)</td>
<td>Images are acquired in a raster-scan mode. Because the image contains spatial and temporal information, the spatial correlation of the image also contains spatial and temporal information. Method is used to measure diffusion and binding in images. The spatial coordinate is averaged over a region of interest.</td>
</tr>
<tr>
<td>Particle image correlation spectroscopy (PICS)</td>
<td>This is not a true image correlation method. First, information about the location and the intensity/size of the particle is determined, and then the particles so detected are correlated in space and time.</td>
</tr>
</tbody>
</table>