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Abstract

MOLECULAR DYNAMICS SIMULATIONS OF CHARGE-TRANSFER REACTIONS AND SPECTRA AT LIQUID INTERFACES

by

Katherine Vanessa Nelson

Using a recently developed empirical valence bond model for the nucleophilic substitution reaction $S_N2$ in solution, we examine microhydration effects on the benchmark $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ reaction in liquid chloroform. Specifically, the effect of the hydration of the reactive system by one-to-five water molecules on the reaction free-energy profile and the rate constant is examined. We find that the activation free energy is highly sensitive to the number of water molecules hydrating the nucleophile, increasing the barrier by about 4 kcal/mol by the first water molecule. With five water molecules, the barrier height is 10 kcal/mol larger than the barrier in bulk chloroform and only 3 kcal/mol below the barrier in bulk water. A number of properties vary monotonically with the number of water molecules, including the rate of change in the system’s electronic structure and the solvent stabilization of the transition state. These and other properties are a rapidly varying function of the reaction coordinate. Deviation from transition
state theory due to barrier recrossing is not large and falls between the behavior in bulk water and bulk chloroform.

Using the same empirical valence bond (EVB) model for the nucleophilic substitution reaction ($S_N2$) in solution, we study the benchmark $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl}^- + \text{Cl}^-$ reaction at the water–chloroform liquid–liquid interface. The reaction free-energy profile is determined as a function of the reagents’ location relative to the interface. We find that the activation free energy is very sensitive to the reagents’ location and to the orientation of the nucleophilic attack. The barrier height at the interface is equal or slightly larger than the barrier in bulk water and approaches the value in bulk chloroform only when the solute is a few nanometers deep into the organic phase. We show that this is due to the ability of the nucleophile to keep part of its hydration shell. This suggests that for the catalytic effect of the nonpolar solvent to be appreciable, the nucleophile must be transferred away from the interface. The dynamical correction to the rate, the variation in the system’s electronic structure and other system properties as a function of the location with respect to the interface, provide additional insight into the system’s behavior.

The benchmark nucleophilic substitution reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl}^- + \text{Cl}^-$ in water clusters of different sizes is studied using the previously developed empirical valence bond model. The reaction activation-free energy, the variation in the system’s electronic structure and other system properties are determined as a
function of cluster size from 3 to 40 water molecules. The barrier height increases monotonically with the number of water molecules and reaches 90% of the value in bulk water with about 15 water molecules. The contribution of the water is analyzed utilizing a solvent coordinate and its coupling to the electronic state of the solute. The dynamical correction to the rate due to barrier recrossing is small.

The effect of a tetramethylammonium cation phase transfer catalyst on the benchmark Cl$^-+$CH$_3$Cl $\rightarrow$ CH$_3$Cl+Cl$^-$ reaction at the water–chloroform liquid–liquid interface is investigated by a molecular dynamics-empirical valence bond (EVB) model. The effect of the catalyst on the reaction free-energy profile at different interface locations and in bulk chloroform is examined. We find that, because of significant water pollution, activation of the nucleophilic attack is limited to the bulk organic region. The barrier height at the interface is equal to or slightly larger than the barrier in bulk water and is unaffected by the presence of the catalyst. In bulk chloroform, our calculations suggest that the barrier height, which is much lower than in bulk water, moderately increases when a few water molecules interact with the system and when the catalyst forms an ion pair with the nucleophile. Thus, the catalyst is most effective if its role is limited to bringing the nucleophile to the bulk organic phase.

Molecular dynamics calculations of the benchmark nucleophilic substitution reaction (S$_N$2) Cl$^-+$CH$_3$Cl $\rightarrow$ CH$_3$Cl+Cl$^-$ are carried out at the water liquid–vapor interface. The reaction free-energy profile and the activation free energy
are determined as a function of the reactants' location normal to the surface. The activation free energy remains almost constant relative to that in bulk water, despite the fact that the barrier is expected to significantly decrease as the reaction is carried out near the vapor phase. We show that this is due to the combined effects of a clustering of water molecules around the nucleophile and a relatively weak hydration of the transition state.

In order to investigate the factors that contribute to the electronic absorption line shape of a chromophore adsorbed at the water liquid–vapor interface, molecular dynamics simulations of a series of dipolar solutes undergoing various electronic transitions at various locations along the interface normal are studied. For electronic transitions that involve a change in the permanent dipole moment of the solute, the transition from the bulk water to the liquid–vapor interface involves a spectral shift consistent with the lower polarity of the interface. The change in the spectral width relative to that in the bulk is determined by several factors, which, depending on the nature of the transition and the dipole moment of the initial state, can result in a narrowing or broadening of the spectrum. These factors include the location of the interface region (which directly correlates with local polarity), the heterogeneity of the local solvation shell, and the width of the surface region. The contribution of the heterogeneity of the local solvation shell can be determined by comparing surface water with bulk methanol, whose polarity is comparable to one of the surface regions.
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Introduction

Many important chemical processes occur at the interface between a liquid and a second phase. As such, it is important to understand the influence of the interface region on the behavior of solute molecules and their chemical reactivity. The interface is a highly inhomogeneous environment, with a number of properties that differ significantly from those in bulk liquid as well as those of the gas phase. These unique solvent properties include asymmetry of intermolecular forces, steep variation in the density and dielectric properties, dynamics of molecular orientation and reorientation, and surface roughness. Each of these affects the solvation thermodynamics, dynamics of relaxation and transport processes, and reaction free energy of solutes in the interface region. This dissertation describes molecular dynamics simulations of both nucleophilic substitution reactions at a number of interfaces, and spectra of a model chromophore at the water–vapor interface.

Molecular dynamics simulations provide a method for testing theoretical models and investigating interfacial solvent–solute phenomena at the molecular level.
The detailed molecular structure of the interfacial region, particularly of the solvation complex, may be of crucial importance for a quantitative account of the solvent effects on reactions at interfaces. While some experimental techniques, particularly nonlinear optical spectroscopies (sum frequency generation and second harmonic generation),\textsuperscript{143} are able to provide molecular-level information about the interface, the greatest contribution to theoretical understanding of interfacial phenomena at the molecular level has come from computer simulations.\textsuperscript{15} We employ molecular dynamics simulations, including a fully-molecular solvent model, to determine the solvent effects on the reactivity of an interfacial second-order nucleophilic substitution reaction (S\text{N}2) and on the line shape of the spectrum of a simple dipolar model chromophore.

The first five chapters of this dissertation describe simulations of the benchmark symmetric S\text{N}2 reaction Cl\textsuperscript{−} + CH\textsubscript{3}Cl → CH\textsubscript{3}Cl + Cl\textsuperscript{−} as modeled by the empirical valence bond-molecular dynamics approach. Valence bond methods advantageously use configurations described by wavefunctions which have easily-understood chemical meaning, describing the reactants’ changing electronic structure along the reaction coordinate. The empirical valence bond method makes it possible to simplify the treatment of the reaction by using a reduced number of resonance structures to describe the reactive system (we employ a two-state model), while still accurately describing the potential surfaces. This is achieved by parameterizing the model such that it reproduces known experimental or \textit{ab}
The obvious distribution of charge in each state also simplifies the treatment of the electrostatic coupling between the classical solvent and the valence bond configurations. The interactions between the solvent and solute charge distributions strongly influence the energetics and dynamics of charge-transfer reactions. These chapters build understanding of the solvent effects, specifically those of water molecules, on the $S_N2$ reaction in bulk chloroform “polluted” with a few water molecules, in water clusters, at the water liquid–vapor interface, and at the water–chloroform interface, first without and then with a phase transfer catalyst.

Chapter 1 describes the effect of hydration of the Cl$^-$ nucleophile by one to five water molecules on several energetic, structural, and dynamical characteristics of the $S_N2$ reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ in the bulk phase of liquid chloroform (CHCl$_3$). This study also establishes the reaction barrier, rate, and structure of the activated complex for comparison with later studies which include a phase transfer catalyst. In Chapter 2, the reaction free-energy profile and several structural and dynamical characteristics of the same $S_N2$ reaction are examined at eight different locations relative to the water–chloroform interface. All calculations are also repeated with the interface constrained to be molecularly sharp in order to examine the influence of surface roughness on the reactivity. In Chapter 3 the $S_N2$ reaction is simulated in small water clusters composed of from 3 to 40 water molecules. For each cluster, as before, we calculate the reaction free-energy profile...
and several structural and dynamical characteristics of the reaction, quantifying the influence of the water molecules on the electronic state of the solute as a function of the reaction coordinate.

Chapter 4 provides a detailed examination of the reactivity and thermodynamics of the $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ $\text{S}_\text{N}2$ reaction at the water–chloroform interface in the presence of a tetramethylammonium (TMA$^+$) phase transfer catalyst. This is the first theoretical investigation of whether the role of the catalyst is limited to transport of the nucleophile across the interface into the organic phase or whether the catalyst also affects the reaction thermodynamics. In addition, we investigate the effect of hydration by a small number of water molecules on the stability, structure, thermodynamics and dynamics of the TMA$^+$Cl$^-$ ion pair by repeating these calculations in bulk chloroform with the TMA$^+$Cl$^-$ hydrated by from one to five water molecules. In Chapter 5 the $\text{S}_\text{N}2$ reaction is examined “on water” at three locations normal to the free water surface. Certain classes of organic reactions have been observed to proceed more rapidly at the water–air interface than in bulk water (for example, Diels-Alder, Claisen rearrangements, and allylic amination of olefins). This kinetic effect is investigated in the context of the symmetric $\text{S}_\text{N}2$ reaction and these calculations are compared with previously published bulk water calculations.

Chapter 6 examines the electronic absorption spectral width of a series of differently-charged simple dipolar models of a chromophore which is adsorbed at
various locations of the water liquid–vapor interface. Previous bulk studies have shown that spectral line widths could provide information about the orientational and translational distribution and fluctuation of solvent molecules around the solute. This is the first systematic investigation of what extent the observed line width is due either to the local heterogeneity of the interface region, or to the fact that the observed spectrum is a sum of differently shifted spectra.
Chapter 1

Microhydration Effects on a Model $S_N2$ Reaction in a Nonpolar Solvent

1.1 Introduction

The strong dependence of the activation free energy of $S_N2$ reactions on the solvent is well known.\textsuperscript{38,60,62,64,83,110,134,141} This dependence has been studied in recent years by examining this reaction in environments other than bulk liquids, such as in water clusters,\textsuperscript{105,109,146} organic liquid clusters,\textsuperscript{91} supercritical water,\textsuperscript{9,10,25,49,108} enzymes,\textsuperscript{106,134} and vesicles.\textsuperscript{73} One issue which has been the subject of much interest is the effect of a small amount of water impurity on $S_N2$ reactions taking
place in nonpolar solvents, and specifically noteworthy is the observation that the hydration state of the anion strongly influences its nucleophilicity in *bulk nonpolar solvents.*\textsuperscript{76,79} This is of particular interest to the field of phase transfer catalysis (PTC)\textsuperscript{3,4,47,80,119,123,135} where a water soluble anionic nucleophile is transferred from the aqueous phase to the organic phase by a catalyst (e.g., tetrabutylammonium cation), and this may give rise to a cotransfer of one or more water molecules per nucleophile.

A few theoretical studies have noted the marked influence that a few water molecules have on the \(S_N2\) barrier height in gas-phase clusters.\textsuperscript{31,109,147} Several other quantum mechanical studies with a continuum solvent model have examined the effect of a few water molecules on the barrier height.\textsuperscript{56,107} These and other studies have demonstrated the sensitivity of the barrier height to the degree of hydration. Yet, no *molecularly detailed* theoretical examination of the influence of the hydration state of the nucleophilic anion on the energetics and *dynamics* of \(S_N2\) reactions in a nonpolar solvent is available.

In this chapter, we examine in detail several energetic, structural, and dynamical characteristics of the simple benchmark symmetric \(S_N2\) reaction \(\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-\) in chloroform, \(\text{CHCl}_3\), where the anion \(\text{Cl}^-\) is hydrated by \(N_w\) water molecules, with \(N_w = 1, 2, \ldots, 5\). The choice of \(\max(N_w) = 5\) is motivated, in part, by the observation that up to five water molecules are believed to be cotransferred from water to different organic liquids used in PTC reactions.\textsuperscript{135}
We utilize a recently developed empirical valence bond (EVB) model for the above reaction. In addition to the intrinsic interest in hydration effects of a few water molecules, we are also motivated by the need to establish the reaction barrier, the rate, and the structure of the activated complex in the bulk organic solvent under conditions where the PTC catalyst is not present. In particular, while experimentally measured rate constants are typically interpreted in terms of the number of water molecules coextracted with the anion ($N_w$), this number is not generally well known, and thus it would be important to determine the sensitivity of the activation energy to $N_w$. In subsequent publications, we will examine this reaction at the water–CHCl$_3$ interface with and without the presence of a catalyst.

This chapter is organized as follows: In Section 1.2, we briefly review the main features of the EVB model and the methodology used to compute the free energy and the dynamical corrections to the rate. In Section 1.3, the results of the reaction free energy profile, the structural, and the time-dependent calculations are described and discussed. A summary and conclusions are given in Section 1.4.
1.2 Systems and Methods

1.2.1 The EVB approach and potential energy functions

Our approach is similar to the EVB model first developed by Warshel and coworkers,\textsuperscript{60,141} and it also includes some features from the one-dimensional continuum model of Mathis et al.\textsuperscript{83} Our model was discussed in detail in an earlier publication,\textsuperscript{21} and here we summarize its main ingredients. For other approaches, the reader is referred to Refs. 10, 25, 27, 29, 38, 42, 49, 50, 59, 64, 91, 106, 108, 109, 116.

Briefly, we use the simplest approach that contains the basic component of the changing electronic structure along the reaction coordinate. We assume that only two valence states, $\psi_1 = \text{Cl}^-\text{CH}_3\text{Cl}^-$ and $\psi_2 = \text{Cl}^-\text{CH}_3\text{Cl}$, contribute to the total wave function:

$$\Psi = c_1\psi_1 + c_2\psi_2$$

(1.1)

where $\psi_1$ and $\psi_2$ are assumed orthonormal ($\langle \psi_1 | \psi_2 \rangle = \delta_{ij}$). See the original article\textsuperscript{21} for a discussion of the two-state approximation and the orthonormality assumption.

The total Hamiltonian is written as

$$\hat{H} = \begin{pmatrix} H_{11}(\vec{r}_i, \vec{r}_d, \vec{r}_s) & H_{12}(r_1, r_2, \theta) \\ H_{12}(r_1, r_2, \theta) & H_{22}(\vec{r}_i, \vec{r}_d, \vec{r}_s) \end{pmatrix},$$

(1.2)

$$H_{11} = E_k + \tilde{H}_{11}^0(r_1, r_2, \theta) + U_{ss}(\vec{r}_s) + U_{si}(\vec{r}_s, \vec{r}_i) + U_{sd}(\vec{r}_s, \vec{r}_d),$$

(1.3)
where $H_{11}$ is the diabatic Hamiltonian, which includes from left to right: $E_k$—the kinetic energy of all atoms, $H_0^{11}(r_1, r_2, \theta)$—the gas phase interaction between the Cl$^-$ ion and the CH$_3$Cl molecule (in which the CH$_3$ is treated as a united atom), $U_{ss}(\vec{r}_s)$—the solvent potential energy, $U_{si}(\vec{r}_s, \vec{r}_i)$—the solvent–ion potential energy and $U_{sd}(\vec{r}_s, \vec{r}_d)$—the solvent–CH$_3$Cl potential energy. In Eqs. 1.2 and 1.3, $\vec{r}_i$ is the vector position of the Cl$^-$ ion, $\vec{r}_d$ is the vector positions of the CH$_3$Cl atoms and the vector $\vec{r}_s$ stands for the positions of all the solvent atoms. $r_1$ is the distance between the Cl$^-$ ion and the carbon atom, $r_2$ is the C–Cl bond distance in CH$_3$Cl and $\theta$ is the Cl$^-$···C–Cl angle. Due to the symmetric nature of the reaction, $H_{22}$ has the same functional form, but with $r_1$ and $r_2$ interchanged.

For the gas-phase potential energy, we generalize to noncollinear geometries the form suggested by Mathis et al.$^{83}$

$$H_{11}^0 = V_M(r_2) + V_i(r_1, \theta) + V_{sd}(r_1, r_2, \theta) + V_{\text{bend}}(r_1, r_2, \theta) + \Delta_{11}. \quad (1.4)$$

In this expression,

$$V_M(r_2) = De^{-2a(r_2-r_{eq})} - 2De^{-a(r_2-r_{eq})} \quad (1.5)$$

is a Morse potential for the CH$_3$Cl bond, in which $D$, $r_{eq}$, and $a$ are the bond dissociation energy, the bond equilibrium distance (in the isolated molecule), and the Morse parameter, respectively.

$$V_i(r_1, \theta) = Ze^{\rho(1+\cos\theta)}e^{-2a(r_1-r_s)} - EA, \quad (1.6)$$
is the repulsion energy between the Cl$^-$ ion and the CH$_3$ radical, in which $a$ is the Morse parameter from Eq. 1.5, $r$ is the sum of the covalent carbon and the ionic chlorine radii, EA is the absolute value of the electron affinity of Cl$, \rho$ determines the rate of increase of the ion–radical repulsion as a function of the bending angle $\theta$, and $Z$ is determined from the electron affinity of the CH$_3$Cl molecule and the Cl atom.$^{83}$

$$V_{id}(r_1, r_2, \theta) = bQ \left[ \left( \frac{\sigma}{r_1 + r_2} \right)^n - \left( \frac{\sigma}{r_1 + r_2} \right)^2 \right] e^{-\gamma(1+\cos\theta)}$$  (1.7)

is the ion–dipole term, in which $\epsilon$ is the well depth and $\sigma$ determines the minimum of the ion–dipole complex. They are obtained from the ab initio calculations of Tucker and Truhlar.$^{83,131}$ The parameters $n$ and $b$ are selected to give the best agreement with the ab initio transition state geometry. The exponential $\theta$-dependent term causes the ion–dipole well depth to decrease for noncollinear geometries.

$$V_{bend}(r_1, r_2, \theta) = k_b e^{-\lambda(r_1+r_2)(\theta - \pi)^2}$$  (1.8)

is a bending term with an effective bending force constant that diminishes as $r_1 + r_2$ increases. The parameters $k_b$ and $\lambda$, as well as $\gamma$ and $\rho$ mentioned earlier, were determined by a best fit to the ab initio values of the energy and location of the transition state, and the ion–dipole well depth as a function of $\theta$. The final term in Eq. 1.4, $\Delta_{11} = EA + D$, is a constant that sets the energy of the separate reactants to zero. All the parameters involved in the expression for $H^0_{11}$ are given
in Ref. 21. Additional details about the different terms appearing in $H_{11}^0$ can be found in Ref. 83.

$U_{ss}(\vec{r}_s), U_{si}(\vec{r}_s, \vec{r}_i),$ and $U_{sd}(\vec{r}_s, \vec{r}_d)$ are all represented by the usual sum of Lennard-Jones plus Coulomb interactions between every two sites on different solute and solvent molecules:

$$u_{ij} = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right] + \frac{q_i q_j}{4\pi\epsilon_0 r_{ij}},$$

(1.9)

where $i$ and $j$ are two sites on two different molecules, $r_{ij}$ is the distance between the sites and $\epsilon_0$ is the universal constant (vacuum permittivity). The Lennard-Jones parameters $\sigma_{ij}$ and $\epsilon_{ij}$ are determined from the parameters for the individual sites on the solvent atoms and the reacting system atoms by the usual combination rules:

$$\sigma_{ij} = (\sigma_{ii} + \sigma_{jj})/2, \quad \epsilon_{ij} = \sqrt{\epsilon_{ii}\epsilon_{jj}}.$$  

(1.10)

The partial charges on the CH$_3$Cl were selected to reproduce its experimental dipole moment of 1.94 D.\textsuperscript{85} These parameters, together with the Lennard-Jones parameters for the Cl$^-$ ion and the CH$_3$Cl molecule, are given in Ref. 21. The Lennard-Jones parameters and the charges for the different sites on the chloroform molecule were selected to reproduce a number of solvent bulk properties and structure. In addition, the chloroform potential energy function includes intramolecular stretching and bending terms. The solvent’s Lennard-Jones parameters, intramolecular potential terms, and the corresponding intramolecular pa-
rameters can be found elsewhere. The water model was selected to be the model previously used to study the bulk and interfacial properties of water. Although a more appropriate choice would have been a model that better describes the properties of water clusters, we kept the bulk model since we anticipated comparing the results to the interfacial simulations. Another approach, which is reserved for future studies (and requires reparameterization of the solvent and solute potential parameters), is to employ a many-body potential that reasonably describes both the cluster and the bulk limits.

The off-diagonal electronic coupling term $H_{12}$ in Eq. 1.2 is the one suggested by Hynes and coworkers:

$$H_{12} = -QS(r_1)S(r_2),$$  \hspace{1cm} (1.11)

where $S(r)$ is the overlap integral for the sigma orbital formed from the carbon 2p and chlorine 3p atomic orbitals. $S(r)$ is determined using Slater-type orbitals and the approximation of Mulliken et al. These expressions can also be found in Ref. 21. $Q = 678.0$ kcal/mol is a parameter which is fitted to obtain the correct activation energy.

Diagonalization of Eq. 1.2 yields the electronic ground state adiabatic Hamiltonian as a function of all nuclear coordinates:

$$H_{ad} = \frac{1}{2}(H_{11} + H_{22}) - \frac{1}{2}[(H_{11} - H_{22})^2 + 4H_{12}^2]^{1/2}. \hspace{1cm} (1.12)$$
This Hamiltonian is used for the classical propagation of the system. The gas-phase adiabatic ground state potential energy is given by

$$U_{ad}^0 = \frac{1}{2}(H^0_{11} + H^0_{22}) - \frac{1}{2}[(\Delta H^0)^2 + 4H^2_{12}]^{1/2}, \quad (1.13)$$

where

$$\Delta H^0 = H^0_{11} - H^0_{22} = V_M(r_2) + V_i(r_1, \theta) - V_M(r_1) - V_i(r_2, \theta), \quad (1.14)$$

and where we used the symmetry of the reaction to simplify the expression for $\Delta H^0$.

The reaction coordinate is defined by

$$\xi = r_2 - r_1, \quad (1.15)$$

so the reactants and products correspond to $\xi \ll 0$ and $\xi \gg 0$, respectively. (They are, of course, identical for this symmetric reaction). The minimum energy path along $\xi$ for the collinear geometry is shown as the dotted curve in Fig. 1. The transition state is located at $r_1 = r_2 = 2.19$ Å and has an energy of 2.74 kcal/mol above the energy of the separate reactants, and an activation energy of 13.72 kcal/mol above the ion–dipole minimum energy.

The total wave function is given by the solution for $c_1$ and $c_2$:

$$c_1^2 = \frac{1}{2 + \chi^2/2 + \chi(1 + \chi^2/4)^{1/2}}, \quad c_2^2 = 1 - c_1^2, \quad (1.16)$$

where $\chi = \Delta H^0/H_{12}$. At the transition state, $r_1 = r_2$, so $\chi = 0$ (in a vacuum) and $c_1^2 = c_2^2 = 1/2$. Since the coupling $H_{12}$ falls off rapidly to zero as $|\xi|$ increases,
Figure 1.1: Reaction free energy along the reaction coordinate for \( \text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^- \) in bulk chloroform, with the presence of one-to-five water molecules (lines labeled by the number of water molecules). Also shown are the reaction free energy in bulk water and bulk chloroform and the minimum energy path for the collinear geometry in the gas phase. The temperature is \( T=298\,\text{K} \).

\[ \chi \rightarrow \pm \infty \text{ and } c_1^2(\chi \rightarrow \infty) = 0, c_1^2(\chi \rightarrow -\infty) = 1. \text{ Thus, as } \xi \text{ varies from } -\infty \text{ to } +\infty, \text{ the ground state varies from } \psi_2(c_1 = 0, c_2 = 1) \text{ to } \psi_1(c_1 = 1, c_2 = 0). \text{ In fact, the limiting values of 0 and 1 for } c_1 \text{ and } c_2 \text{ are reached for } |\xi| \text{ near } 1\,\text{Å}. \text{ In solution, Eq. 1.16 still holds, except that } \chi = (H_{11} - H_{22})/H_{12}. \]

1.2.2 Reaction free energy profile

The reaction free energy profile along the reaction coordinate \( \xi = r_2 - r_1 \) is calculated using umbrella sampling with overlapping windows and a biasing potential\(^{36} \).
according to

\[ W(\xi) = -\beta^{-1} \ln \left( \frac{\int \delta(r_1 - r_2 - \xi) \exp[-\beta(H_{ad} + U_b(\xi))] d\Gamma}{\int \exp(-\beta H_{ad}) d\Gamma} - U_b(\xi) \right), \quad (1.17) \]

where \( \beta = 1/kT \) with \( k \) being the Boltzmann constant, \( T \) is the temperature, and \( U_b(\xi) \) is a biasing potential. This is an arbitrary analytic function approximating \(-W(\xi)\) which is useful for accelerating the convergence of the ensemble average in Eq. 1.17. We chose for the biasing potential an approximate Gaussian fit of the transition state region of the free energy profile in bulk chloroform:

\[ U_b(\xi) = 20.6928 e^{-2.63322\xi^2} \text{ kcal/mol.} \quad (1.18) \]

\( W(\xi) \) is determined in the interval \([\xi_0, \xi_N]\) by dividing the interval into \( N \) overlapping subintervals, running the trajectories using the Hamiltonian \( H_{ad} + U_b(\xi) \) and binning \( r_2 - r_1 \) in the subinterval \( j \) by constraining the system to be in the region \([\xi_{j-1}, \xi_j]\) using a window potential. The set of \( N \) overlapping \( W_j(\xi) \) is “stitched” together by adding to \( W_j(\xi) \) a constant \( C_j \) that minimizes the difference between the overlapping portion of \( W_j(\xi) \) and \( W_{j-1}(\xi) \). Using intervals of 0.5 Å width gave a good sampling of each interval, except near the transition state, where an additional 0.2 Å wide window was added. \( \xi_N \) is selected so that \( W(|\xi_N|) \) reaches a plateau.

At each value of the reaction coordinate \( \xi \), the solvent is at equilibrium with the solute electronic state (as determined by the charge distribution and the values of \( c_1 \) or \( c_2 \)). One can approximately characterize any solvent configuration using
(by analogy to electron transfer simulations\textsuperscript{71}) the “solvent coordinate” \( s \) by the solvent contribution to the energy gap \( \Delta H = H_{11} - H_{22} \):

\[
H_{11} - H_{22} = \Delta H^0 + s.
\]  

(1.19)

For future reference, we denote by \( s_{eq}(\xi) \) the equilibrium value of \( s \) when the reaction coordinate is equal to \( \xi \). By symmetry, if \( \xi = 0 \) we must have \( s_{eq}(0) = 0 \).

### 1.2.3 Reactive flux calculations

The activation free energy \( E_a \) obtained from the reaction free energy profile \( W(\xi) \) can be used to compute the transition state theory (TST) approximation of the rate constant \( k_{\text{TST}} = A e^{-\beta E_a} \), where \( A \) is the pre-exponential factor. The actual rate is reduced by the value of the transmission coefficient \( \kappa < 1 \), due to the fact that not every trajectory that reaches the transition state and heads toward the products ends as products. \( \kappa \) can be calculated using the reactive flux correlation function formalism\textsuperscript{28,52,142} Starting from the solute molecules constrained to the transition state (\( \xi = 0 \)), random velocities are assigned from a flux-weighted Maxwell-Boltzmann distribution, and the constraint is released. The value of the reaction coordinate is followed for a long enough time for the solvent-induced recrossings of the transition state to cease and for the system to reach the stable reactant state. The normalized flux correlation function can be calculated using\textsuperscript{52}

\[
\kappa(t) = N_+^{-1} \sum_{i=1}^{N_+} \theta[\xi^+_i(t)] - N_-^{-1} \sum_{i=1}^{N_-} \theta[\xi^-_i(t)],
\]

(1.20)
where $\xi^+_i$ is the value of the reaction coordinate for the $i$th trajectory at time $t$, given that at $t = 0$, $d\xi/dt$ was positive (negative), $N_+(N_-)$ is the corresponding number of trajectories, and $\theta$ is the unit step function.

### 1.2.4 Simulation details

We consider five different systems, obtained by inserting into a cavity at the center of a bulk chloroform box the reactive system constrained to the transition state, with $N_w = 1, 2, ..., 5$ water molecules. The configurations $[\text{Cl}^\delta^- - \text{CH}_3 - \text{Cl}^\delta^-] (\text{H}_2\text{O})_{N_w}$ ($\delta \approx 0.5$) were selected from equilibrated transition state configurations in bulk water. The cavity was prepared by removing a number of chloroform molecules from a pure chloroform truncated octahedron box enclosed in a cube of size 38.68 Å$^3$ containing 215 molecules. The system was first equilibrated at a constant temperature (298 K) and pressure (1 atm), with the water and solute molecules frozen. Then all constraints, except for $\xi = 0$, (the system remains at the transition state) were removed and the system equilibrated for 1 ns, saving 100 independent configurations for the reactive flux correlation function dynamic calculations.

The reaction free energy calculations are done using windows that are each 0.5 Å wide and have a 0.2 Å overlap with the two neighboring windows. The number of windows is selected until the free energy profile reaches a plateau. Calculations are done for both the $\xi > 0$ and $\xi < 0$ regions, despite the symmetry of the reaction,
as an additional check for convergence. In each window, the total simulation time is 1 ns. This allows for a determination of the free energy profile, with a statistical error that is less than 0.2 kcal/mol.

A number of properties, including solvent–solute radial distribution functions, solvent coordinate equilibrium values, location of water molecules, and solute electronic structure (values of $c_1^2$) are dependent on the reaction coordinate. These are calculated by fixing the reaction coordinate at different values of $\xi$, starting from $\xi = 0$ and continuing with increments of 0.1 Å up to $\xi = 1$ Å. At larger values of $\xi$, the above properties vary much more slowly with $\xi$, so they are calculated at $\xi = 1.5, 2.0$ Å, etc. These calculations are done using a 1 ns trajectory at each value of $\xi$.

The reactive flux calculations are done by using the 100 equilibrated independent transition state configurations, saved earlier, to run 1000 constant-energy trajectories using ten different selections of flux-weighted initial velocities per configuration. Each trajectory is 0.2 ps long, which is long enough for $\kappa(t)$ to reach its plateau value.

The integration time step is 0.5 fs for all systems, using the velocity version of the Verlet algorithm.$^5$
1.3 Results and Discussion

1.3.1 Reaction free energy profiles

The results of the umbrella sampling calculations of the free energy profile $W(\xi)$ for the $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ reaction in bulk chloroform with $N_w = 1$, 2, ..., 5 are shown in Figure 1.1. As a comparison, the gas-phase potential energy along the minimum energy path and the free energy profiles in bulk chloroform and in bulk water are also shown. Due to the extended charge distribution of the reactant and product states compared to the less polar transition state, as the number of the water molecules increases, the reactants and products experience a much greater lowering of their free energy than does the transition state. This gives rise to a marked increase in the activation free energy $E_a$ and to a gradual diminishing of the ion–dipole minimum. The calculated activation free energy (relative to the separated reactants or products) as a function of the number of water molecules is shown in Fig. 1.2. While the first water molecule increases the barrier height (relative to the barrier in bulk chloroform) by 3.7 kcal/mol, each additional water molecule contributes a smaller amount to the increase. With five water molecules, the total increase in the barrier height is about 10 kcal/mol and is only 3 kcal/mol below the value in bulk water.

Another important characterization of the free energy profile of the reaction is its curvature (second derivative) at the transition state, which we express using
the effective mass $\mu$ and the (equilibrium) barrier frequency $\omega_b$ by

$$\mu \omega_b^2 = -\left( \frac{\partial^2 W(\xi)}{\partial \xi^2} \right)_{\xi=0}.$$  \hspace{1cm} (1.21)

This quantity determines the average acceleration experienced by the reaction coordinate as $\xi$ varies from 0. The curvature is depicted in Fig. 1.2 as a function of the number of water molecules. As a comparison, we also show the values in bulk chloroform ($N_w = 0$) and in bulk water (BW). As the number of water molecules is increased, the effective barrier gets sharper. It is interesting to note that the effective bulk value is essentially reached with $N_w = 5$.

### 1.3.2 Electronic state variation

The change in the electronic state of the system as a function of the reaction coordinate may be characterized by the quantum weight of one of the diabatic states, e.g., $c_1^2$. Combining Eqs. 1.16 and 1.19 and the relation $\chi = (H_{11} - H_{22})/H_{12}$ gives in solution:

$$c_1^2 = \frac{1}{2 + \chi^2/2 + \chi(1 + \chi^2/4)^{1/2}}, \quad \chi = \frac{\Delta H^0 + s}{H_{12}}.$$  \hspace{1cm} (1.22)

The top panel of Fig. 1.3 shows $c_1^2(\xi)$ versus $\xi$ for the systems with different numbers of water molecules, as well as in the gas phase, in bulk chloroform and in bulk water. As $c_1^2$ varies from 0 to 1, the charge distribution on the solute atoms varies from that of the products to the reactants. All the curves pass through (0,
Figure 1.2: (a) The activation free energy of the reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl}^+ + \text{Cl}^-$ as a function of the number of water molecules present in bulk chloroform. Also shown is the result in bulk water (BW) and bulk chloroform ($N_w = 0$). (b) The corresponding barrier curvature [Eq. 1.21].

$1/2$, since at the transition state ($\xi = 0$), where $\Delta H^0 = 0$ and $\langle s \rangle = s_{eq}(\xi = 0) = 0$ (see Section 1.3.4 below), we have $\xi = 0$, and so $\langle c_1^2 \rangle \approx 1/2$. Since $H_{12}$ decays exponentially as $|\xi|$ increases, $c_1^2$ varies rapidly near the transition state.

As the polarity of the medium is increased from the gas phase to bulk chloroform, and with the addition of water molecules, there is an increase in the solvation energy of the nonsymmetric charge distribution that is produced as soon as $\xi$ varies
Figure 1.3: Top panel: Equilibrium average quantum population of one of the diabatic states as a function of the reaction coordinate. The red (unlabeled) lines are for the reaction in bulk chloroform with one to five water molecules, and the blue, green, and black are in bulk water, bulk chloroform, and the gas phase, respectively. Bottom panel: The rate of change in the quantum population at the transition state as a function of the number of water molecules in bulk chloroform. The circles corresponding to the labels G, C, and W are the results in the gas phase, bulk chloroform, and bulk water, respectively.
from zero. This explains the significant dependence of \( c_1^2(\xi) \) on the polarity of the solvent. The rate of the stabilization of the nonsymmetric charge distribution can be quantified by calculating \( d\langle c_1^2(\xi) \rangle /d\xi \) at \( \xi = 0 \). This “electronic state switching rate” is closely related to the charge switching rate in the phenomenological description of the S\(_{N2}\) reaction by several groups.\(^9,27,38,42,59,109\) This is shown in the bottom panel of Fig. 1.3. The rate of change in \( \langle c_1^2(\xi) \rangle \) varies monotonically with the solvent polarity and with the increase in the number of water molecules, changing from 3.7 \( \text{Å}^{-1} \) in vacuum to 4.1 \( \text{Å}^{-1} \) in chloroform, and increases slowly as water molecules are added. Unlike the barrier frequency and the barrier height, by the time five water molecules are added, the rate of change in \( \langle c_1^2(\xi) \rangle \) is still quite far from the asymptotic value of 9.3 \( \text{Å}^{-1} \) in bulk water.

### 1.3.3 Hydration structure

The contribution of the water molecules to the different aspects of the equilibrium hydration discussed in Secs. 1.3.1 and 1.3.2 can be correlated with the gradual development of the hydration structure as a function of the number of water molecules and of the reaction coordinate. This can be clearly demonstrated by examining the oxygen(water)–chlorine(nucleophile) radial distribution function \( g_{O-Cl}(r) \). Specifically, in Fig. 1.4 the peak value of \( g_{O-Cl}(r) \) is plotted against \( \xi \) for the reaction taking place in bulk chloroform with the presence of one-to-five
water molecules. As a comparison, we also show the results in bulk water.

Figure 1.4: The peak value of the oxygen(water)–Cl⁻ (nucleophile) radial distribution function as a function of the reaction coordinate in bulk water, and in bulk chloroform in the presence of the indicated number of water molecules.

The peak value of \( g_{O-Cl}(r) \) has its largest value for large negative values of \( \xi \), reflecting the hydration of the free nucleophile Cl⁻. As the number of water molecules increases, the peak value at large negative \( \xi \) increases as expected toward the value in bulk water. The peak value remains nearly constant as the nucleophile approaches the CH₃ group, and rapidly decreases as the system gets near the transition state (\( \xi = 0 \)) and the charge on the nucleophile diminishes. This clearly correlates with the changes in the electronic structure described earlier. For positive \( \xi \), the peak value is near zero for all systems except bulk water, as the water molecules now exclusively hydrate the leaving anion. In bulk water, the finite small nonzero value for \( \xi > 0 \) reflects the weak hydration of the Cl atom.
in the CH$_3$Cl product.

Figure 1.5: The probability distribution of finding an oxygen water atom around the reactive system atoms at a fixed value of the reaction coordinate $\xi$. The panels on the left (right) are for the systems with one (five) water molecules in bulk chloroform.

Another demonstration of the variation in the water structure around the reactive system is provided in Fig. 1.5, which shows, as contour plots, the probability of finding the water oxygen near the reacting system’s atoms. It is interesting to note that the completely symmetric oxygen distribution around the Cl$^{0.5-}$–CH$_3$–Cl$^{0.5-}$ transition state configuration ($\xi = 0$) already shows marked asymmetry when $\xi = 0.1$ Å. The plots for larger $\xi$ are essentially the same (we show as an example the one at $\xi = 0.9$ Å). Also note that except for less sharply defined distributions, the contour plots for one and five water molecules (and all
the cases in between) are very similar.

### 1.3.4 Solvent coordinate and solvent free energy

As the reactive system moves along the reaction coordinate, the variations in the hydration structure, as well as in the interaction with the chloroform molecules, can be described more conveniently using the concept of the solvent coordinate $s$ introduced in Eq. 1.19. This is simply the solvent contribution to the energy difference between the two diabatic states at a given nuclear configuration. This quantity is analogous to the definition used in simulations of electron transfer reactions. Figure 1.6 shows the equilibrium average $s_{eq}(\xi) = \langle s(\xi) \rangle$ as a function of the reaction coordinate $\xi$, as well as the separate contributions of the water and the chloroform molecules:

$$s_{eq}(\xi) = s_{eq}^w(\xi) + s_{eq}^c(\xi).$$ (1.23)

Because of the symmetrical nature of the transition state, $s_{eq}(\xi = 0) = 0$. As soon as an asymmetric charge distribution is developed, there is a significant shift toward more favorable interactions with the localized charge of the anion than with the dipolar $\text{CH}_3\text{Cl}$ molecule, reflected by the large increase in $|s_{eq}|$. The rate at which $s_{eq}$ varies with $\xi$ reflects the strength of the interaction of the solvent molecules with the localized charge distribution of the products (or reactants) relative to the weaker interaction with the delocalized charge distribution.
Figure 1.6: The equilibrium values of the solvent coordinate as a function of the reaction coordinate. Different panels correspond to different numbers of water molecules, as indicated. In each panel, the lines labeled H (blue) and C (green) correspond to the water contribution and the chloroform contribution to the solvent coordinate, respectively, while the unlabeled (red) lines show the total. The bottom-right panel gives the result in the bulk of the two solvents.

of the transition state. It is not surprising, therefore, that as the number of water molecules increases, the water contribution shown in blue increases more rapidly and to larger final values, \((\xi \to \pm\infty)\), while the chloroform contribution (shown in green) remains fixed and is quite similar to that in bulk chloroform. It is interesting to note that with five water molecules, the water contribution to \(s\) is only about half of the contribution in bulk water. However, the total solvent coordi-
nate, which includes the (nearly full) bulk contribution of chloroform, is about 80% of the contribution in bulk water. This is consistent with the rate of change in the activation-free energy with the number of water molecules discussed in the top of Section 1.3.1.

While $s_{eq}(\xi)$ represents the equilibrium (and most probable) value of the solvent coordinate when the reaction coordinate is fixed at a value of $\xi$, solvent orientational and translational fluctuations will cause fluctuations in the value of $s$. The probability of observing a given value of $\delta s = s - s_{eq}$ is, to a good approximation, a Gaussian, which suggests that the free energy associated with a given solvent fluctuation $s$ is a quadratic in $\delta s$:

$$G(s; \xi) \approx \frac{1}{2} k_s(\xi)[s - s_{eq}(\xi)]^2,$$

(1.24)

where $k_s(\xi)$ is referred to as the solvent force constant.\(^{51}\) This quantity expresses the resistance of the solvent to a change in its orientational and translational polarization and is expected to increase as the solute charge distribution gets more localized.

One can easily determine $k_s(\xi)$ by binning the value of $\delta s$ from an equilibrium simulation at a fixed $\xi$, obtaining the probability distribution $P(s; \xi)$ from which $G(s; \xi) = -kT \ln P(s; \xi)$ can be determined. A 1 ns simulation at each value of $\xi$ gives a smooth curve that can be accurately fitted to a parabola in the range $|\delta s| < 5kT$. 
Figure 1.7: (a) The solvent force constant vs. the reaction coordinate for the $N_w = 1$ case. (b) The solvent force constant on the product (or reactant) side relative to the force constant at the transition state, as a function of the number of water molecules. Blue and green circles correspond to the ratio in bulk water and chloroform ($N_w = 0$), respectively. (c) Approximate solvent activation-free energy $E_s \approx (1/2)k_s(\infty)[s_{eq}(\infty)]^2$ as a function of the number of water molecules.
The top panel of Fig. 1.7 shows as an example the variation of $k_s(\xi)$ with $\xi$ for the case of $N_w = 1$ (the plots for other values of $N_w$ are similar). As expected, $k_s(\xi)$ varies with the reaction coordinate $\xi$ and, as in the case of other properties discussed above, the variation is most rapid near the transition state ($|\xi| < 0.5$ Å). The values of $k_s(0)$ are in the range of $5.0 \times 10^{-3}$ (kcal/mol)$^{-1}$, increasing by about a factor of 5 when the system is on the reactant or the product side. The middle panel of Fig. 1.7 shows how the ratio $k_s(\infty)/k_s(0)$ varies with the change in the number of water molecules, with results in bulk chloroform and bulk water shown as a comparison. As the number of water molecules increases, the relative tightness of the hydration shell around the localized charge distribution (when $\xi = \pm \infty$), compared with that at the transition state, increases.

Another approximate measure of the work required to change the solvent configuration from that of the product to that of the transition state can be found from Eq. 1.24, by analogy with electron transfer, by substituting the values $s = 0$ and $\xi = \infty$: $E_s \approx \frac{1}{2} k_s(\infty) [s_{eq}(\infty)]^2$. This is shown in the bottom panel of Fig. 1.7. Of course in reality, as the transition state is approached $k_s$ becomes smaller by a factor of 5, so the actual free energy required is much less. The exact value is given by the solvent contribution to the reaction free-energy barrier discussed earlier. However, the concept of $E_s$ is still a useful measure of the relative contribution of the water molecules to the barrier.
1.3.5 Reaction dynamics

The activation barrier of the reaction can be used to estimate the transition state theory rate constant $k_{TST}$. This value assumes that every trajectory that reaches the transition state continues unhindered to form the products. This assumption may fail due to interaction with the solvent molecules, which may reverse the trajectory and induce it to recross the top of the barrier.\textsuperscript{28,61} Specifically, as has been discussed extensively for this reaction in bulk water,\textsuperscript{27} and as is clear from the discussion in Section 1.3.4, the solvent nuclear polarization which is equilibrated to the transition state charge distribution is typically not the proper polarization necessary to solvate the product charge distribution. This may give rise to an additional barrier that prevents the system from directly proceeding to the product side.\textsuperscript{51}

As a result, the actual rate constant is reduced by the transmission coefficient factor $\kappa$. The reactive flux correlation function $\kappa(t)$, defined in Section 1.2.3, enables one to study the time scale of the recrossing and obtain the transmission coefficient from the plateau values of $\kappa(t)$. Figure 1.8 shows the flux correlation functions for the reaction in the presence of one-to-five water molecules, as well as in the bulk of water and chloroform. The correlation functions reach their plateau values in less than 50 fs. The reaction dynamics at the barrier top is controlled by the barrier frequency, which gives rise to a crossing time scale on the order of
Figure 1.8: Reactive flux correlation functions for the $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ reaction for the different systems. Blue and green lines are the result in bulk water and chloroform, respectively. Red lines are the results in bulk chloroform with the indicated number of water molecules. The inset shows the transmission coefficient as a function of the number of water molecules.

The inset of Fig 1.8 shows the value of the transmission coefficient as a function of the number of water molecules. As the number of water molecules is increased, the solvent barrier (mentioned in the previous section) increases. As a result, recrossings of the barrier increase and $\kappa$ decreases toward the value in bulk water.
In general, however, deviation from transition state theory values are not large, and $\kappa$ falls in between the values in bulk water ($\kappa = 0.57$) and bulk chloroform ($\kappa = 0.76$).

1.4 Summary and Conclusions

The free energy profile of the benchmark symmetric Cl$^- + CH_3Cl$ $S_N2$ reaction in liquid chloroform is highly sensitive to the addition of a few water molecules. The activation-free energy increases and the free energy of the nucleophile–dipole complex decreases due to the stabilization of the products relative to the transition state. The empirical valence bond model with the fully molecular solvents description provides structural and energetic insight into how the gradual addition of one-to-five water molecules changes the electronic structure along the reaction coordinate. Dynamic calculations show that deviations from transition state theory due to barrier recrossings are not large and fall between the behavior calculated in bulk water and bulk chloroform.

The sensitivity of the reaction free-energy profile of an $S_N2$ reaction to the presence of a few water molecules in the bulk organic solvent has important consequences for the rate of interfacial $S_N2$ reactions. This phenomenon, in the context of phase transfer catalysis as well as the extension of the present study to other $S_N2$ reactions and in other solvents, will be described in future publications.
Acknowledgments

This work has been supported by a grant from the National Science Foundation (Grant No. CHE-0809164).
Chapter 2

A Molecular Dynamics-Empirical Valence Bond Study of an $S_{N2}$ Reaction at the Water–Chloroform Interface

2.1 Introduction

It is well known that the strong reactivity of anionic nucleophiles in gas-phase nucleophilic substitution reactions ($S_{N2}$) is markedly diminished when the reaction is taking place in a protic polar solvent such as water.\textsuperscript{6, 38, 58, 60, 62, 64, 70, 83, 107, 110, 133, 141}
To enhance the reactivity in solution, one typically picks a low-polarity aprotic solvent, which can significantly lower the barrier compared with that in bulk water. A difficulty with this approach is the low solubility of small nucleophiles such as $\text{F}^-$ and $\text{Cl}^-$ in low-polarity solvents. One method for dealing with this difficulty is the utilization of a phase transfer catalyst to assist with the transfer of the nucleophile from the aqueous to the organic phase.

However, several fundamental questions about phase transfer catalysis (PTC) have not received much attention. It is well known that the transfer of small hydrophilic anions from water to an organic solvent is accompanied by a few water molecules. Theoretical studies of $\text{S_N}_2$ reactions in gas-phase clusters and in bulk liquids, and experimental studies in bulk nonpolar solvents suggest that the hydration state of the anion strongly influences its nucleophilicity. In reactions that are carried out under PTC conditions with vigorous mixing, is it likely that hydrated or partially hydrated nucleophilic ions participate in the reaction and thus influence its kinetics? Another open issue is whether the reactions carried out under PTC conditions are truly interfacial reactions. This is important since it has been recently demonstrated using second harmonic generation spectroscopy that the polarity of the interface region could be significantly different from that of the bulk phases. Computer simulations of spectral line shapes as well as experiments also suggest the strong dependence of solvent polarity on the surface location and orientation.
In this chapter, we utilize a recently developed empirical valence bond (EVB) model to examine in detail the simple benchmark symmetric S_N2 reaction Cl⁻ + CH₃Cl → CH₃Cl+Cl⁻ at eight different locations of the water–chloroform (CHCl₃) interface. In each location, we calculate the reaction free-energy profile and several structural and dynamical characteristics of the reaction. In recent years, experimental and theoretical studies have clarified the influence of surface roughness on several interfacial processes. By repeating all of our calculations under conditions where the interface remains molecularly sharp, we are also able to examine the effect of surface roughness on the reactivity of the above reaction.

The rest of the chapter is organized as follows: In Section 2.2, we briefly review the main features of the EVB model and the methodology used to compute the free energy and the dynamical corrections to the transition state theory rate constant. In Section 2.3, the results of the reaction free-energy profile, as well as the structural and time-dependent calculations, are described and discussed. A summary and conclusions are given in Section 2.4.
2.2 Systems and Methods

2.2.1 The empirical valence bond (EVB) model.

Theoretical modeling of $S_N^2$ reactions has a long history and is still an active area of research.\textsuperscript{2,10,25,27,29,38,42,49,50,59,64,70,91,106,108,109,116} The model we use is similar to the EVB model first developed by Warshel and coworkers.\textsuperscript{60,141} It was discussed in an earlier publication\textsuperscript{21} in detail, and here we briefly summarize the main components.

The two-state EVB approach is the simplest way to describe the main feature of the system, namely the changing electronic structure along the reaction coordinate. We assume\textsuperscript{21,83} that only two orthonormal valence states, $\psi_1 = \text{Cl}^-$CH$_3$Cl: and $\psi_2 = \text{Cl}^-\text{CH}_3^-\text{Cl}$, contribute to the total wave function:

$$\Psi = c_1\psi_1 + c_2\psi_2 \quad \langle \psi_1 | \psi_2 \rangle = \delta_{ij}$$

(2.1)

The total Hamiltonian is written as

$$\hat{H} = \begin{pmatrix} H_{11}(\vec{r}_i, \vec{r}_d, \vec{r}_s) & H_{12}(r_1, r_2, \theta) \\ H_{12}(r_1, r_2, \theta) & H_{22}(\vec{r}_i, \vec{r}_d, \vec{r}_s) \end{pmatrix},$$

(2.2)

$$H_{11} = E_k + H_{11}^0(r_1, r_2, \theta) + U_{ss}(\vec{r}_s) + U_{si}(\vec{r}_s, \vec{r}_i) + U_{sd}(\vec{r}_s, \vec{r}_d),$$

(2.3)

where $H_{11}$ is the diabatic Hamiltonian, which includes $E_k$, the kinetic energy of all atoms; $H_{11}^0(r_1, r_2, \theta)$, the gas-phase interaction between the Cl$^-$ ion and the CH$_3$Cl molecule; $U_{ss}(r)$, the solvent potential energy; $U_{si}(\vec{r}_s, \vec{r}_i)$, the solvent–ion potential...
energy; and \( U_{sd}(\vec{r}_s, \vec{r}_d) \), the solvent–\( \text{CH}_3\text{Cl} \) potential energy. In Eqs. 2.2 and 2.3, \( \vec{r}_i \) is the vector position of the \( \text{Cl}^- \) ion, \( \vec{r}_d \) are the vector positions of the \( \text{CH}_3\text{Cl} \) atoms, and \( \vec{r}_s \) stands for the positions of all the solvent atoms. \( r_1 \) is the distance between the \( \text{Cl}^- \) ion and the carbon atom, \( r_2 \) is the \( \text{C}--\text{Cl} \) bond distance in \( \text{CH}_3\text{Cl} \), and \( \theta \) is the \( \text{Cl}^---\text{C}--\text{Cl} \) angle. Due to the symmetry of the reaction, \( H_{22} \) has the same functional form, but with the two chlorine atom labels interchanged.

The detailed functional forms and parameter values of all the potential energy terms in Eq. 2.3 are given in Ref. 21. Here we note that the gas-phase potential energy, \( H^0_{11}(r_1, r_2, \theta) \), is a generalization to noncollinear geometries of the form suggested by Mathis et al. It includes a Morse potential for the \( \text{CH}_3\text{Cl} \) bond, an exponential repulsive term for the interaction between the \( \text{Cl}^- \) ion and the \( \text{CH}_3 \) radical, and an ion–dipole term for combined short-range repulsion and long-range attractive interactions between the \( \text{Cl}^- \) ion and the \( \text{CH}_3\text{Cl} \) bond. These terms are obtained from a fit to the \textit{ab initio} calculations of Tucker and Truhlar and to experimental data. The generalization to nonlinear geometry is accomplished by making some of the parameters \( \theta \)-dependent and adding a bending energy term with parameters determined by a best fit to the gas-phase \textit{ab initio} values of the energy, location of the transition state, and the ion–dipole well depth as a function of \( \theta \). Additional details about the different terms appearing in \( H^0_{11} \) can be found in Ref. 83.

\( U_{ss}(\vec{r}_s), U_{si}(\vec{r}_s, \vec{r}_i), \) and \( U_{sd}(\vec{r}_s, \vec{r}_d) \) are all given by the sum of Lennard-Jones
plus Coulomb interactions between every two sites on different molecules:

\[ u_{ij} = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right] + \frac{q_i q_j}{4\pi\epsilon_0 r_{ij}}, \]

(2.4)

where \( i \) and \( j \) are two sites on two different (solvent or solute) molecules, \( r_{ij} \) is the distance between the sites, and \( \epsilon_0 \) is the vacuum permittivity constant. The Lennard-Jones parameters \( \sigma_{ij} \) and \( \epsilon_{ij} \) are determined from the parameters of the different sites by the usual combination rules:

\[ \sigma_{ij} = \frac{(\sigma_{ii} + \sigma_{jj})}{2}, \quad \epsilon_{ij} = (\epsilon_{ii} \epsilon_{jj})^{1/2}. \]

The partial charges on the CH\(_3\)Cl are selected to reproduce its experimental dipole moment of 1.94 D. These parameters, together with the Lennard-Jones parameters for the Cl\(^-\) ion and the CH\(_3\)Cl molecule, are given in Ref. 21. The Lennard-Jones parameters and the charges for the different sites on the chloroform molecule were selected to reproduce a number of solvent bulk properties and structures. In addition, the chloroform potential energy function includes intramolecular stretching and bending terms. The solvents’ Lennard-Jones parameters, the intramolecular potential terms, and the corresponding intramolecular parameters can be found elsewhere. The water model was selected to be the model previously used to study the bulk and interfacial properties of water. The water and chloroform potentials used here give rise to to a stable liquid/liquid interface with a surface tension of 25 ± 3 dyn/cm. For other force-field models for chloroform, see Refs. 39, 40, 57.

The off-diagonal electronic coupling term \( H_{12} \) in Eq. 2.2 is the one suggested
by Hynes and coworkers: 83,130

\[ H_{12} = -QS(r_1)S(r_2) \]  (2.5)

where \( S(r) \) is the overlap integral for the \( \sigma \) orbital formed from the carbon 2p and chlorine 3p atomic orbitals. \( S(r) \) is determined using Slater-type orbitals and the approximation of Mulliken et al. 93 These expressions can also be found in Ref. 21. \( Q = 678.0 \text{ kcal/mol} \) is a parameter which is fitted to obtain the correct gas-phase activation energy.

The diagonalization of Eq. 2.2 yields the electronic ground state adiabatic Hamiltonian as a function of all nuclear coordinates:

\[ H_{\text{ad}} = \frac{1}{2}(H_{11} + H_{22}) - \frac{1}{2}[(H_{11} - H_{22})^2 + 4H_{12}^2]^{1/2}. \]  (2.6)

This Hamiltonian is used for the classical propagation of the system. The gas-phase adiabatic ground-state potential energy is given by

\[ U_{\text{ad}}^0 = \frac{1}{2}(H_{11}^0 + H_{22}^0) - \frac{1}{2}[(\Delta H^0)^2 + 4H_{12}^2]^{1/2}, \]  (2.7)

where \( \Delta H^0 = H_{11}^0 - H_{22}^0 \).

The reaction coordinate is defined by

\[ \xi = r_2 - r_1, \]  (2.8)

so the reactants and products correspond to \( \xi \ll 0 \) and \( \xi \gg 0 \), respectively. The minimum energy path along \( \xi \) for the collinear geometry will be shown below.
The transition state is located at $r_1 = r_2 = 2.19$ Å and has an energy of 2.74 kcal/mol above the energy of the separate reactants and an activation energy of 13.72 kcal/mol above the ion–dipole minimum energy.

The total wave function is given by the solution for $c_1$ and $c_2$:

$$
c_1^2 = \frac{1}{2 + \chi^2/2 + \chi(1 + \chi^2/4)^{1/2}}, \quad c_2^2 = 1 - c_1^2, \tag{2.9}
$$

where $\chi = \Delta H^0/H_{12}$ in the gas phase and $\chi = (H_{11} - H_{22})/H_{12}$ in solution. The effective charge on the nucleophile is given by $-c_1^2$. Because of the reaction’s symmetry, at the transition state $r_1 = r_2$, so $\chi = 0$ in a vacuum (and on average it is also zero in solution). Thus, at the transition state $c_1^2 = c_2^2 = 1/2$. Since the coupling $H_{12}$ falls off rapidly to zero as $|\xi|$ increases, we get $\chi \to \pm \infty$, and $c_1^2(\chi \to \infty) = 0$, $c_1^2(\chi \to -\infty) = 1$. Thus, as $\xi$ varies from $-\infty$ to $+\infty$, the ground state varies from $\psi_2(c_1 = 0, c_2 = 1)$ to $\psi_1(c_1 = 1, c_2 = 0)$. In practice, the limiting values of 0 and 1 for $c_1$ and $c_2$ are reached for $|\xi|$ near 1 Å.

2.2.2 Reaction free-energy profile

The reaction free-energy profile as a function of the reaction coordinate $\xi = r_2 - r_1$, is calculated using umbrella sampling with overlapping windows and a biasing
potential\textsuperscript{36} according to

$$ W(\xi) = -\beta^{-1} \ln P(\xi) - U_b(\xi) $$

$$ P(\xi) = \frac{\int \delta(r_1 - r_2 - \xi) \exp[-\beta (H_{ad} + U_b(\xi))] d\Gamma}{\int \exp[-\beta (H_{ad} + U_b(\xi))] d\Gamma} \quad (2.10) $$

where $\beta = 1/kT$ with $k$ being the Boltzmann constant, $T$ is the temperature, and $U_b(\xi)$ is a biasing potential. This is an arbitrary analytic function of $\xi$ chosen to be as close as possible to $-W(\xi)$ in order to accelerate the convergence of the ensemble average in Eq. 2.10. We chose for the biasing potential an approximate Gaussian fit of the transition-state region of the free-energy profile in bulk chloroform\textsuperscript{21}:

$$ U_b(\xi) = 20.6928 e^{-2.63322\xi^2} \quad \text{kcal/mol.} \quad (2.11) $$

Other details about the exact umbrella sampling procedure are given below and in Ref. 21.

### 2.2.3 Reactive flux calculations

The activation free energy $E_a$ obtained from the reaction free-energy profile $W(\xi)$ can be used to compute the transition state theory (TST) approximation of the rate constant $k_{\text{TST}} = A e^{-\beta E_a}$, where $A$ is the pre-exponential factor. The actual rate is reduced by the value of the transmission coefficient $\kappa < 1$, due to the fact that not every trajectory that reaches the transition state and heads toward the products ends as products. $\kappa$ can be calculated using the reactive flux correlation.
function formalism.\textsuperscript{28,52,142} Starting from the solute molecules constrained to the transition state ($\xi = 0$), random velocities are assigned from a flux-weighted Maxwell-Boltzmann distribution, and the constraint is released. The value of the reaction coordinate is followed for a long enough time for the solvent-induced recrossings of the transition state to cease and for the system to reach the stable reactant state. The normalized flux correlation function can be calculated using\textsuperscript{52}

$$\kappa(t) = N^+_{+} \sum_{i=1}^{N^+_{+}} \theta[\xi^+_i(t)] - N^-_{-} \sum_{i=1}^{N^-_{-}} \theta[\xi^-_i(t)],$$

(2.12)

where $\xi^\pm_i$ is the value of the reaction coordinate for the $i$th trajectory at time $t$, given that at $t = 0$, $d\xi/dt$ is positive (negative), $N^+_+(N^-_+)$ is the corresponding number of trajectories, and $\theta$ is the unit step function.

The reactive flux calculations are done by equilibrating the system at a constant temperature (298 K) with the constraint $\xi = 0$ (the system at the transition-state configuration $[\text{Cl}^-\cdots\text{CH}_3\cdots\text{Cl}^-]$, $\delta \approx 0.5$), for 1 ns, saving 100 independent configurations. These 100 equilibrated independent transition-state configurations are used to run 1000 constant energy trajectories using 10 different selections of flux-weighted initial velocities per configuration. Each trajectory is 0.2 ps long, which is long enough for $\kappa(t)$ to reach its plateau value.
2.2.4 Other simulation details

The system includes 500 water molecules, 213 CHCl₃ molecules, and the reactive system in a box of cross section 100 Å × 25 Å × 25 Å. This geometry gives rise to a single liquid/liquid interface, with each bulk phase at equilibrium with its own vapor phase.¹¹ We study eight different systems in which the reactants’ center of mass is located in different positions along the interface normal Z, as indicated in Figure 2.1, which also depicts the water and chloroform density profiles of the neat interface. Z = 0 is taken to be the Gibbs dividing surface with respect to the water, which is approximately where the water density is half of its bulk value. In each system, the reactants’ center of mass is restricted to moving inside a window of width δZ = 3 Å in order to increase the sampling statistics in each location. This is accomplished with the help of a Z-dependent potential acting on the center of mass of the reactants relative to the center of mass of the full simulation system. Since in each system the reactants can move freely within a window, their actual average location could be quite sensitive to the value of the reaction coordinate (as will be shown below). The × symbols in Figure 2.1 give the average location of the reactive system’s center of mass when it is at the transition state. In what follows, we will refer to this location simply as the “reactants location.” These locations are labeled a, b, c, ... from low to high Z values.

The reaction free-energy calculations in the interval |ξ| < 4 Å are done by
Figure 2.1: Density profiles of water and chloroform (normalized by their respective bulk densities) at the liquid/liquid interface. The red ×s denote the reactants’ location (the average location of the reactants’ center of mass when the system is at the transition state). Top panel: Normal interface; bottom panel: The interface is constrained to remain flat.
dividing the interval into “windows” that are each 0.5 Å wide and have a 0.2 Å overlap with the two neighboring windows. (4 Å is where the free energy profile reaches a plateau.) Calculations are done for both the $\xi > 0$ and $\xi < 0$ regions, despite the symmetry of the reaction, as an additional check for convergence. In each window, a total simulation time of 1 ns allows for an accurate calculation of the probability $P(\xi)$, from which the free energy profile is determined using Eq. 2.10, with a statistical error that is less than 0.3 kcal/mol.

From the simulations in each $\xi$-window, the ensemble averages of a number of system properties are determined as a function of $\xi$. This includes the solvent–solute radial distribution functions, the interaction energy of the two solvents with the reactants and products, and the value of $c_i^2$. To get a more refined expression in the region where these quantities vary the most, additional 1 ns simulations are done at 10 different fixed $\xi$ values separated by 0.1 Å, starting from $\xi = 0$.

In order to examine the importance of liquid/liquid interface roughness on the reaction system, all of the above calculations are repeated for the solute molecules placed at eight different locations of a specially constrained liquid/liquid interface. In these calculations, the interface is forced to remain approximately flat by adding a continuous cubic constraining potential, $(U = 200 Z^3$ kcal/mol), which prevents the molecules of each solvent from crossing the plane $Z = 0$. The water and chloroform density profiles and the solute locations of these systems are shown in the bottom panel of Figure 2.1.
The integration time step is 0.5 fs for all systems, using the velocity version of
the Verlet algorithm. The constant temperature calculations utilize a combination
of the Andersen stochastic method and the Nosé-Hoover thermostat.

2.3 Results and Discussion

2.3.1 Reaction free-energy profiles.

Figure 2.2: The free energy along the reaction coordinate for the Cl\(^-\) + CH\(_3\)Cl
reaction at the water–chloroform interface (red lines). The lines are labeled a, b,
c, ... consecutively according to the reactants’ location along the interface normal
(see Figure 2.1), with line a corresponding to the smallest Z value, etc. Lines a, b,
d and g, h fall on top of each other, and for clarity only of each case is shown.
Also shown are the reaction free energy in bulk water (blue) and bulk chloroform
(green) and the minimum energy path for the collinear geometry in the gas phase
(black). The temperature is \(T = 298\) K in all cases.
The results of the umbrella sampling calculations of the free energy profile \( W(\xi) \) for the \( \text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^- \) reaction at the different locations of the water–chloroform interface are shown in Figure 2.2. As a comparison, the gas phase potential energy along the minimum energy path for the collinear reaction geometry and the free energy profiles in bulk chloroform and in bulk water are also shown. Since the separate reactants (or products) with the localized charge distribution on the chloride ion are much more favorably solvated than the delocalized charges on the transition state, as the polarity of the medium increases, the reactants and products experience a much greater lowering of their free energy than does the transition state. This gives rise to a marked increase in the activation free energy when one goes from the gas phase to bulk chloroform and to bulk water. The calculated activation free energy as a function of the average location along the interface normal is shown as red circles in Figure 2.3. Since the average location of the reactive system center of mass depends somewhat (but not strongly) on the reaction coordinate, the average location refers to that of the transition state.

Since the polarity of the interface region is expected to be somewhere between that of the two bulk phases,\(^{18,139}\) one would expect the activation free energy \( \Delta A^* \) of the reaction at the different interface locations to fall in between the values in bulk water and in bulk chloroform. Figure 2.3 (red circles) shows several unexpected results:
Figure 2.3: The activation free energy of the reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ as a function of the reactants’ location at the water–chloroform interface. Also shown are the results in bulk water (blue circle) and bulk chloroform (green circle). Red circles: normal interface; black circles: The interface is constrained to be flat. The point labeled p corresponds to the reactants constrained to lie parallel to the interface.

(1) When the system’s center of mass is in the region $0 \, \text{Å} < Z < 5 \, \text{Å}$, which is the region where the water density falls from 0.5 of the bulk density (at $Z = 0$) to 0.02 of the bulk density (which is slightly more than the width of the neat interface region), the activation free energy is greater than in bulk water. This result is statistically significant, given the estimated error in the free energy calculations mentioned above.

(2) In the region $Z > 5 \, \text{Å}$, the activation free energy is lower than in bulk water, but still higher than in bulk chloroform, even in the window with the largest $Z$ studied (approximately 13 Å).

Both of these results can be summarized by the important conclusion that for
the system to exhibit marked rate enhancement relative to bulk water, the reaction must be carried out significantly away from the interface region (in the organic phase).

The fundamental reason for the relatively high barrier at or near the interface is the significant interaction of the nucleophile with interfacial water molecules. An examination of simulation snapshots, like the one shown in Figure 2.4, demonstrates that the nucleophile is able to retain some number of water molecules when it is in the vicinity of the interface, and as a result the neat interface is deformed and gives rise to higher local polarity and thus reduced reactivity. This deformation is coupled to the reaction coordinate, since the charge distribution and the corresponding interaction with water depend on the reaction coordinate.

![Figure 2.4: A snapshot from a molecular dynamics simulation of the Cl\(^-\) + CH\(_3\)Cl reactants (\(\xi = 1\) Å) on the organic side (\(Z = 5\) Å) of the water–chloroform interface.](image)

The importance of local surface fluctuations (the nanometer-scale capillaries)
on the reaction free energy can be quantitatively demonstrated by computing the reaction free-energy profile while the interface is forced to remain flat. The corresponding activation free energies as a function of the reactants’ location are shown as the black circles in Figure 2.3. When the reactants are near the Gibbs surface, there is little difference between the activation free energy at the normal and at the constrained interface. However for $Z > 5 \text{ Å}$, while at the normal interface $\Delta A^*$ decreases gradually, at the flat interface there is a sharp drop in $\Delta A^*$. It is interesting to note that the values of $\Delta A^*$ at the normal interface correspond approximately to $\Delta A^*$ of the reaction when a cluster of one-to-five water molecules, $[\text{Cl}^- + \text{CH}_3\text{Cl}](\text{H}_2\text{O})_{N_w}$, is interacting with the reactants in bulk chloroform. For example, at $Z = 15 \text{ Å}$, $\Delta A^* = 22 \text{ kcal/mol}$, which is similar to $\Delta A^* = 21 \text{ kcal/mol}$ calculated in bulk chloroform with $N_w = 1$. In contrast, the value of $\Delta A^*$ when the reactants are at $Z = 12 \text{ Å}$ of the flat interface is consistent with no water molecules in direct contact with the reactants.

At this point it is worth noting that the free energy profiles shown in Figure 2.2, with the corresponding $\Delta A^*$ shown in Figure 2.3, are obtained with no constraints imposed on the orientation of the $\text{Cl}^-\text{CH}_3\text{Cl}$ vector. The system is allowed to equilibrate to the preferred orientation in each of the windows in which the reaction coordinate is sampled. An examination of the orientational distribution of this vector at different values of the reaction coordinate and at different locations of the reactants relative to the interface shows that, in the region $Z < 5 \text{ Å}$, there
is a strong dependence of the solute orientation on the reaction coordinate: When
the system is at or near the transition state ($\xi = 0$), the $\text{Cl}^{0.5} - \text{CH}_3 - \text{Cl}^{0.5}$ vector
tends to lie parallel to the interface, and when the charge on the nucleophile
is more or less fully developed (at $\xi \geq 0.3$ Å, see the next section), the vector
$\text{Cl}^- \cdots \text{CH}_3 - \text{Cl}$ tends to lie perpendicular to the interface, with the $\text{Cl}^-$ pointing
toward the water phase. Thus, the transition state experiences an environment
that is significantly less polar than the reactants, explaining the high barrier in the
$Z < 5$ Å region. This can be demonstrated by computing the free energy profile
with the system constrained to be parallel to the interface. The corresponding
activation free energy is shown in Figure 2.3 as the point labeled with $p$ for the
reactants at $Z = 5$ Å of the flat interface. The significant drop in the value of the
activation free energy relative to the case when no restrictions are placed on the
orientation of the reactants is clear. For $Z > 5$ Å, the vector $\text{Cl} - \text{CH}_3 - \text{Cl}$ is, in
general, randomly oriented at both the normal and flat interfaces.

The deformation of the neat interfacial water structure can be made quanti-
tative by computing the surface excess of water in the presence of the solute.
Consider the following relation used to define the Gibbs dividing surface,$^{114}$ $Z_G$:

$$
\int_{Z_b}^{Z_G} (\rho_0(z) - \rho_b)dz + \int_{Z_G}^{\infty} \rho_0(z)dz = 0
$$

(2.13)

where $\rho_0(z)$ is the density profile of water at the neat water–$\text{CHCl}_3$ interface, $Z_b$
is a location in the bulk water where the density is $\rho_b$, and $\text{CHCl}_3$ is assumed to
Figure 2.5: Water surface excess as a function of the location of the reactants for the case where the reactants are at the transition state (blue circles) and the reaction coordinate is at \( \xi = 1 \text{Å} \) (red triangles).

Occupy the positive region of \( z \) [so \( \rho_0(z) \to 0 \) as \( z \to \infty \)]. In the presence of a solute, the density profile \( \rho(z) \) will be different from \( \rho_0(z) \), and Eq. 2.13 suggests that the surface excess may be defined as

\[
\Gamma = \int_{Z_G}^{\infty} (\rho(z) - \rho_0(z)) \, dz
\]  

(2.14)

Figure 2.5 demonstrates the fact that as the solute moves deeper into the organic phase, there is a significant increase in the water surface excess. This is especially so when the nucleophile is fully charged (red triangles), but also when the system is at the transition state. However, the reactants at the transition-state configuration no longer induce much perturbation when they are located at 12 Å, due to their relatively lower ability to bind water molecules that far from the water phase. We estimate the error in the value of \( \Gamma \) at each \( Z \) location to be
about 0.002 Å⁻² (using block averages of 10 sets), so the slight negative values near \( Z = 14 \) Å are within the statistical margin of no water excess.

As a further demonstration of the unique influence of the interface on the reaction free-energy profile, we consider its negative curvature (2nd derivative) at the transition state, which can be expressed using an effective mass \( \mu \) and the equilibrium barrier frequency \( \omega_b \) by

\[
\mu \omega_b^2 = -\left( \frac{\partial^2 W(\xi)}{\partial \xi^2} \right)_{\xi=0} \tag{2.15}
\]

This quantity determines the “sharpness” of the barrier and thus the thermally-average acceleration experienced by the reaction coordinate at the transition state. This quantity is depicted in Figure 2.6 as a function of the interface location for the normal as well as for the “flat” interface.

The barrier’s curvature in bulk water (\( Z = -10 \) Å, blue circle) is larger than that in bulk chloroform (\( Z = 20 \) Å, green circle). This is due to the more rapid change in the solute charge distribution (and the corresponding solvation) in water than in the low-polarity organic solvent, as the system moves from the transition state.²¹,⁸³ Interestingly, when the reactive system’s center of mass is near the Gibbs surface (\( Z = 0 \)), the barrier curvature is greater than that of either of the bulk liquids, for both the normal (red circles) and the “flat” (black circles) interface. We will see below that this is reflected in the more rapid change in the charge distribution when the reaction takes place near the Gibbs surface. Note that the
Figure 2.6: The barrier curvature (Eq. 2.15) of the Cl$^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ reaction free-energy profile as a function of the reactants’ location for the normal (red circles) and flat (black circles) interfaces. The blue and green circles represent the curvatures in bulk water and in bulk chloroform, respectively. The point labeled p corresponds to the reactants constrained to lie parallel to the interface.

The barrier’s curvature when the reaction is taking place deeper into the organic phase ($Z > 8 \text{ Å}$), at the normal interface, is similar to that when a single water molecule is interacting with the reactants in bulk chloroform. In contrast, and as expected, when the reaction is taking place deeper into the organic phase ($Z > 8 \text{ Å}$) at the “flat” interface, the barrier’s curvature is the same as in bulk chloroform, since in this case, when the system is at the transition state, there is almost no interaction with water molecules.
2.3.2 Electronic state variation

In this section, we demonstrate the sensitivity of the solute charge distribution as determined by the solute electronic state (the values of $c_1$ or $c_2$) to the value of the reaction coordinate. Since at each value of the reaction coordinate $\xi$ the interaction of the polar solvent molecules is significantly dependent on the solute charge distribution, this interaction also significantly depends on $\xi$. One can approximately characterize any solvent configuration using a scalar “solvent coordinate” $s$ by the solvent contribution to the energy gap $\Delta H = H_{11} - H_{22}$:

$$H_{11} - H_{22} = \Delta H^0 + s \quad (2.16)$$

This definition is analogous to the one used in simulations of electron transfer reactions in polar solvents.\textsuperscript{71}

The electronic state of the system may be characterized by the quantum weight of one of the diabatic states, e.g., $c_2^2$. Combining Eqs. 2.9 and 2.16 and the relation $\chi = (H_{11} - H_{22})/H_{12}$ gives in solution

$$c_1^2 = \frac{1}{2 + \chi^2/2 + \chi(1 + \chi^2/4)^{1/2}} \quad \chi = \frac{\Delta H^0 + s}{H_{12}} \quad (2.17)$$

The top panel of Figure 2.7 shows a sample of $c_1^2(\xi)$ vs. $\xi$ plots for some of the systems considered in this chapter, as well as in bulk chloroform and in bulk water. As the reactants are converted to products, $c_1^2$ varies from 0 to 1, and the charge distribution on the solute atoms varies accordingly. At the transition state ($\xi = 0$),
Figure 2.7: (Top panel) Equilibrium average quantum population of one of the diabatic states as a function of the reaction coordinate. The red lines are for the reaction in several surface locations as labeled. The blue and green lines are in bulk water and in bulk chloroform, respectively. (Bottom panel) The rate of change of the quantum population at the transition state as a function of the location along the interface normal. The blue, green, and black circles correspond to the rate in bulk water, bulk chloroform, and the gas phase, respectively.
the gas phase energy difference $\Delta H^0 = 0$. In addition, because of symmetry, if $\xi = 0$, we must have $\langle s \rangle = s_{eq}(\xi = 0) = 0$, where $s_{eq}(\xi)$ is the equilibrium value of $s$ when the reaction coordinate is equal to $\xi$. Thus, at the transition state we have $\chi = 0$, and so $\langle c_1^2 \rangle \approx 1/2$ for all of the systems.

Since $H_{12}$ decays exponentially as $|\xi|$ increases from zero, $c_1^2$ varies rapidly near the transition state. The rate of this variation depends on the medium. The higher the polarity, the larger the stabilization energy of the nonsymmetric charge distribution that is developed as soon as $|\xi|$ increases from zero, and the more rapid the change in $c_1^2$. This is reflected in the difference observed between bulk chloroform (green line) and bulk water (blue line near the edge of the red lines labeled $a$ and $c$). The behavior of the interfacial systems is in general mostly between these limits, but nonmonotonic. This is easier to see by considering the “electronic state switching rate,”$^9,27,38,42,59,109$ $d\langle c_1^2(\xi) \rangle / d\xi$ at $\xi = 0$, shown in the bottom panel of Figure 2.7.

The rate of change of $\langle c_1^2(\xi) \rangle$ for the reaction taking place at the Gibbs surface (system a) is the same as that in bulk water (blue circle) around 9 Å$^{-1}$. It first increases as the system is moved toward the organic phase, reaching the maximum value of 12.5 Å$^{-1}$ for system c. A further push toward the organic phase reduces the rate, reaching a value quite similar to that in bulk chloroform (4.1 Å$^{-1}$, green circle). Also shown as the black circle is the value in the gas phase (3.7 Å$^{-1}$). This variation provides the rationale for the mirror variations we observed in
the activation free energy and the barrier frequency discussed above. It is also interesting to note that the rate of change of \( \langle c_1^2(\xi) \rangle \) at the interface locations deep in the organic phase is similar to that calculated when one or two water molecules interacts with the reactants in bulk chloroform.\(^9\) The results of \( \langle c_1^2(\xi) \rangle \) and its rate of change, when the reaction is taking place at the flat interface (not shown), are consistent with the discussion of the last section as well. In particular, the rate of change of \( \langle c_1^2(\xi) \rangle \) when the systems are at the locations \( Z < 5 \text{ Å} \), are similar to that at the normal interface, while for \( Z > 5 \text{ Å} \), they are all very similar to the value in bulk chloroform.

2.3.3 Hydration structure

The discussion in the previous two sections suggests that the barrier height and frequency of the reaction and the electronic state of the reactants are strongly influenced by the strength of the interaction of the solute with the water molecules. This was demonstrated crudely in Section 2.3.1 by examination of the water excess in the organic phase, as the system is moved across the interface. Another, more sensitive, way to quantify the gradual development of the hydration structure as a function of the reaction coordinate and solute location is by examining the oxygen(water)–chlorine(nucleophile) radial distribution function \( g_{O-Cl}(r) \). Figure 2.8 depicts the peak value of \( g_{O-Cl}(r) \) vs. \( \xi \) for the reaction taking place in different
locations of the water–chloroform interface, in bulk water and in one location of the flat liquid/liquid interface.

Figure 2.8: The peak value of the oxygen(water)-Cl(nucleophile) radial distribution function as a function of the reaction coordinate at different locations of the water–chloroform interface (solid lines with different shades of red), in bulk water (blue line labeled BW) and at \( Z = 5 \text{ Å} \) of the flat interface (dashed red line). The interface locations are labeled \( a, b, c, ..., \) corresponding to an increasing value of \( Z \), which can be inferred from Figure 2.1.

In bulk water, the peak value of \( g_{\text{O-Cl}}(r) \) attains its largest value at large negative values of \( \xi \), reflecting the complete hydration shell of the free nucleophile \( \text{Cl}^- \). As the charge on the nucleophile diminishes near the transition state, the peak value decreases markedly and becomes the fixed value appropriate to the bulk hydration of the Cl atom in the \( \text{CH}_3\text{Cl} \) molecule for \( \xi > 0 \). Lines \( a - g \) in Figure 2.8 show that, in general, the hydration of the Cl\(^-\) is decreased as the reaction location is moved toward the organic phase. This decrease is relatively
mild at large negative values of $\xi$, but becomes more marked near the transition state. This demonstrates the ability of the fully charged nucleophile to retain part of the hydration shell as it crosses the interface, an ability that is rapidly lost as one approaches the transition state $\text{Cl}^{0.5-} - \text{CH}_3 - \text{Cl}^{0.5-}$, leading to the behavior of the activation free energy discussed in Section 2.3.1, and it clearly correlates with the changes in the electronic structure described earlier. For positive $\xi$, the small peak value for all the interfacial systems reflects the weak interfacial hydration of the Cl atom in the CH$_3$Cl product.

The calculations at the flat interface show that for the systems with $Z < 5$ Å, there is very little difference in the behavior of the normal and flat interface, as at these distances the reactants can reorient themselves to provide a similar degree of nucleophile hydration. Marked differences appear at $Z = 5$ Å, which at the flat interface is shown as the dashed line in Figure 2.8, which should be compared with line $d$ of the normal interface. At this distance, the removal of surface roughness significantly decreases the hydration of Cl$^-$, especially at the transition state. For all systems with $Z > 5$ Å, there is no well-defined peak in the radial distribution function, since they have no water in the Cl$^-$ first hydration shell.
2.3.4 Solvent coordinate and solvent free energy

The discussion above, especially in Section 2.3.1, clearly demonstrates that the free energy surface for the $S_N2$ reaction at the liquid/liquid interface is a four-dimensional object, since the free energy profile along the reaction coordinate is sensitive to the location of the reactants’ center of mass and the orientation of the nucleophilic attack with respect to the Gibbs surface. While one approach for describing this object, presented above, involves computing the free energy profile for specific locations and orientations, a more convenient (and reduced) description utilizes the concept of solvent coordinate, $s$, defined earlier in Eq. 2.16. Although this solvent coordinate itself is a function of the reactants’ location and orientation, its simplicity, being a scalar quantity, is very useful. As the reactive system moves along the reaction coordinate, the interaction of the two diabatic states with the water and chloroform molecules depends on the reactants’ location and instantaneous surface structural fluctuations. The solvent coordinate quantifies this difference by simply taking the solvent contribution to the energy difference between the two diabatic states at a given nuclear configuration. This is analogous to the definition used in simulations of electron transfer reactions.$^{71}$

Figure 2.9 shows the equilibrium average $s_{eq}(\xi) = \langle s(\xi) \rangle$ as a function of the reaction coordinate $\xi$, as well as the separate contributions of the water and the
Figure 2.9: The equilibrium value of the solvent coordinate $s$ as a function of the reaction coordinate $\xi$. Different panels correspond to different locations of the reactants’ center of mass, as indicated. In each panel, the blue and green lines correspond to the water and chloroform contribution to the solvent coordinate, respectively, while the red line shows the total. The left panels are for the normal interface and the right panels for the interface constrained to remain flat.

chloroform molecules:

$$s_{eq}(\xi) = s_{eq}^{w}(\xi) + s_{eq}^{c}(\xi).$$

(2.18)

As previously discussed, because of the symmetrical nature of the transition state, $s_{eq}(\xi = 0) = 0$. As soon as an asymmetric charge distribution is developed, there is a significant shift toward more favorable interactions with the localized charge of $\text{Cl}^-$ than with the dipolar $\text{CH}_3\text{Cl}$ molecule, reflected by the large increase
in $|s_{eq}|$ as $\xi$ varies from zero. When the reactants are located near the Gibbs surface or anywhere up to 5 Å into the organic phase at both the normal and the flat interface (top and middle panels), the contribution to $s$ is almost entirely due to the water molecules, $s_{eq}^{w}(\xi) \gg s_{eq}^{c}(\xi)$, consistent with the discussion of the previous section. This contribution is almost identical to that in bulk water. At the normal interface, as the reactants are moved deeper into the organic phase, the water contribution decreases, but it is still significant. For example, even at $Z = 12$ Å (bottom left panel) the water and chloroform contributions are similar, reflecting the fact that solute interaction with one or two water molecules is equivalent energetically to the interaction with the rest of the chloroform molecules. In contrast, when surface roughness is removed, the water contribution to $s$ is essentially zero at $Z = 9$ Å (bottom right panel). Note also that the rate at which $s_{eq}$ varies with $\xi$ (e.g., the slope of the line at $\xi = 0$) also varies with the degree to which the water molecules contribute to $s$. This is due to the fact that this slope reflects the strength of the interaction of the solvent molecules with the localized charge distribution of the products (or reactants) relative to the weaker interaction with the delocalized charge distribution of the transition state.

The $s_{eq}(\xi)$ discussed above represents the equilibrium value of the solvent coordinate when the reaction coordinate is fixed at $\xi$. However, solvent orientational and translational fluctuations (and surface dynamic roughness at the normal interface) will cause fluctuations in the value of $s$. The probability of observing a
given value of \( s \), denoted by \( P(s; \xi) \), is, to a good approximation, a Gaussian centered at \( s_{eq} \), which means that the free energy associated with a given solvent fluctuation, \( \delta s = s - s_{eq} \), is quadratic in \( \delta s \)

\[
G(s; \xi) = -kT \ln P(s; \xi) \approx \frac{1}{2} k_s(\xi) [s - s_{eq}(\xi)]^2
\]  

(2.19)

where \( k_s(\xi) \) is referred to as the solvent force constant.\(^{51}\) It expresses the “resistance” of the solvent to a change in its orientational and translational polarization, and it is expected to increase as the solute charge distribution gets more localized. \( k_s(\xi) \) can be easily determined by binning the value of \( \delta s \) from an equilibrium simulation at a fixed \( \xi \), to get the probability distribution \( P(s; \xi) \) and fitting \( G(s; \xi) = -kT \ln P(s; \xi) \) to a parabola. A 1 ns simulation at each value of \( \xi \) gives an accurate fit to a parabola in the interval \( |\delta s| < 2 \text{ kcal/mol} \).

The top panel of Figure 2.10 shows as an example the variation of \( k_s(\xi) \) with \( \xi \) at three different locations of the normal interface. As explained above, \( k_s(\xi) \) increases with the reaction coordinate \( \xi \) and, as in the case of other properties discussed above, the variation is most rapid near the transition state (\( |\xi| < 0.2 \text{ Å} \)). The middle panel of Figure 2.10 shows how the ratio \( k_s(\infty)/k_s(0) \) varies with the location of the reactants at the interface. The rapid increase in this ratio at the surface location relative to bulk water mainly represents the very small solvent force constant when the system is at the transition state. At these locations, small fluctuations in translational and orientational motion of interfacial water
Figure 2.10: (Top panel) The solvent force constant vs. the reaction coordinate for three different surface locations. The a, c, and g labels correspond to the locations $Z = 0$, 4, and 12 Å, respectively. (Middle panel) The solvent force constant on the product (or reactant) side relative to the force constant at the transition state, as a function of the center of mass location of the transition state along the interface normal. (Bottom panel) Approximate solvent activation free energy, $E_s \approx \frac{1}{2} k_s(\infty)[s_{eq}(\infty)]^2$ as a function of surface location. The blue and green circles in the middle and bottom panels correspond to the values in bulk water and chloroform, respectively.
molecules are quite common, but they produce quite a large shift in the energy difference of the two diabatic states.

The solvent free energy parameters discussed above can be useful for an independent quantitative account of the contribution of the solvent to the activation free energy. While the exact value can be deduced from comparing the gas-phase and the condensed-phase free energy profiles discussed in Figure 2.3, an approximate measure of the work required to change the solvent configuration from that of the products to that of the transition state can be found by analogy to electron transfer, by substituting the values \( s = 0 \) and \( \xi = 0 \) into Eq. 2.19, leading to

\[
E_s \approx \frac{1}{2} k_s(\infty)s_{eq}(\infty)^2.
\]

This quantity is shown in the bottom panel of Figure 2.10. As expected, it follows the general behavior depicted in Figure 2.3.

Figure 2.11 shows that when the interface is forced to remain flat by removing the surface fluctuations normal to the interface, the solvent force constant at the transition state increases relative to the normal interface, as expected. This results in reducing the ratio \( k_s(\infty)/k_s(0) \) compared with the normal interface. The other observed changes reflect the sudden removal of interactions with the water molecules when \( Z > 5 \text{ Å} \), as mentioned above.
2.3.5 Reaction dynamics

We conclude by briefly discussing the dynamical correction to $k_{TST}$, the transition state theory rate constant, which can be calculated from the activation free energy and by assuming that every trajectory that reaches the transition state continues directly to form the products. This assumption may fail due to interaction of the solute with the solvent molecules, causing the trajectory to recross the top of

Figure 2.11: Same as in Figure 2.10 for the interface constrained to remain flat. In the top panel, the b, d, and g labels correspond to the locations $Z = 0, 3, \text{and } 11 \, \text{Å}$, respectively.
the barrier.\textsuperscript{28,61} In particular, as is clear from the discussion in the previous section (and as has been discussed extensively for this reaction in bulk water\textsuperscript{27}), the solvent nuclear polarization, which is equilibrated to the transition state charge distribution, is not the proper polarization necessary to solvate the product charge distribution. Indeed, $\langle s(\xi = 0) \rangle \ll |\langle s(|\xi| > 0) \rangle|$. This may give rise to an additional temporary (polarization) barrier that prevents the system from directly proceeding to the product side.\textsuperscript{51} As a result, the actual rate constant is reduced by the transmission coefficient factor $\kappa$. This factor can be obtained from the plateau value of the reactive flux correlation function $\kappa(t)$, defined in Eq. 2.12.

The top panel of Figure 2.12 shows the flux correlation functions $\kappa(t)$ for the reaction at different interface locations, as well as in bulk water and chloroform. The correlation functions rapidly decay with a time constant that varies from 3 fs at the interface location $c$ to 6 fs in bulk water and to 14 fs in bulk chloroform, and they reach their plateau values in less than 50 fs. $\kappa(t)$ is determined by the dynamics near the transition state, and these dynamics are controlled by the barrier frequency $\omega_b$ and by solvent motion. The barrier frequency gives rise to a crossing time on the order of $1/\omega_b$ (a few femtoseconds). On this time scale the solvent molecules are essentially frozen and their orientation, which is optimized to stabilize the transition state, gives rise to an effective barrier to motion away from the transition state.\textsuperscript{51} The time scale for the reorganization of the solvent molecule determines the time scale of the solvent to accommodate the evolving
Figure 2.12: (Top panel) Reactive flux correlation function for the Cl$^-$ + CH$_3$Cl reaction at the normal and flat water–chloroform interfaces. Blue and green lines are the results in bulk water and bulk chloroform, respectively. Solid red lines are the results in several normal interface locations labeled a, c, and g, corresponding to the locations $Z = 0$, 4, and 12 Å. Dashed red lines are the results in several flat interface locations labeled $b'$, $d'$, and $g'$, corresponding to the locations $Z = 0$, 3, and 11 Å. (Bottom panel) The transmission coefficient as a function of the surface location for all systems at the normal (red circles) and flat (black circles) interfaces. The blue and green circles are the results in bulk water and bulk chloroform, respectively.
charge distribution and the time scale for the flux correlation function to reach the plateau value. The higher barrier frequency and the faster solvent motion in water and at the interface compared to those in bulk chloroform explain the different shape of the correlation functions.

The bottom panel of Figure 2.12 shows the value of the transmission coefficient as a function of reactants’ locations at the normal and flat interfaces. As the solvent barrier (discussed in the previous section) increases, recrossings of the barrier height increase and $\kappa$ decreases. In general, however, deviation from transition state theory values are not large, and $\kappa$ falls in between the values that are slightly below those in bulk water ($\kappa = 0.57$) and bulk chloroform ($\kappa = 0.76$).

### 2.4 Summary and Conclusions

The detailed study of the benchmark $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{SN}_2$ reaction at the water–chloroform interface demonstrates that the free energy profile of this reaction is sensitive to the reactants’ location and orientation with respect to the interface. The activation free energy as a function of the distance from the interface is non-monotonic. The barrier when the reactants are located a few angstroms into the organic phase is slightly higher than when the reactants are at the Gibbs surface and in bulk water, and it begins to decrease toward the value of bulk chloroform only when the distance from the interface is larger than 1 nm. By studying the
reaction at an interface that is forced to remain flat (by removing surface fluctuations perpendicular to the interface), we confirm the important role played by interfacial water molecules in inhibiting the reactivity of this reaction. The decrease in the stabilization of the products relative to the transition state, which is responsible for the rate enhancement in chloroform relative to water, is disrupted by the ability of a few water molecules at the interface to reverse this trend. The empirical valence bond model with the fully molecular solvent description provides quantitative insight into how interfacial water molecules change the electronic structure and other structural and energetic properties along the reaction coordinate. Dynamic calculations show that deviations from transition state theory due to barrier recrossings are not large, and while some interfacial locations show the largest deviation, these deviations mostly fall between those in bulk water and bulk chloroform.

This study has important consequences for the rate of interfacial S_N2 reactions, since it demonstrates that for true rate enhancement the reaction must be carried out mostly away from the interface region. The present work has established the base interfacial reactivity of a benchmark S_N2 reaction without the presence of a catalyst. While the role of the catalyst (typically a large ammonium cation) is simply to transfer the nucleophile to the organic phase, it could alter the reaction barrier. In subsequent publications, we will examine this reaction at the water–CHCl_3 interface, in the presence of several different sized tetraalkylammonium
catalysts.
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Chapter 3

A Molecular Dynamics/EVB Study of an $S_{N2}$ Reaction in Water Clusters

3.1 Introduction

The study of chemical reaction dynamics in small gas-phase clusters has a very long history, and it is still of extensive interest. This study has been motivated by the fundamental questions of the nature of the transition from gas-phase to bulk behavior (e.g., what size cluster is necessary for achieving bulk properties) and by the fact that many environmentally important reactive processes take place in small water or ice clusters in the atmosphere. The references above
provide reviews of several reactions including photodissociation, proton transfer, acid dissociation, and more.

An interesting case that has been studied experimentally and theoretically, due to its large dependence on the medium, is that of the nucleophilic substitution reaction (SN2). It is well known that the rate of some SN2 reactions is lower by up to 20 orders of magnitude when the reaction is taking place in water compared with the gas phase.\cite{6,38,58,60,62,64,70,83,107,110,133,141} Studies in clusters have demonstrated that the addition of only a few water molecules can have a significant effect on the barrier height.\cite{31,53,109,147}

With the exception of one study by Re and Laria,\cite{109} the theoretical attempts to investigate this reaction in water clusters have been limited to small clusters, so the nature of the transition to bulk behavior could not be elucidated. In this chapter, we go beyond the classical potential energy function used in Reference 109 and utilize a recently developed\cite{21} empirical valence bond (EVB) model to examine the stepwise hydration of the simple benchmark symmetric SN2 reaction Cl− + CH3Cl → CH3Cl + Cl− in different-sized water clusters from 3 to 40 water molecules. For each cluster, we calculate the reaction free-energy profile and several structural and dynamical characteristics of the reaction, taking into account the influence of the water molecules on the evolving electronic state of the solute as a function of the reaction coordinate.

The rest of the chapter is organized as follows: In Section 3.2 we briefly re-
view the main features of the EVB model and the methodology used to compute the free energy and the dynamical corrections to the transition state theory rate constant. In Section 3.3, the results of the reaction free-energy profile, as well as the structural and time-dependent calculations are described and discussed. A summary and conclusions are given in Section 3.4.

3.2 Systems and Methods

3.2.1 The empirical valence bond (EVB) model

A simple and straightforward way to describe the changing electronic structure along the reaction coordinate, including a realistic description of the solvent, is based on the empirical valence bond model first developed by Warshel and coworkers.\textsuperscript{60,141} The method we used is similar, and it was discussed in an earlier publication\textsuperscript{21} in detail. Here we briefly summarize the main ideas. For other theoretical approaches, the reader should consult Reference 53 and more recent references.\textsuperscript{70,91,106,108,116}

To describe the reactive solute molecules in the water cluster, we assume that only two orthonormal valence states, $\psi_1 = \text{Cl–CH}_3\text{Cl}^-$ and $\psi_2 = \text{Cl}^–\text{CH}_3\text{–Cl}$, contribute to the total wave function of the solute:\textsuperscript{21,83}

$$\Psi = c_1\psi_1 + c_2\psi_2, \quad \langle \psi_1 | \psi_2 \rangle = \delta_{ij}$$ (3.1)
The total Hamiltonian in this representation is written as:

$$\hat{H} = \begin{pmatrix} H_{11}(\vec{r}_i, \vec{r}_d, \vec{r}_s) & H_{12}(r_1, r_2, \theta) \\ H_{12}(r_1, r_2, \theta) & H_{22}(\vec{r}_i, \vec{r}_d, \vec{r}_s) \end{pmatrix},$$

(3.2)

where $H_{11}$ and $H_{22}$ are the diagonal diabatic Hamiltonians, which include the kinetic energy of all atoms, the gas phase interaction between the Cl$^-$ ion and the CH$_3$Cl molecule and the water, the water–ion and the water–CH$_3$Cl potential energies. Due to the symmetry of the reaction $H_{11}$ and $H_{22}$ have the same functional form, but with the two chlorine atom labels interchanged. The kinetic energy terms in $H_{11}$ and $H_{22}$ are identical and since they appear only in the diagonal terms, they could be pulled out of the Hamiltonian matrix, leaving $H_{11}$ and $H_{22}$ to be just the classical potential energies described above. The off-diagonal electronic coupling term $H_{12}$ in Eq. 3.2 is the one suggested by Hynes and coworkers: $^{83, 130}$

$$H_{12} = -QS(r_1)S(r_2)$$

(3.3)

where $r_1$ and $r_2$ are the distances between the two chlorine atoms and the carbon atom and $S(r)$ is the overlap integral for the sigma orbital formed from the carbon 2p and chlorine 3p atomic orbitals. $S(r)$ is determined using Slater-type orbitals and the approximation of Mulliken et al.$^{93} Q = 678.0$ kcal/mol is a parameter which is fitted to obtain the correct gas-phase activation energy.

The details of all the potential energy terms mentioned above are given in Ref. 21. Here we briefly describe some of their most important characteristics. The
(global) gas-phase potential energy for Cl$^- + \text{CH}_3\text{Cl}$ is a generalization to non-collinear geometries of the form suggested by Mathis et al.$^{83}$ It includes a Morse potential for the CH$_3$Cl bond, an exponential repulsive term for the interaction between the Cl$^-$ ion and the CH$_3$ radical, an ion–dipole term for combined short-range repulsion and long-range attractive interactions between the Cl$^-$ ion and the CH$_3$Cl molecule, and a bending energy term. These terms are obtained from a fit to the ab initio calculations of Tucker and Truhlar$^{131}$ and to experimental data.$^{83}$

The intermolecular potential energy terms for water and for the water–solute interactions are all given by the sum of Lennard-Jones plus Coulomb interactions between every pair of sites on different molecules. The partial charges on the CH$_3$Cl are selected to reproduce its experimental dipole moment of 1.94 Debye.$^{85}$ The water model is a flexible SPC model extensively used.$^{94}$

The diagonalization of Eq. 3.2 yields the electronic ground-state adiabatic Hamiltonian as a function of all nuclear coordinates:

$$H_{ad} = \frac{1}{2}(H_{11} + H_{22}) - \frac{1}{2}[(H_{11} - H_{22})^2 + 4H_{12}^2]^{1/2}. \quad (3.4)$$

This Hamiltonian is used for the classical dynamics of the system. The gas-phase adiabatic ground-state potential energy is given by the same expression, except that the diabatic terms (denoted here with the 0 superscript) include the gas-phase potentials only:

$$U_{ad}^0 = \frac{1}{2}(H_{11}^0 + H_{22}^0) - \frac{1}{2}[(\Delta H^0)^2 + 4H_{12}^2]^{1/2}, \quad (3.5)$$
where $\Delta H^0 = H_{11}^0 - H_{22}^0$. Thus $U_{ad}^0$ is a function of $r_1, r_2$, and the Cl–C–Cl bending angle $\theta$. If one defines the reaction coordinate as follows:

$$\xi = r_2 - r_1,$$

so the reactants and products correspond to $\xi \ll 0$ and $\xi \gg 0$, respectively), then the minimum energy path along $\xi$ for the collinear geometry ($\theta = 180^\circ$) has the well-known characteristic of a double well. The transition state is located at $r_1 = r_2 = 2.19$ Å and has an energy of only 2.74 kcal/mol above the energy of the separate reactants, but an activation energy of 13.72 kcal/mol above the ion–dipole minimum (see Fig. 3.1).

### 3.2.2 Reaction free-energy profile

The reaction free-energy profile as a function of the reaction coordinate, $\xi = r_2 - r_1$, is calculated using umbrella sampling with overlapping windows and a biasing potential, according to:

$$W(\xi) = -\beta^{-1} \ln P(\xi) - U_b(\xi)$$

$$P(\xi) = \frac{\int \delta(r_1 - r_2 - \xi) \exp[-\beta(H_{ad} + U_b(\xi))] d\Gamma}{\int \exp(-\beta H_{ad}) d\Gamma}$$

where $\beta = 1/k_B T$ ($k_B$ being the Boltzmann constant and $T$ the temperature) and $U_b(\xi)$ is an arbitrary analytic function of $\xi$. This function is chosen to be a reasonable estimate of $-W(\xi)$ in order to “flatten” the distribution $P(\xi)$ so as to
accelerate the convergence of the ensemble average in Eq. 3.7. We chose for the biasing potential an approximate Gaussian-plus-exponential fit of the transition-state region of the free-energy profile in bulk water.\textsuperscript{21}

Figure 3.1: The free energy along the reaction coordinate for the Cl\textsuperscript{−} + CH\textsubscript{3}Cl reaction taking place in several water clusters (colored lines). The lines are labeled by the number of water molecules in the cluster, N\textsubscript{w}. Also shown is the minimum energy path for the collinear geometry in the gas phase (black). The temperature is T = 175 K for all the clusters.

The reaction free-energy-calculations in the interval |ξ| < 5.3 Å, (which is where the free energy profile reaches a plateau) are done by dividing the interval into “windows” that are mostly 0.5 Å wide (narrower near the transition state to increase accuracy) and have a 0.2 Å overlap with the two neighboring windows. Calculations are done for both the ξ > 0 and ξ < 0 regions despite the symmetry of the reaction, as an additional check for convergence. In each window, a total simulation time of 4 ns allows for an accurate calculation of the probability P(ξ),
from which the free-energy profile is determined using Eq. 3.7, with a statistical error that is less than 0.1 kcal/mol. Other details about the exact umbrella sampling procedure are given in Ref. 21.

The equilibrium free-energy calculations are done at a constant temperature of $T = 175$ K using a combination of the Andersen stochastic method and the Nosé-Hoover thermostat. The integration time step is 0.1 fs for all systems, using the velocity version of the Verlet algorithm.

### 3.2.3 Reaction rate

The reaction rate is given by $k = \kappa A e^{-\beta \Delta A^\ddagger}$, where $\Delta A^\ddagger$ is the activation free-energy obtained from the reaction free-energy profile $W(\xi)$, $A$ is the pre-exponential factor, and $\kappa < 1$ is the transmission coefficient, which accounts for the fraction of trajectories that end as products given that they reach the transition state and head towards the products state. $\kappa$ can be calculated using the reactive flux correlation function formalism, by following the dynamics of a flux-weighted Maxwell-Boltzmann distribution of solute molecules initially constrained to the transition state configuration $[\text{Cl}^\delta-\text{CH}_3-\text{Cl}^\delta-]$, $\delta \approx 0.5$). The normalized flux correlation function can be calculated using

$$
\kappa(t) = N_+^{-1} \sum_{i=1}^{N_+} \theta[\xi_i^+(t)] - N_-^{-1} \sum_{i=1}^{N_-} \theta[\xi_i^-(t)],
$$

(3.8)
where $\xi_i^\pm$ is the value of the reaction coordinate for the $i$th trajectory at time $t$, given that at $t = 0$ $d\xi/dt$ is positive (negative), $N_+(N_-)$ is the corresponding number of trajectories, and $\theta$ is the unit step function. Once recrossings of the transition state no longer occur, $\kappa(t)$ reaches the fixed value of $\kappa$.

$\kappa(t)$ is determined by first equilibrating the system at a constant temperature (175 K) with the constraint $\xi = 0$ for 1 ns, saving 100 independent configurations. These 100 equilibrated independent transition-state configurations are used to run 4000 constant-energy trajectories using 40 different selections of flux-weighted initial velocities per configuration. Each trajectory is integrated for 0.2 ps, which is long enough for $\kappa(t)$ to reach its plateau value $\kappa$. This procedure is repeated for every cluster size.

### 3.3 Results and Discussion

#### 3.3.1 Reaction free-energy profiles

The results of the umbrella-sampling calculations of the free-energy profile $W(\xi)$ for the $[\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-](\text{H}_2\text{O})_{N_w}$ reaction for a selection of water cluster sizes $N_w$ is shown in Fig. 3.1. The gas-phase potential energy along the minimum energy path for the collinear reaction geometry is also shown. As the number of water molecules ($N_w$) increases, the preferential hydration of the chloride ion
over that of the transition state’s more delocalized charges $\text{Cl}^{0.5-} - \text{CH}_3 - \text{Cl}^{0.5-}$ results in a lowering of the free energy of the reactants and products relative to the transition state. This well-known\textsuperscript{62,110} effect gives rise to a marked increase in the activation free-energy $\Delta A^\ddagger$ and to a gradual disappearance of the double-well minimum as $N_w$ increases. The calculated activation free-energy as a function of $N_w$ for all the clusters studied is shown as black circles in Fig 3.2

![Figure 3.2](image-url)

Figure 3.2: The activation free energy (●) and the barrier curvature (×) of the reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ as a function of the number of water molecules in the cluster.

The increase in $\Delta A^\ddagger$ with $N_w$ is monotonic, rising very rapidly with $N_w$ for small clusters, but leveling off at around 33 kcal/mol as $N_w$ approaches the largest cluster studied. This correlates quite clearly with the increase of the (negative) chloride ion–water hydration energy with $N_w$ (not shown). The value in bulk water calculated with the same model potentials at 298 K is $29.5 \pm 0.3$ kcal/mol.\textsuperscript{21} The larger value in the biggest clusters studied here compared with bulk water is
consistent with negative entropy of activation (and the lower temperature of the clusters). These results are also consistent with the calculation of the reaction profile in large (> 32) water clusters using the LEPS classical potential with the charge switching function.

Another important characterization of the reaction free-energy profile is its negative curvature (2nd derivative) at the transition state, which is typically expressed using an effective mass $\mu$ and the (equilibrium) barrier frequency $\omega_b$ by:

$$\mu \omega_b^2 = -\left( \frac{\partial^2 W(\xi)}{\partial \xi^2} \right)_{\xi=0}.$$  (3.9)

This quantity determines the thermally average acceleration experienced by the reaction coordinate at the transition state. It is shown in Fig. 3.2 as a function of cluster size (depicted on the right axis). Starting from a value of 59 kcal mol$^{-1}$Å$^{-2}$ in a vacuum, there is a very rapid increase that is nearly monotonic, and which levels off when the cluster size approaches 25 water molecules at values that are close to that of the reaction in bulk water (180 kcal mol$^{-1}$Å$^{-2}$).

As the system is moved away from the transition state, the average force on the reaction coordinate varies due to the intrinsic gas-phase potential energy function and two distinct medium contributions. One of them reflects the rapid change in the solute charge distribution and the corresponding change in the solvation energy. The other represents a negative contribution to the barrier frequency corresponding to the fact that the solvent configuration at the transition state is a
local minimum in the solvent free energy. These two effects are of course coupled, as will be discussed below. Central to a quantitative discussion of the effect of the water molecules on the reaction free energy (and other properties) is the concept of solvent coordinate, which we discuss next.

### 3.3.2 Solvent coordinate and solvent configuration

In the discussion below we freely use the word “solvent” to refer to the water molecules in the cluster. The configuration of water molecules around the reactants, transition state, and products, which is fundamental to understanding the medium effects on the reaction, can be expressed in varying degrees of detail. A very simple one-dimensional scalar quantity that is quite helpful is the so-called “solvent coordinate”, denoted by $s$, which we define by looking at the energy gap between the two diabatic states at some fixed solute and water configuration: $\Delta H = H_{11} - H_{22}$. This difference is comprised of the vacuum energy difference, $\Delta H^0$, and the solvent contribution, which we use as the definition of $s$:

$$H_{11} - H_{22} = \Delta H^0 + s. \quad (3.10)$$

This definition is similar to the one used in simulations of electron transfer reactions in polar solvents.\(^7\)

As the system moves along the reaction coordinate, the interaction of the two diabatic states with the water molecules depends on the configuration of the
water molecules. The solvent coordinate replaces this detailed information by a single number, $s$. At each fixed value $\xi$ of the reaction coordinate, $s$ depends on the solvent configuration and fluctuates as the positions and orientations of these water molecules fluctuate. A useful characterization of the solvent configuration is the equilibrium ensemble average of $s$ at fixed $\xi$, $s_{eq}(\xi) = \langle s(\xi) \rangle$.

![Figure 3.3: The equilibrium value of the solvent coordinate $s$ as a function of the reaction coordinate $\xi$ for selected cluster sizes, as indicated.](image)

Fig. 3.3 shows the equilibrium average $s_{eq}(\xi)$ as a function of the reaction coordinate $\xi$ for the selected cluster sizes. Because of the symmetry of the transition state, we must have $s_{eq}(\xi = 0) = 0$. As the system moves away from the transition state, an asymmetric charge distribution is developed. There is a significantly more favorable interaction of the water molecules with the localized charge of Cl$^-$ than with the dipolar CH$_3$Cl molecule, making the corresponding diabatic state
much lower in energy, which is reflected by the large increase in $|s_{eq}|$ as $\xi$ varies from zero. The rate at which $s_{eq}$ varies with $\xi$ (the slope of the line at $\xi = 0$) increases with the cluster size due to the increased strength of the interaction between the water molecules and the localized charge distribution that develops on the nucleophile. This very rapid increase becomes much more gradual when $|\xi|$ increases past 0.2 Å and slowly reaches an asymptotic value that depends on the cluster size. This value converges to near 90 kcal/mol as the cluster size reaches about 30 water molecules. The asymptotic value in bulk water at $T = 298$ K, $s_{eq}(|\xi| \to \infty) = 85$ kcal/mol,\(^{21}\) is slightly smaller than the above values of the largest clusters due to higher temperature.

As a more detailed way to quantify the hydration structure as a function of the reaction coordinate and cluster size, we have examined the spatial distribution of the water molecules around the solute. It is not surprising that for small cluster size, the symmetric water arrangement around the solute when the system is at the transition state becomes highly asymmetric as soon as the reaction coordinate reaches a value as low as 0.5 Å. It is interesting that this is also the case for the larger cluster, as shown in Fig. 3.4. This behavior is consistent with the rapid change in the solvent coordinate as the system moves away from the transition state.
Figure 3.4: The probability distribution of finding an oxygen water atom around the reactive system atoms in a 30 water molecule cluster. The reactants’ configuration corresponds to a fixed value of the reaction coordinate $\xi$. Top panel: $\xi = 0$, bottom panel: $\xi = 0.5 \text{Å}$. 

3.3.3 Solute charge variation

The empirical valence bond model allows for a very simple representation of the fact that as the reaction proceeds, the contribution of the two diabatic states varies and is solvent-dependent. The total wavefunction is given by the solution
for $c_1$ and $c_2$:

$$c_1^2 = \frac{1}{2 + \chi^2/2 + \chi(1 + \chi^2/4)^{1/2}} \quad c_2^2 = 1 - c_1^2 \quad (3.11)$$

where

$$\chi = \chi_0 = \Delta H^0/H_{12} \text{ in the gas phase},$$

$$\chi = (H_{11} - H_{22})/H_{12} = (\Delta H^0 + s)/H_{12} = \chi_0 + s/H_{12} \text{ in solution.} \quad (3.12)$$

(See Eqs. 3.4, 3.5, and 3.10.) The effective charge on the leaving group is given by $-c_1^2$. Because of the reaction’s symmetry, at the transition state $r_1 = r_2$, so $\chi_0 = 0$ in a vacuum. In the cluster, $\chi$ is a function of the water molecules’ configuration, but its average $\langle \chi \rangle = \chi_0 + s_{eq}/H_{12}$ is zero because of the symmetry of the solvent configuration, $s_{eq}(\xi = 0) = 0$. Thus, at the transition state ($\xi = 0$): $c_1^2 = c_2^2 = 1/2$.

Since the coupling $H_{12}$ exponentially decreases to zero as $|\xi|$ increases, one gets $\chi \to \pm \infty$, and thus $c_1^2(\chi \to \infty) = 0$, $c_1^2(\chi \to -\infty) = 1$. Thus, as $\xi$ varies from $-\infty \to +\infty$, the ground state varies from $\psi_2(c_1 = 0, c_2 = 1)$ to $\psi_1(c_1 = 1, c_2 = 0)$.

In practice, the limiting values of 0 and 1 for $c_1$ (and $c_2$) are reached for $|\xi|$ near 1 Å.

As noted above, the reaction free energy and the water structure variation with the reaction coordinate are intimately related to the variation in the solute molecules’ charge distribution. Fig 3.5 demonstrates the sensitivity of the solute charge distribution to the value of the reaction coordinate for some selected clus-
ters and shows as comparison the behavior in a vacuum and in bulk water (at 298 K).

![Figure 3.5: Equilibrium average quantum population of one of the diabatic states as a function of the reaction coordinate. The different lines are for the reaction in several cluster sizes, in a vacuum, and in bulk water (at 298 K), as labeled.](image)

As the reaction coordinate varies from $-\infty$ to $+\infty$, $c_1^2$ varies from 0 to 1, and the charge distribution on the solute atoms varies accordingly. At the transition state ($\xi = 0$), as explained above, $\langle c_1^2 \rangle \approx 1/2$ for all of the systems. Since $H_{12}$ decays exponentially as the system moves away from the transition state and $|\xi|$ increases from zero, $c_1^2$ varies rapidly. The rate of this variation depends on the medium. The larger the number of water molecules, the larger the stabilization.
energy of the non-symmetric charge distribution that is developed as soon as $|\xi|$ increases from zero, and the more rapid the change in $c_1^2$. This rate is closely related to the ‘electronic state switching rate’, which was assumed to be fixed in a previous treatment of this system.\textsuperscript{109}

The trend observed for $\langle c_1^2(\xi) \rangle$ with $N_w$ is consistent with the variations observed in other properties discussed above. However, it is interesting to note that the rate of change of $\langle c_1^2(\xi) \rangle$ already reaches the value similar to that in bulk water for clusters as small as 10 water molecules. This suggests that most of the influence on $\langle c_1^2(\xi) \rangle$ is due to the nearest water molecules, unlike the case of the activation free energy (Fig. 3.2) or the asymptotic value of the solvent coordinate (Fig. 3.3).

### 3.3.4 Reaction dynamics

The dynamical correction to the transition state theory rate constant $\kappa$, calculated as discussed in Section 3.2.3 from the plateau value of the reactive flux correlation function $\kappa(t)$ is summarized in Fig 3.6. The figure depicts the value of $\kappa$ as a function of cluster size and shows as an insert the normalized flux correlation function for two extreme-sized clusters.

Dynamical studies of this reaction in bulk water\textsuperscript{21,27} suggest that recrossing of the transition state in trajectories which are temporarily trapped in that region is
Figure 3.6: The transmission coefficient for the Cl\(^-\) + CH\(_3\)Cl → CH\(_3\)Cl + Cl\(^-\) reaction in water clusters as a function of cluster size. The insert shows the reactive flux correlation function for two cluster sizes, as indicated.

responsible for the fact that $\kappa$ is less than unity. This trapping is due to the fact that the water molecules, which are equilibrated to the transition-state charge distribution, are not properly oriented to solvate the product charge distribution. This may give rise to an additional temporary (polarization) barrier that prevents the system from directly proceeding to the product side.\(^5^1\)

Since this situation prevails also in the cluster $\langle s(\xi = 0) \rangle \ll |\langle s(|\xi| > 0) \rangle|$, we expect similar behavior and an increase in the fraction of trajectories that recrosses
the transition state as the cluster becomes larger. While generally speaking \( \kappa \) indeed falls off with the cluster size, approaching the value in bulk water (\( \kappa = 0.57 \)), the behavior is quite erratic for the smallest clusters. It is interesting that an examination of the thousands of trajectories used to compute the reactive flux shows that while the rapid decay in \( \kappa(t) \) is mostly due to trajectories that recrossed the transition state within the first 10 fs after leaving the transition state, these trajectories remained near the transition state. Trajectories that reach the ion–dipole complex minimum-energy region are not able to climb back and recross the transition state even in the smallest clusters. This suggests that there is an efficient energy flow from the reactive atoms to the water molecules. This energy appears as an increase in the temperature of the water molecules. It is not transmitted back to the reaction coordinate on the simulation time scale, and thus the reactants are unable to return to the transition state.

### 3.4 Summary and Conclusions

The detailed study of the benchmark \( \text{Cl}^- + \text{CH}_3\text{Cl} \text{ S}_\text{N}2 \) reaction in water clusters of different sizes, using the empirical valence bond model with the fully molecular solvent description, provides quantitative insight into how a few water molecules change the electronic structure and other structural and energetic properties along the reaction coordinate. The study demonstrates that the con-
vergence to bulk behavior occurs with different rates, depending on the quantity studied. Thus, while the activation free energy and dynamical correction to the rate constant reach about 90% of the values in bulk water for clusters made up of 12-15 water molecules, the rate of change of the solute charge distribution at the transition state converges more rapidly. This reflects the important contribution of the nearby water molecules. Dynamic calculations show that the deviations from the transition state theory due to barrier recrossings are not large, and are mostly smaller than those in bulk water.
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Chapter 4

Effect of a Phase Transfer Catalyst on the Dynamics of an $S_{N2}$ Reaction. A Molecular Dynamics Study

4.1 Introduction

Phase transfer catalysis (PTC) is an environmentally friendly and economically feasible approach to organic synthesis involving reactants that are not miscible in the same phase. The phase transfer agent (acting in catalytic amounts) fa-
cilitates the transport of one reactant into the phase where the second reactant exists. A common example is the transport of a water-soluble nucleophilic anion \((Y^-)\) by a quaternary ammonium cation \((Q^+)\) to the organic phase where a water-insoluble electrophilic reagent \(RX\) resides. The catalytic action is based on (among several things) the condition that the catalyst–nucleophile ion pair \((Q^+Y^-)\) is favorably partitioned into the organic phase, that the nucleophilic substitution \((S_N2)\) reaction \(Q^+Y^- + RX \rightarrow RY + Q^+X^-\) in the organic phase is fast and that the \(Q^+X^-\) ion pair is favorably partitioned into the aqueous phase. There is extensive chemical and engineering literature on the subject, which has been reviewed.\(^3,4,7,80,95,119,123,135\)

Most of our fundamental understanding of the PTC process is based on kinetic studies and mathematical modeling involving chemical kinetics and mass transport.\(^95\) However, several important issues affecting the PTC process require a molecular-level understanding of the multiple steps involved:

1. In many cases, and this is typically the situation for the \(S_N2\) reaction mentioned above, the reaction barrier is highly sensitive to the polarity of the solvent.\(^6,38,58,60,62,64,70,83,107,110,133,141\) Second harmonic generation spectroscopy experiments\(^136,138,139,144,145\) and molecular dynamics simulations\(^18,20,87\) have demonstrated that the polarity of the interfacial region could be significantly different from that of the two bulk phases and strongly dependent on surface location and orientation. Determining the sensitivity
of the catalyzed reaction to the reactants’ surface location and orientation is thus critical for correct PTC modeling.

2. Experimental studies have demonstrated that the hydration state of the anion strongly influences its organic phase nucleophilicity.\textsuperscript{4,76,79} It is also well known that ions and ion pairs transported across organic/aqueous interfaces may be accompanied by water molecules.\textsuperscript{22,30,113,135} Taking into account the hydration state of the nucleophile during the PTC process is thus important.

3. PTC kinetic modeling and theoretical analysis assume that the role of the catalyst is limited to bringing the nucleophile across the interface. While bulk studies have shown that the ion-paired anion is usually less reactive than the naked anion,\textsuperscript{110} the possibility that the catalyst may affect the reaction thermodynamics at the interface has not been studied theoretically. In addition, it is not clear whether the anion–catalyst ion pair remains in contact during the reaction or how hydration by a small number of water molecules influences its stability.

We have recently developed a fully molecular empirical valence bond (EVB) model for the simple benchmark symmetric \( S_N 2 \) reaction \( \text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl}^+ \text{Cl}^- \) and used it to examine in detail issues 1 and 2 above.\textsuperscript{21,97,98} We found that the activation free energy is sensitive to the reagents’ location relative to the interfacial region and to the orientation of the nucleophilic attack. The barrier height at the
interface is equal to or slightly larger than the barrier in bulk water and approaches
the value in bulk chloroform only when the solute is a few nanometers deep into
the organic phase. We showed that this is due to the ability of the nucleophile
to keep part of its hydration shell when it is transferred from the aqueous to the
organic solution. This suggests that, for appreciable acceleration of the reaction
rate relative to that in bulk water, the reaction should take place away from
the interface region. The “polluting” effect of few water molecules on the rate is
consistent with experiments.\textsuperscript{4,75,76,79}

In this chapter we consider in detail the issues listed under 3 above. By cal-
culating the reaction free energy profile with the catalyst present at different
interface locations, we can determine the structure of the activated complex and
whether the catalyst affects the thermodynamics and the dynamics of the reaction.
By repeating these calculations in bulk chloroform with the catalyst–nucleophile
complex hydrated by a small number of water molecules \((Q^+Y^-)(H_2O)_n\), \(n = 0 - 5\), we can also determine how hydration by a small number of water molecules
influences the stability and the structure of the complex and the thermodynamics
and dynamics of the reaction.

The rest of the chapter is organized as follows: In Section 4.2 we briefly review
the main features of the EVB model and the methodology used to compute the
free energy and the dynamical corrections to the transition state theory rate. In
Section 4.3, the results of the reaction free-energy profile, as well as the structural
and time-dependent calculations, are described and discussed. A summary and conclusions are given in Section 4.4.

4.2 Systems and Methods

4.2.1 The empirical valence bond (EVB) model.

Several theoretical approaches are available for the modeling of $S_N2$ reactions in solution.$^{53,70,91,106,108,116}$ We chose the EVB model, first developed by Warshel and coworkers,$^{60,141}$ as a simple and straightforward way to take into account the solvent response and its influence on the changing solute electronic structure along the reaction coordinate. The details of our particular implementation of the EVB method are described in an earlier publication.$^{21}$ Here we briefly summarize the main features.

To describe the reactive solute molecules in the condensed phase, we assume that only two orthonormal valence states, $ψ_1 = \text{Cl}–\text{CH}_3\text{Cl}^−$ and $ψ_2 = \text{Cl}^−\text{CH}_3–\text{Cl}$, contribute to the total wave function:$^{21,83}$

$$Ψ = c_1ψ_1 + c_2ψ_2 \quad ⟨ψ_1 | ψ_2⟩ = δ_{ij} \quad (4.1)$$

The total Hamiltonian in this representation is written as:

$$\hat{H} = \begin{pmatrix} H_{11} & H_{12} \\ H_{12} & H_{22} \end{pmatrix}, \quad (4.2)$$
where $H_{11}$ and $H_{22}$ are the diagonal diabatic Hamiltonians, which, due to the symmetry of the reaction, have the same functional form but with the two chlorine atom labels interchanged. Each of them has the form:

$$H_{11} = E_k + U_{11}^0 + U_W + U_C + U_T + \sum_{\mu \neq \nu} U_{\mu\nu}$$

(4.3)

where $E_k$ is the kinetic energy of all atoms and $U_{11}^0(r_1, r_2, \theta)$ is the global gas-phase potential energy for the Cl$^- +$CH$_3$Cl reactive system, in which $r_1$ is the C$-$Cl bond distance in CH$_3$Cl, $r_2$ is the distance between the Cl$^-$ ion and the carbon atom, and $\theta$ is the Cl$^- -$CH$_3$-$\text{Cl}$ angle. $U_W$ and $U_C$ are the pure water and chloroform solvents’ potential energies, respectively. $U_T$ is the tetramethylammonium cation (TMA$^+$) intramolecular potential energy. The last term is a sum over the nine intermolecular interaction potentials between the different chemical species in the system (water–chloroform, water–TMA$^+$, water–Cl$^-$, water–CH$_3$Cl, chloroform–TMA$^+$, chloroform–Cl$^-$, chloroform–CH$_3$Cl, TMA$^+$–Cl$^-$, and TMA$^+$–CH$_3$Cl).

The detailed mathematical expression of the gas-phase potential energy, $U_{11}^0$ (and $U_{22}^0$), is given in Ref. 21. Briefly, it is a generalization to noncollinear geometries of the form used by Mathis et al.$^{83}$ It includes a Morse potential for the CH$_3$–Cl bond, an exponential repulsive term for the interaction between the Cl$^-$ ion and the CH$_3$ radical, and an ion–dipole term for combined short-range repulsion and long-range attractive interactions between the Cl$^-$ ion and the CH$_3$Cl bond. These terms are obtained from a fit to the \textit{ab initio} calculations of Tucker.
and Truhlar\textsuperscript{131} and to experimental data.\textsuperscript{83} The generalization to nonlinear geometry is done by making some of the potential energy parameters dependent on the Cl–CH\textsubscript{3}–Cl angle $\theta$ and by adding a bending energy term with parameters determined by a best fit to the gas-phase \textit{ab initio} values of the energy, location of the transition state, and the ion–dipole well depth as a function of $\theta$.

The intermolecular terms appearing in the solvent potentials ($U_W$, $U_C$, and $U_T$) and in the sum $\sum_{\mu \neq \nu} U_{\mu \nu}$ appearing in Eq. 4.3 are all given by the sum of Lennard-Jones plus Coulomb interactions between every pair of sites on different molecules:

$$u_{ij} = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right] + \frac{q_i q_j}{4\pi\epsilon_0 r_{ij}} \tag{4.4}$$

where $i$ and $j$ are two sites on two different molecules, $r_{ij}$ is the distance between the sites, and $\epsilon_0$ is the vacuum permittivity constant. The Lennard-Jones parameters $\sigma_{ij}$ and $\epsilon_{ij}$ are determined from the parameters of the different sites by the usual combination rules:\textsuperscript{54} $\sigma_{ij} = (\sigma_{ii} + \sigma_{jj})/2$, $\epsilon_{ij} = (\epsilon_{ii}\epsilon_{jj})^{1/2}$. The partial charges on the CH\textsubscript{3}Cl are selected to reproduce its experimental dipole moment of 1.94 D.\textsuperscript{85} These parameters, together with the Lennard-Jones parameters for the Cl\textsuperscript{−} ion and the CH\textsubscript{3}Cl molecule, are given in Ref. 21. The Lennard-Jones parameters and the charges for the different sites on the chloroform molecule were selected to reproduce a number of solvent bulk properties and structures. In addition, the chloroform potential energy function includes intramolecular stretching and bend-
ing terms. The solvents’ Lennard-Jones parameters, the intramolecular potential terms, and the corresponding intramolecular parameters can be found elsewhere.\textsuperscript{13} For other force-field models for chloroform see Refs. 39, 40, 57. The water model was selected to be the model previously used to study the bulk and interfacial properties of water. The water and chloroform potentials used here give rise to a stable liquid–liquid interface with a surface tension of $25 \pm 3$ dyn/cm. For TMA$^+$, we use the Lennard-Jones, Coulomb, and intramolecular force field parameters of Ref. 117.

The off-diagonal electronic coupling term $H_{12}$ in Eq. 4.2 is assumed to be:\textsuperscript{83,130}

$$H_{12} = -QS(r_1)S(r_2) \quad (4.5)$$

where $S(r)$ is the overlap integral for the $\sigma$ orbital formed from the carbon 2p and chlorine 3p atomic orbitals, calculated using Slater-type orbitals and the approximation of Mulliken et al.\textsuperscript{93} $Q = 678.0$ kcal/mol is a parameter which is fitted to obtain the correct gas-phase activation energy.

The diagonalization of Eq. 4.2 yields the electronic ground state adiabatic Hamiltonian as a function of all nuclear coordinates:

$$H_{ad} = \frac{1}{2}(H_{11} + H_{22}) - \frac{1}{2}[(H_{11} - H_{22})^2 + 4H_{12}^2]^{1/2}. \quad (4.6)$$

This Hamiltonian is used for the classical dynamics of the system. The gas-phase adiabatic ground-state potential energy is given by the same expression, except
that the diabatic terms include the gas-phase reaction potential only:

\[ U_{ad}^0 = \frac{1}{2} (U_{11}^0 + U_{22}^0) - \frac{1}{2} [(\Delta U^0)^2 + 4H_{12}^2]^{1/2}, \]  

where \( \Delta U^0 = U_{11}^0 - U_{22}^0 \). \( U_{ad}^0 \) is a function of \( r_1, r_2 \), and the Cl–C–Cl bending angle \( \theta \). Choosing the reaction coordinate to be:

\[ \xi = r_2 - r_1 \]  

(so the reactants and products correspond to \( \xi \ll 0 \) and \( \xi \gg 0 \), respectively) one finds that the minimum energy path along \( \xi \) for the collinear geometry (\( \theta = 180^\circ \)) has the well-known characteristic of a double well. The transition state is located at \( r_1 = r_2 = 2.19 \) Å and has an energy of only 2.74 kcal/mol above the energy of the separate reactants, but an activation energy of 13.72 kcal/mol above the ion–dipole double minimum.

### 4.2.2 Reaction free-energy profile.

To obtain the activation free energy (among other important properties), the reaction free-energy profile as a function of the reaction coordinate, \( \xi = r_2 - r_1 \), is calculated using umbrella sampling with overlapping windows and a biasing potential,\(^{36}\) according to:

\[ W(\xi) = -\beta^{-1} \ln P(\xi) - U_b(\xi) \]

\[ P(\xi) = \frac{\int \delta(r_1 - r_2 - \xi) \exp[-\beta(H_{ad} + U_b(\xi))]d\Gamma}{\int \exp[-\beta(H_{ad})]d\Gamma} \]  

(4.9)
where $\beta = 1/k_B T$ ($k_B$ being the Boltzmann constant and $T$ the temperature) and $U_b(\xi)$ is the biasing potential—an arbitrary analytic function of $\xi$, chosen to be a reasonable estimate of $-W(\xi)$ to accelerate the convergence of the ensemble average in Eq. 4.9. For the biasing potential we chose $U_b(\xi) = 20.6928e^{-2.63322\xi^2}$ kcal/mol, which is an approximate Gaussian fit of the free energy profile of the reaction (without the catalyst) in bulk chloroform.\textsuperscript{21}

The reaction free-energy calculations in the interval $|\xi| < 3.7$ Å, (which is where the free energy profile reaches a plateau) are done by dividing the interval into windows that are 0.5 Å wide and have a 0.2 Å overlap with the two neighboring windows. To increase accuracy near the transition state, the interval $|\xi| < 0.5$ Å is divided into windows that are 0.2 Å wide. Calculations are done for both the $\xi > 0$ and the $\xi < 0$ regions, despite the symmetry of the reaction, to improve convergence. In each window a total simulation time of 1 ns allows for an accurate calculation of the probability $P(\xi)$, from which the free energy profile is determined using Eq. 4.9, with a statistical error that is less than 0.1 kcal/mol. Other details about the exact umbrella-sampling procedure are given in Ref. 21. The simulations in each window are also used to compute ensemble averages of a number of system properties as a function of $\xi$. This includes the interaction energy of the two solvents with the reactants and products, the system wave function ($c_1^2$), and the location distribution of the catalyst.
4.2.3 Reactive flux calculations

The reaction free-energy profile $W(\xi)$ determined above can be used to compute the activation free energy $E_a$ and from that an estimate of the transition state theory (TST) value of the rate constant $k_{\text{TST}} = Ae^{-\beta E_a}$, where $A$ is the pre-exponential factor.

TST assumes that every trajectory that reaches the transition state and heads toward the products ends as products. This assumption is checked by computing the transmission coefficient $\kappa$, which is the fraction of “successful” trajectories. This is done using the reactive flux correlation function method. Starting from the system equilibrated at the transition state configuration $([\text{Cl}^\delta^-\text{CH}_3\text{Cl}^\delta^-], \delta \approx 0.5)$, at a constant temperature (298 K), random velocities are assigned from a flux-weighted Maxwell–Boltzmann distribution, and the value of the reaction coordinate is followed. The normalized flux correlation function is calculated using

$$\kappa(t) = \frac{1}{N^+_0} \sum_{i=1}^{N_+} \theta[\xi^+_i(t)] - \frac{1}{N^-_0} \sum_{i=1}^{N_-} \theta[\xi^-_i(t)], \quad (4.10)$$

where $\xi^+_i$ is the value of the reaction coordinate for the $i$th trajectory at time $t$, given that at $t = 0, d\xi/dt$ is positive (negative), $N_+(N_-)$ is the corresponding number of trajectories, and $\theta$ is the unit step function. $\kappa(t)$ is calculated for a long enough time (0.2 ps) for the solvent-induced recrossings of the transition state to cease and for the system to reach the stable product state. The transmission
coefficient $\kappa$ is the plateau value of $\kappa(t)$.

4.2.4 Other simulation details

Two sets of simulations are carried out. In the first set the reaction is carried out at the water–chloroform interface. The system includes 500 water molecules, 213 CHCl$_3$ molecules, a single tetramethylammonium cation, and the reactive system in a box of cross section 100 Å $\times$ 25 Å $\times$ 25 Å. This geometry gives rise to a single liquid–liquid interface, with each bulk phase at equilibrium with its own vapor. $Z = 0$ is taken to be the Gibbs dividing surface with respect to the water, which is approximately where the water density is half of its bulk value. On average, the water occupies the $Z < 0$ region and the chloroform the $Z > 0$ region of the simulation box. In each system the reactants’ center of mass is restricted to be inside a window of width $\delta Z = 3$ Å, utilizing a $Z$-dependent potential acting on the center of mass of the reactants relative to the center of mass of the full simulation system. This is done to increase the sampling statistics in each location. In each location the reactants and products can move freely within the window. Two locations are examined, one centered at $Z = 0$ which we will refer to as the “G” location and the other centered at $Z = 10$ Å which will be referred to as the “G+” location.

In the second set of simulations, the reaction is studied in bulk chloroform. The
system includes the reactants hydrated by \( N_w = 0, 1, 2, ..., 5 \) water molecules, one tetramethylammonium (TMA\(^+\)) cation and 214 chloroform molecules in a truncated octahedron box enclosed in a cube of size 38.68 Å\(^3\). The initial configurations for these simulations are selected by inserting into a cavity of a proper size, the configurations \([\text{Cl}^\delta− \text{CH}_3−\text{Cl}^\delta−](\text{H}_2\text{O})_Nw (\delta \approx 0.5)\), selected from equilibrated transition-state configurations in bulk water, including a single TMA\(^+\) ion. The system was first equilibrated at a constant temperature (298 K) and pressure (1 atm), with the water, the solute molecules, and the TMA\(^+\) frozen. Next, all constraints, except for \( \xi = 0 \) (the system remains at the transition state), were removed and the system was equilibrated for 1 ns. The rest of the calculations are done as in the interfacial system.

The equilibrium free-energy calculations are done at a constant temperature of \( T = 298 \) K using a combination of the Andersen stochastic method and the Nosé-Hoover thermostat.\(^{104}\) The integration time step is 0.5 fs for all systems, using the velocity version of the Verlet algorithm.\(^5\)
4.3 Results and Discussion

4.3.1 Reaction free-energy profiles

Our main results for the potential of mean force of the Cl$^{-} + \text{CH}_3\text{Cl}$ reaction taking place at the two interface locations “G” and “G+”, with and without the presence of the catalyst are shown in Figure 4.1. Two important conclusions are apparent:

i. To have a significant reduction in the activation free energy relative to that in bulk water (which is $21.29 \pm 0.3$ kcal/mol), the reaction must be carried out deep into the organic side of the interface (the G+ location). If the reaction is taking place at the Gibbs surface, the barrier height is approximately the same as in bulk water. Note that the activation energy of this reaction in bulk chloroform is $21.16 \pm 0.8$ kcal/mol.

ii. The presence of the catalyst does not appreciably affect the barrier height at the G location, but it significantly increases the barrier height when the reaction is taking place deeper into the organic phase. It is generally believed that the role of the phase transfer catalyst is limited to the transfer of the nucleophile from the aqueous to the organic phase. Our calculations show that, at least at the G+ location, the presence of the catalyst increases the barrier height. Experimental data showing that an increase in catalyst concentration does not increase the rate of a phase transfer reaction was interpreted as a result of mass transfer inhibition, but our calculations
suggest the possibility that the reactivity of the catalyst–nucleophile complex is less than that of the “naked” nucleophile, so that an increase in the catalyst concentration can increase the concentration of this complex and reduce the reaction rate. We discuss below a possible explanation for this observation.

Figure 4.1: Potential of mean force (298 K) for the Cl⁻ + CH₃Cl reaction taking place at the two different interface locations (G and G+, see text for definition) with and without the presence of the phase transfer catalyst tetramethylammonium (labeled C and U, respectively). The black line depicts the minimum energy path for the linear reaction configuration in the gas phase.

Our previous studies have demonstrated that at the interface, the hydration of the nucleophile by interfacial water molecules markedly increases the barrier
height relative to that in the bulk organic medium.\textsuperscript{97,98} To better understand the interplay between the water and the catalyst influences on the potential of mean force, we show in Figure 4.2 the activation free energy of the reaction when the nucleophile is hydrated by 0, 1, 2, ..., 5 water molecules in bulk chloroform, with and without the catalyst. As the number of water molecules ($N_w$) increases, the improved hydration of the localized charge on the chloride ion relative to that of the transition state’s more delocalized charges, $\text{Cl}^{0.5-} - \text{CH}_3 - \text{Cl}^{0.5-}$, results in a lowering of the free energy of the reactants and products relative to the transition state,\textsuperscript{62,110} and gives rise to a monotonic increase in the activation free energy with $N_w$. The presence of the catalyst provides additional ion-pair stabilization of the nucleophile and thus further increases the barrier height. This effect is more pronounced when $N_w$ is small, presumably because when the Cl$^-$ nucleophile is nearly fully hydrated, its ability to form the ion pair with the catalyst is reduced. This will be analyzed in the next section when we discuss the solvent coordinate.

### 4.3.2 Solvent coordinate and catalyst location.

To understand the medium’s effect on the reaction free-energy profile, we must consider the spatial arrangement and interaction of the water, the chloroform and the tetramethylammonium (TMA$^+$) cation with the reactants, transition state, and products. A very simple, scalar quantity that is quite helpful in this regard
is the so-called “solvent coordinate”, denoted by $s$, which we define as follows. Consider the energy gap between the two diabatic states at some fixed nuclear configuration: $\Delta H = H_{11} - H_{22}$. This difference is comprised of the vacuum energy difference, $\Delta H^0$ and the solvent contribution, which we use as the definition of $s$:

$$H_{11} - H_{22} = \Delta H^0 + s \quad (4.11)$$

This expression (without the vacuum contribution) is just the one used in the definition of solvent coordinate employed in simulations of electron transfer reactions and solvation dynamics in polar solvents.$^{32,71}$

As the reactants move along the reaction coordinate, the interaction of the two diabatic states with the solvent molecules and the TMA$^+$ depends on their con-
configurations. The solvent coordinate replaces this detailed information by a single number, $s$. At each fixed value $\xi$ of the reaction coordinate, $s$ depends on all other nuclear positions and fluctuates as the water, chloroform, and TMA$^+$ molecules translate and reorient. A useful characterization of the solvent configuration is the equilibrium ensemble average of $s$ at fixed $\xi$, $s_{eq}(\xi) = \langle s(\xi) \rangle$. It follows from the symmetric charge distribution at the transition state that $s_{eq}(\xi = 0) = 0$. Fluctuations in $\xi$ give rise to instantaneous development of an asymmetric charge distribution, which interacts favorably with any charged solvent molecule and further drives the system away from the transition state towards the products. The significant favorable interaction of the solvent molecules with the localized charge of Cl$^-$, rather than with the dipolar CH$_3$Cl molecule, makes the corresponding diabatic state much lower in energy. This is reflected by the large increase in $|s_{eq}|$ as $\xi$ varies from zero.

Because of the pairwise-additive nature of the intermolecular potential energy function (see Eq. 4.3), the equilibrium value of $s_{eq}(\xi)$ can be written as a sum of contributions from the interaction of the reacting system with the water, the chloroform, and the TMA$^+$.

Figure 4.3 shows the equilibrium average $s_{eq}(\xi)$ as a function of the reaction coordinate $\xi$ for the two interface locations. Shown are the individual contributions due to the water, chloroform, and TMA$^+$ as well as their sum. Also shown is the total $s_{eq}(\xi)$ when the catalyst is absent. Figure 4.4 depicts the same type
Figure 4.3: Equilibrium value of the solvent coordinate $s$ as a function of the reaction coordinate $\xi$ at two interface locations G and G+. In each panel, the blue, green, and purple lines correspond to the water, the chloroform, and the TMA$^+$ contributions to the solvent coordinate, respectively, while the red line is the total. The black line corresponds to the total solvent coordinate without the TMA$^+$. 

of information for the reaction in bulk chloroform with the indicated number of water molecules.

Figures 4.3 and 4.4 provide a picture consistent with the activation free energy discussed above. The rate at which $s_{eq}$ varies with $\xi$ at the transition state (the slope of the line at $\xi = 0$) increases with the increase in the number of water molecules interacting with the nucleophile and reaches a larger asymptotic value as $|\xi| \to \infty$. Most relevant to understanding the catalyst effect on the activation free energy mentioned above is the fact that the TMA$^+$ makes a contribution that is larger than that of the chloroform molecules (even in bulk chloroform) and larger than that of one or two water molecules.

The significant contribution that the TMA$^+$ molecule makes to the solvent
Figure 4.4: Equilibrium value of the solvent coordinate $s$ as a function of the reaction coordinate $\xi$ in bulk chloroform in the presence of $N_w$ water molecules as indicated. In each panel the blue, green, and purple lines correspond to the water, chloroform, and TMA$^+$ contributions to the solvent coordinate, respectively, while the red line is the total. The black line corresponds to the total solvent coordinate without the TMA$^+$. 
coordinate suggests that this molecule has a significant interaction with the nucleophile, creating additional stabilization of the localized charge distribution of the reactants and products relative to the transition state. Figure 4.5 demonstrates this by showing the probability distribution of the distance $R$ between the center of the TMA$^+$ and the Cl$^-$ at the transition state and at the products (or reactants) state.

When the full charge is localized on the nucleophile (which is fully established
for $|\xi|$ as low as 1 Å), the catalyst forms an ion pair TMA$^+$Cl$^-$ in bulk chloroform with the presence of any number of water molecules from $N_w = 0$ to $N_w = 5$. When the charge is fully delocalized at the transition state, the probability distribution $P(R)$ is much broader. The TMA$^+$ is near the transition state complex, weakly interacting with both Cl atoms. As the number of water molecules increases, the TMA$^+$Cl$^-$ ion pair is less tight, since the water molecules can provide partial screening. At the interfacial location, where significantly more water molecules are involved in the interaction, the TMA$^+$ is located further away from the reacting system.

### 4.3.3 Electronic state variation

In the previous section it was pointed out that fluctuations in the reaction coordinate at the transition state break the symmetry of the charge distribution, which drives the system away from the transition state by stabilizing one of the diabatic states. In this section we show this quantitatively by considering the equilibrium average of the quantum weight of the diabatic state.

The diagonalization of the EVB Hamiltonian (Eqs. 4.2 and 4.6) leads to the following expression for the quantum weight:

$$c_1^2 = \frac{1}{2 + \chi^2/2 + \chi(1 + \chi^2/4)^{1/2}} \quad c_2^2 = 1 - c_1^2 \quad (4.12)$$
where in the gas phase $\chi = \chi_0 = \Delta H^0/H_{12}$ and in solution:

$$
\chi = \frac{(H_{11} - H_{22})}{H_{12}} = \frac{(\Delta H^0 + s)}{H_{12}} = \chi_0 + s/H_{12}
$$

(4.13)

The effective charge on the leaving group is given by $-c_2^2$. The symmetric transition state ($r_1^* = r_2^*$ and thus $\Delta H^0 = 0$) gives $\chi_0 = 0$ in the gas phase. In solution, $\chi$ is a function of the solvent coordinate $s$, but its equilibrium average, $\langle \chi \rangle = \chi_0 + s_{eq}/H_{12}$ is zero because of the symmetry of the solvent configuration, $s_{eq}(\xi = 0) = 0$ (as noted in the previous section). Thus, at the transition state ($\xi = 0$): $c_1^2 = c_2^2 = 1/2$. As $|\xi|$ increases, the coupling $H_{12}$ exponentially decreases to zero, and so one gets $\chi \to \pm \infty$, and thus $c_1^2(\chi \to \infty) = 0$, $c_1^2(\chi \to -\infty) = 1$. Thus, as $\xi$ varies from $-\infty$ to $+\infty$, the ground state wave function varies from $\psi_2(c_1 = 0, c_2 = 1)$ to $\psi_1(c_1 = 1, c_2 = 0)$.

In practice, the asymptotic values of 0 and 1 for $c_1$ (1 and 0 for $c_2$) are reached for $|\xi|$ near 1 Å.

Figure 4.6 demonstrates the sensitivity of the solute charge distribution to the value of the reaction coordinate for the two interface locations with and without the TMA$^+$. The gas-phase behavior is also shown for comparison. Because $H_{12}$ decays exponentially as the system moves away from the transition state, $\langle c_1^2(\xi) \rangle$ varies very rapidly with a rate that depends on the medium. The larger the number of water molecules, the larger the stabilization energy of the nonsymmetric charge.
distribution that is developed as soon as $|\xi|$ increases from zero and the more rapid the change in $\langle c_{1}^{2}(\xi) \rangle$. This explains the more rapid change in $\langle c_{1}^{2}(\xi) \rangle$ when the reaction is taking place at the G location compared with the G+ location. However, the catalyst has almost no observable effect on the charge switching rate. This is likely due to the fact that most of the influence on $\langle c_{1}^{2}(\xi) \rangle$ is due to the nearest water molecules, unlike the case of the activation free energy or the asymptotic value of the solvent coordinate.
4.3.4 Reaction dynamics

Figure 4.7: Left panel: Reactive flux correlation function for the reaction taking place at the interface location G (blue lines) and G+ (red lines) with TMA$^+$ (solid lines) and without TMA$^+$ (dashed lines) Right panel: The transmission coefficient $\kappa$ as a function of the number of water molecules present when the phase transfer catalyst TMA$^+$ is associated with the nucleophile (blue) and without the TMA$^+$ (red).

Reactive flux calculations are carried out in bulk chloroform as a function of the number of water molecules as well as in the two interface locations with and without the presence of the catalyst. The methodology underlying these calculations was discussed in Section 4.2.3. The main outcome of these calculations is the dynamical correction to the transition state theory rate constant $\kappa$, determined from the plateau value of the reactive flux correlation function $\kappa(t)$. Figure 4.7 (left) shows $\kappa(t)$ at the two interface locations with and without TMA$^+$, and figure 4.7 (right) shows the plateau value in bulk chloroform as a function of the
number of associated water molecules, with and without TMA$^+$. 

As suggested by studies of this reaction in bulk water,$^{21,27}$ $\kappa$ is less than unity due to the fact that a trajectory initiated at the transition state is temporarily trapped and this leads to a recrossing of the transition state and thus deviation from transition state theory $\kappa = 1$. The trapping is due to the fact that the solvent (and TMA$^+$) molecules, which are equilibrated to the transition-state charge distribution, are not properly oriented to solvate the product charge distribution. This gives rise to an additional temporary (polarization) barrier that prevents the system from directly proceeding to the product side.$^{51}$

In all cases (including the calculations in bulk chloroform), $\kappa(t)$ reaches its plateau value in less than 50 fs. Within this time period, every trajectory overcame the temporary trapping near the transition state and proceeded to the products state with no more recrossing of the barrier peak. We note the decrease in $\kappa$ as the number of water molecules increases in bulk chloroform (approaching the value in bulk water $\kappa = 0.57$), or in the interface location G compared with the G$^+$ location. The addition of the catalyst gives rise to an additional reduction in the value of $\kappa$, especially when few water molecules are involved. These results are consistent with the idea that the polarization trapping is enhanced when more water molecules are hydrating the nucleophile and when the TMA$^+$ is paired with it.
4.4 Summary and Conclusions

We have extended our previous studies of the benchmark $\text{Cl}^- + \text{CH}_2\text{Cl}_2$ $\text{S}_\text{N}2$ reaction at the water–chloroform interface to include the effect of a phase transfer catalyst, tetramethylammonium cation (TMA$^+$), on the reaction free-energy profile and dynamics. TMA$^+$ moderately increases the barrier height of this reaction when it is associated with the Cl$^-$ nucleophile. The effect is most noticeable when the number of nearby water molecules is low, as in bulk chloroform when the nucleophile is hydrated by few water molecules or at water–chloroform interface locations that are deep into the organic side of the interface. The contributions of the different species to this effect were elucidated by examining the contribution of TMA$^+$, the water molecules, and the chloroform to the solvent coordinate. The presence of TMA$^+$ also slightly increases the deviation from transition state theory by increasing the rate of trajectories recrossing the barrier height.

Since both water molecules and TMA$^+$ association with the nucleophile increase the barrier height, the most effective role of the phase transfer catalyst is to bring the nucleophile deep into the organic phase, with a minimal number of associated water molecules. In addition, our calculations suggest that inhibiting the degree of nucleophile–catalyst ion pairing in the organic phase will further enhance the reaction rate. This can be achieved by keeping the catalyst concentration down and by choosing a catalyst for which the nucleophile–catalyst ion...
pair dissociation is more favored in the bulk organic phase.
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Chapter 5

A Model \( \text{S}_2\text{N} \) Reaction “On Water” Does Not Show Rate Enhancement

5.1 Introduction

In recent years there has been growing interest in the study of chemical reactions carried out “on water”.\(^{35,43,44,65,66,72,96}\) This refers to reactants with low solubility in water which thus remain adsorbed at the air–water interface. A significant increase in the rate constant is often observed in reactions carried out “on water” over those in organic solvents.

While only a few studies of \( \text{S}_2\text{N} \) reactions “on water” have been reported\(^{44}\)
(and no kinetic studies comparing the rate to that in organic solvents), it is a class of reactions whose reactivity on water surfaces is important to establish. It is well known that a significant rate enhancement of many orders of magnitude is observed for some $S_N2$ reactions carried out in the gas phase and in bulk non-protic organic solvents relative to bulk water.\textsuperscript{6,38,58,60,62,64,70,83,107,110,133,141} One would expect that when these reactions are carried out on the water surface a significant rate enhancement relative to bulk water (and perhaps relative to an organic solvent) will be observed.

In this chapter, we utilize the recently developed\textsuperscript{21} empirical valence bond (EVB) model to study the simple benchmark symmetric $S_N2$ reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ at different locations normal to the free water surface. At each location, we calculate the reaction free-energy profile, the activation free energy and several structural properties of the system. These calculations are compared with previously published bulk water calculations.\textsuperscript{21}

The rest of the chapter is organized as follows: In Section 5.2, we briefly review the main features of the EVB model and the methodology used to compute the free energy. In Section 5.3, the results of the reaction free-energy profile, as well as some structural properties, are described and discussed. A summary and conclusions are given in Section 5.4.
5.2 Systems and Methods

5.2.1 The empirical valence bond model

We model the benchmark symmetric Cl$^-$ + CH$_3$Cl $\rightarrow$ CH$_3$Cl + Cl$^-$ S$_N$2 reaction on the water surface using the empirical valence bond (EVB) model, first applied by Warshel and coworkers to reactions in solutions.$^{60,141}$ Since our implementation was extensively discussed in an earlier publication,$^{21}$ here we briefly summarize the main points.

The total valence bond wave function is written as a linear combination of the two orthonormal valence states,$^{21,83}$ $\psi_1 = \text{Cl}^-$–CH$_3$Cl: and $\psi_2 = \text{Cl}^-$–CH$_3$–Cl

$$\Psi = c_1 \psi_1 + c_2 \psi_2, \quad \langle \psi_1 | \psi_2 \rangle = \delta_{ij} \quad (5.1)$$

The total Hamiltonian in this representation is written as:

$$\hat{H} = \begin{pmatrix} E_k + U_{11} & U_{12} \\ U_{12} & E_k + U_{22} \end{pmatrix} \quad (5.2)$$

In Eq. 5.2, $E_k$ is the kinetic energy of all atoms, $U_{11}$ includes the (global) gas phase interaction between the Cl$^-$ ion and the CH$_3$Cl molecule and the water–water, water–ion, and water–CH$_3$Cl potential energies. Details about the functional forms and parameter values of the gas phase potential, which were selected to fit ab initio gas phase calculations, can be found elsewhere.$^{21}$ Due to the symmetry of the reaction, $U_{22}$ has the same functional form as $U_{11}$, but with the two
chlorine atom labels interchanged. The off-diagonal electronic coupling term $U_{12}$ in Eq. 5.2 is the one suggested by Hynes and coworkers.\(^{83,130}\)

\[
U_{12} = -QS(r_1)S(r_2) \tag{5.3}
\]

where $r_1$ and $r_2$ are the distances between the two chlorine atoms and the carbon atom, and $S(r)$ is the overlap integral for the sigma orbital formed from the carbon 2p and chlorine 3p atomic orbitals. $S(r)$ is determined using Slater-type orbitals and the approximation of Mulliken et al.\(^{93}\) $Q = 678.0$ kcal/mol is a parameter which is fitted to obtain the experimental gas-phase activation energy.

The diagonalization of Eq. 5.2 yields the electronic ground-state adiabatic Hamiltonian as a function of all nuclear coordinates:

\[
H_{ad} = E_k + \frac{1}{2}(U_{11} + U_{22}) - \frac{1}{2}[(U_{11} - U_{22})^2 + 4U_{12}^2]^{1/2} \tag{5.4}
\]

This Hamiltonian is used for the classical dynamics of the system.

It is convenient to define a reaction coordinate as follows:

\[
\xi = r_2 - r_1 \tag{5.5}
\]

so the reactants and products correspond to $\xi \ll 0$ and $\xi \gg 0$, respectively. In practice the wave function attains more than 95\% reactants (or products) state character already when $\xi = 1$ Å. In the gas phase, Eq. 5.4 can be written as:

\[
H_{ad}^{\text{gas}} = E_k + U_{ad}^{\text{gas}}(r_1, r_2, \theta), \tag{5.6}
\]
where $\theta$ is the Cl–C–Cl angle. Note that since the CH$_3$ is treated as a united atom, only three coordinates are needed to specify the reactants’ intramolecular potential energy function. The minimum potential energy path along $\xi$ for the collinear geometry ($\theta = 180^\circ$) has the well-known characteristic of a double well (see Figure 5.1). The transition state is located at $r_1 = r_2 = 2.19$ Å and has an energy of 13.72 kcal/mol above the ion–dipole double minimum, but an activation energy of only 2.74 kcal/mol above the energy of the separate reactants.

5.2.2 Reaction free-energy profile

The reaction free-energy profile as a function of the reaction coordinate, $\xi = r_2 - r_1$, is calculated using umbrella sampling with overlapping windows and a biasing potential,\textsuperscript{36} according to:

$$W(\xi) = -\beta^{-1} \ln P(\xi) - U_b(\xi)$$

$$P(\xi) = \frac{\int \delta(r_2 - r_1 - \xi) \exp[-\beta(H_{ad} + U_b(\xi))]d\Gamma}{\int \exp(-\beta H_{ad})d\Gamma},$$

where $\beta = 1/k_B T$, $k_B$ being the Boltzmann constant and $T$ the temperature. $U_b(\xi)$ is an arbitrary analytic function of $\xi$, which is chosen to be a reasonable estimate of $-W(\xi)$. A good choice for the biasing potential is an approximate Gaussian-plus-exponential fit of the transition state region of the free-energy profile in bulk water.\textsuperscript{21} This choice accelerates the convergence of the ensemble average in Eq. 5.7.
Figure 5.1: Top: The free-energy profile of the Cl$^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ reaction at three different locations, G, G + 8, and G + 12 relative to the Gibbs surface of the water liquid–vapor interface at 298 K. The solid black line labeled B is the result in bulk water. The dashed black line is the vacuum minimum potential energy path along the reaction coordinate for the collinear geometry.
Bottom: The activation free energy versus location relative to the Gibbs surface for all the systems studied.
The umbrella sampling procedure involves dividing the range of reaction coordinate values $|\xi| < 3.8$ Å into overlapping sets of “windows” that are mostly 0.5 Å wide (narrower near the transition state to increase accuracy). In each window, a total simulation time of 2 ns allows for an accurate calculation of the probability $P(\xi)$, from which the free-energy profile is determined using Eq. 5.7, with a statistical error that is less than 0.1 kcal/mol. Other details about the exact umbrella sampling procedure are given in reference 21.

5.2.3 Other simulation details

The system includes 1000 water molecules in a box of cross section $100 \times 20 \times 25$ Å. This geometry gives rise to two liquid–vapor interfaces, one of which is used to study the reactive system. We study six different systems, in which the reactants’ center of mass is located in different positions along the interface normal, starting with the Gibbs dividing surface (labeled G), which is approximately where the water density is half of its bulk value, and continuing with systems in which the center of mass is further moved towards the vapor phase. In each system, the reactants’ center of mass is restricted to moving inside a window of width $\delta Z = 3$ Å in order to increase the sampling statistics in each location. This is accomplished with the help of a $Z$-dependent potential acting on the reactants’ center of mass relative to the center of mass of the full simulation system. The
different systems are labeled $G + n$, $n = 0, 2, 6, 8, 10,$ and $12$ where $n$ is the location in angstroms of the center of the window (relative to the Gibbs surface) in which the reactants’ center of mass is restricted to move. We point out that the free-energy profile of the reactants along the interface normal has been determined by several groups,\textsuperscript{17,45,55} which show that the CH$_3$Cl is weakly surface active. In order to better understand the factors that influence the reaction barrier, our choice of the different surface locations includes a range of locations and not only the location where the reactants are most likely to be found.

The calculations are done at a constant temperature of $T = 298$ K, using a combination of the Andersen stochastic method and the Nosé–Hoover thermostat.\textsuperscript{104} The integration time step is 0.5 fs for all systems, using the velocity version of the Verlet algorithm.\textsuperscript{5}

### 5.3 Results and Discussion

#### 5.3.1 Reaction free-energy profiles

It is well known from theoretical and experimental studies,\textsuperscript{62,110} that as the hydration of the Cl$^-$ nucleophile is enhanced, the activation free energy for Cl$^- + $ CH$_3$Cl $\rightarrow$ CH$_3$Cl + Cl$^-$ is increased due to the preferential stabilization of the chloride ion-localized charge distribution relative to the more extended charge dis-
tribution $\text{Cl}^{0.5-} - \text{CH}_3 - \text{Cl}^{0.5-}$ of the transition state. One would therefore expect that if the reaction is carried out at the liquid–vapor interface and is moved farther out towards the vapor phase, the activation free energy will be reduced relative to that in bulk water. Our results contradict this expectation.

Figure 5.1 shows the free-energy profiles $W(\xi)$ for the reaction at three different locations of the water liquid–vapor interface compared with bulk water. The gas-phase potential energy along the minimum energy path for the collinear reaction geometry is also shown. The curves for the reaction taking place at the interface locations fall very close to each other, so for clarity we show the results for only three of the six systems studied. The corresponding activation free energies are shown in the bottom panel for all the systems studied. Despite the much lower average local density of water molecules at the Gibbs surface and above, it is surprising how little the free-energy profile changes, especially when compared with the gas-phase profile. Contrary to expectation, the activation free energy of all the interfacial systems is higher than that of bulk water (29.5 kcal/mol), continues to increase as the reaction takes place further away from the surface, and begins to decrease only as $Z > 10$ Å.

Our results are especially surprising given the fact that studies of this reaction in water clusters are clearly consistent with the above expectation: As the number of water molecules in the cluster increases, the activation free energy rises monotonically.$^{31,53,109,147}$ Clearly the water surface introduces an important
factor. A clue to the nature of the surface effect is provided by considering the water molecules’ organization around the reactants and the reactants’ position with respect to the interface.

5.3.2 Solvent coordinate and solute configuration

Snapshots of equilibrated reactants and transition state configurations when the solutes’ center of mass is located 8 Å above the Gibbs surface are shown in Figure 5.2. The reactants’ snapshot (Figure 5.2a) illustrates that due to water molecules clustering around the nucleophile, the local environment experienced by the reactants is more polar (bulk water-like) than one would expect, while the transition state (Figure 5.2b), which does not exhibit water-clustering, remains relatively weakly hydrated.

The density profiles of water and the probability distribution of the CH₃ and the two chlorine atoms (Figure 5.3) provide a corresponding statistically averaged account of the change in the surface structure accompanying the adsorption and the reaction. Figure 5.3 shows that as the reactants are moved “higher” above the Gibbs surface, a water bridge maintains a significant hydration of the Cl⁻ nucleophile, and more so in the reactants (or products) state (right panels) than at the transition state (left panels). The significant deformation of the water density (relative to that of neat water) raises the question of whether specifying the
Figure 5.2: A molecular dynamics snapshot of an equilibrated configuration of the \( \text{Cl}^- + \text{CH}_3\text{Cl} \) reactants (a) and of the transition state configuration (b) with the center of mass located at 8 Å above the Gibbs surface.

location of the reactants relative to the Gibbs dividing surface (which is, after all, a property of neat water) is still appropriate. One approach is to use the so-called “intrinsic profile” to specify the location of the solute relative to the nearest solvent molecules\(^{34,63}\). Another way to quantify the solvent structure in this extremely heterogeneous environment is to use the concept of a solvent coordinate, as will be discussed below.

The above discussion suggests an explanation for the increase in the activation free energy relative to bulk water, as is illustrated schematically in Figure 5.4. The free energy of the reactants at the liquid–vapor interface (R) is much lower than the free energy of the reactants in a hypothetical uniform low polarity medium.
Figure 5.3: The water density profiles (blue lines) and the probability distribution of the Cl$^-$ (green lines), the Cl atom (red lines), and the CH$_3$ group (black lines) for the reactant center of mass located in different locations relative to the GDS (as indicated). Left panels: The reactants at the transition state configuration. Right panels: The reaction coordinate is equal to 1 Å. The solute atoms' probability distributions are normalized to the same (arbitrary) total area.
(R'), while the transition state (TS) hydration is weaker.

Figure 5.4: A schematic representation of the free energies of the reactants (R) and the transition state (TS) in different environments. A vertical arrow connecting the two levels represents the activation free energy. The two sets of levels shown for the interface correspond to a homogeneous low polarity region (dashed lines) and to the actual inhomogeneous clustering of water molecules around the nucleophile (solid lines).

We can quantitatively demonstrate the enhanced hydration of the reactants relative to the transition state by examining the ensemble average of the so-called solvent coordinate, which is a simple one-dimensional representation of the water configuration around the solute. This quantity, denoted by $s$, is defined as the solvent contribution to the energy gap between the two diabatic states at some fixed solute and water configuration:

$$s = U_{11} - U_{22} - \Delta U^0$$

(5.8)

where $\Delta U^0$ is the energy difference between the two states in a vacuum. At each
fixed value $\xi$ of the reaction coordinate, $s$ depends on the water molecules’ orientations and distances with respect to the solute molecule.

![Figure 5.5: Equilibrium average of the solvent coordinate $s_{eq}$ versus the reaction coordinate $\xi$ when the reactants’ center of mass is in different locations at the water liquid–vapor interface, as indicated by the different colored lines, and in bulk water (black line).](image)

The equilibrium ensemble average of $s$ at fixed $\xi$, $s_{eq}(\xi) = \langle s(\xi) \rangle$ is plotted in Figure 5.5 as a function of the reaction coordinate $\xi$ for selected reactants’ locations. Because of the symmetry of the transition state, the two diabatic states have on average the same energy, and thus $s_{eq}(\xi = 0) = 0$. As the system moves away from the transition state, an asymmetric charge distribution is developed, and a significant favorable interaction of the water molecules with the localized charge of Cl$^-$ lowers the energy of the corresponding diabatic state. This results in a large increase in $|s_{eq}|$ as $\xi$ varies from zero. The rapid increase in $s_{eq}$ significantly
slows down when $|\xi|$ increases past 0.2 Å and slowly reaches an asymptotic value that depends on the reactants’ location at the interface. We note that while in bulk water the asymptotic value $s_{eq}(|\xi| \to \infty) = 85$ kcal/mol $^{21}$ is reached around 3 Å, $|s_{eq}|$ continues to grow at the interface. This indicates that the difference in energy between the two diabatic states continues to grow as the nucleophile experiences a more bulk-like environment while the CH$_3$Cl molecules experiences an even lower polarity environment than that of surface water. Similar observations can be made utilizing the more familiar radial distribution function of the different solute atoms as a function of the reaction coordinate and the solute locations.

5.4 Summary

The activation free energy of the benchmark Cl$^- +$ CH$_3$Cl S$_{N2}$ reaction at the liquid–vapor interface of water is slightly larger than in bulk water, contrary to the expectation that low average polarity of the surface should lead to a significantly lower activation free energy. This is due to the fact that the reactants’ state is hydrated to a much greater degree than one would expect due to both clustering of water molecules around the nucleophile and the preferred orientations of the reactants with respect to the interface normal. While we expect this result to apply to other S$_{N2}$ reactions and other classes of interfacial reactions in which an asymmetric charge distribution is generated, we caution that our results were
obtained utilizing potential energy surfaces that were fitted to gas phase and bulk data. Although it is a common practice to use the same potential energy surfaces for bulk and interfacial simulations, additional testing of this practice is worthwhile.

**Acknowledgement**

This work has been supported by a grant from the National Science Foundation (CHE-0809164).
Chapter 6

Electronic Absorption Line Shapes at the Water Liquid–Vapor Interface

6.1 Introduction

In recent years, significant advances in nonlinear spectroscopic techniques, especially electronically resonant second harmonic generation (SHG) and sum frequency generation (SFG), have enabled the accurate measurement of the electronic spectra of chromophore molecules adsorbed at liquid interfaces. These experiments, coupled with theoretical developments, provide valuable information about interface struc-
ture and solvent–solute interactions. In particular, the peak spectral shift relative to the spectra in the gas phase has led to the concept of surface polarity,\textsuperscript{20,136,138,139} which attempts to characterize the strength of solute–solvent interactions at the interface in a similar fashion to the successful polarity scale of bulk solvents.\textsuperscript{67,77,84,110,111} This polarity scale is based on the observation, supported by theory, that an increase in solvent polarity results in a larger spectral shift. Several studies have explored the limitation of this concept, and in particular the dependence of the “surface polarity” on the location of the solute\textsuperscript{124,125,136} and its identity.\textsuperscript{122,128,137}

Much less attention has been given to experimental studies of the spectral width of adsorbed solutes, which, as numerous studies in the bulk have shown,\textsuperscript{1,8,74,78,81,82,118,120} could provide information about the orientational and translational distribution and fluctuation of the solvent molecules around the solute. This situation is in part due to the difficulty of obtaining good signal-to-noise spectra from truly interfacial molecules. While in recent years the use of broadband nonlinear optical spectroscopic techniques has resulted in much better spectra, these cannot be directly compared with bulk absorption spectra due to their quadratic power dependence and to nonresonant background contributions to the total signal.\textsuperscript{121,124,125,129,136,145,148}

Linearized solvation models suggest that the absorption spectral width $\delta$ of a dipolar solute in a polar solvent is related to the spectral shift $|\Delta \omega|$ (relative to
the spectrum peak in vacuum) by a simple relation, \( \delta^2 = CkT \Delta \omega \) (in units of \( \hbar = 1 \)), where the constant \( C \) depends on the solute’s ground- and excited-state dipoles but not on the solvent.\(^8\) For example, \( C = (\mu_g - \mu_e)/2\mu_g \) for the case of a solute modeled as a point dipole undergoing a parallel transition.\(^1\) Since the spectral shift increases with solvent polarity, the width is also expected to increase with solvent polarity. Thus, when one utilizes the spectral line width to compare the degree of solvent orientational and translational distribution and fluctuation in two different media, one should account for the effect of solvent polarity on the width. Specifically, since the polarity of the water surface is smaller than that of bulk water, \( |\Delta \omega_{\text{surface}}| < |\Delta \omega_{\text{bulk}}| \), and one would expect spectral narrowing if bulk and surface water have a similar range of solvent–solute configurations. Some experimental data suggest that this is indeed the case.\(^1\) \(^2\) \(^9\)

Recently, Mondal et al.,\(^9\) using heterodyne-detected electronic sum frequency generation (HD-ESFG) spectroscopy, measured the imaginary part of the second-order nonlinear susceptibility (\( \text{Im}[\chi^{(2)}] \)) of several coumarin dyes at the water–air interface. By comparing the bandwidth of these spectra with the \( \text{Im}[\chi^{(1)}] \) determined from the UV spectra of the same chromophore in bulk solvents of similar polarity, (thus avoiding the need to account for the effect of polarity on the width), they found that the spectra at the air/water interface were broader than those in bulk solvent and even broader than the spectrum in bulk water. This was attributed to the solute molecule sampling a wider distribution of solvent
configurations at the interface than in the bulk.

Using the spectral line width to determine which medium, bulk or surface, is a more heterogeneous environment is complicated by the fact that the SFG signal is generated by all the molecules in a non-centrosymmetric medium. Since it is known from simulations, continuum models, and experiments\textsuperscript{20,124-126,136} that the peak electronic spectrum of a chromophore depends on the chromophore’s location (and orientation) along the interface normal, it is likely that molecules with different spectral shifts contribute to the observed signal. Therefore, it is not clear to what degree the observed width is due to intrinsic local heterogeneity or due to the fact that the observed spectrum is a sum of shifted spectra. In this chapter we consider this question in detail with the help of a simple model of a dipolar solute adsorbed at different locations of the water liquid/vapor interface.

Previous calculations of spectral line width of adsorbed solutes at interfaces were limited to a few simulations\textsuperscript{87,88} and a continuum model,\textsuperscript{18} but no systematic investigation of this issue was attempted. For a very recent discussion of interfacial line width in a simple nonpolar solvent, that addresses the problem of the contribution of molecules across the interfacial region, see Ref. 24.

The rest of the chapter is organized as follows: In Section 6.2, we discuss the simple dipolar model. In Section 6.3, we give simulation details. The results are discussed in Section 6.4, and concluding remarks are in Section 6.5.
6.2 A Dipolar Solute Model

The model we use to describe the electronic transition $|i\rangle \rightarrow |f\rangle$ includes the dipolar solute constrained to be at different locations of the water liquid/vapor interface or in bulk water and in bulk methanol. The solute is described by two identical atoms rigidly held at a bond distance of $R_{eq} = 4\ \text{Å}$, using the SHAKE algorithm. The two atoms carry partial charges $+Q_i$ and $-Q_i$ in the initial electronic state and $+Q_f$ and $-Q_f$, respectively, in the final state. We study 64 different dipole parallel transitions by selecting the partial charges $Q_i$ and $Q_f$ to be all possible combinations of the values 0, 0.1, 0.2, ..., 0.7 in atomic units. These choices give rise to dipole moment values in the range of commonly studied chromophores. The solute atoms interact with water via Lennard-Jones parameters plus Coulomb terms. For simplicity, the Lennard-Jones parameters of the two atoms are taken to be the same and equal to $\sigma_i = 3\ \text{Å}$ and $\epsilon_i = 0.2\ \text{kcal/mol}$. In addition we assume that these values are identical in the initial and final electronic states for all the transitions considered. However, some calculations were done where the polarizability of the final state was larger by selecting $\epsilon_f = 2\epsilon_i$. This increase in the effective solute polarizability is consistent with typical experimental systems, such as the $\pi \rightarrow \pi^*$ transition in aromatic compounds.
Thus, the potential energy surfaces of the initial and final states are

\[ H_i = U_w + U_{i}^{\text{LJ}} + U_{i}^{\text{Coul}} \]

\[ H_f = \Delta E_0 + U_w + U_{f}^{\text{LJ}} + U_{f}^{\text{Coul}} \] (6.1)

In Eq. 6.1, \( \Delta E_0 \) is the vacuum energy difference between the final and initial states. \( U_w \) is the total water intermolecular and intramolecular potential energy surfaces, described using the flexible SPC model,\(^{26}\) which has been shown to give reasonable bulk and interfacial properties.\(^{16,89}\) \( U_{\nu}^{\text{LJ}} \) and \( U_{\nu}^{\text{Coul}} \) are the solute–water Lennard-Jones and Coulomb interaction energies, respectively, in the state \( \nu \) (\( \nu = i \) or \( f \)).

These are explicitly given by

\[
U_{\nu}^{\text{LJ}} = 4\sqrt{\epsilon_{\nu}\epsilon_O} \sum_{n=1}^{N} \left[ \left( \frac{\sigma}{r_{1n}} \right)^{12} - \frac{1}{2} \left( \frac{\sigma}{r_{2n}} \right)^6 + \left( \frac{\sigma}{r_{2n}} \right)^{12} - \frac{1}{2} \left( \frac{\sigma}{r_{1n}} \right)^6 \right]
= \sqrt{\epsilon_{\nu}\epsilon_O} \Omega(\vec{r})
\]

\[
U_{\nu}^{\text{Coul}} = Q_{\nu} \sum_{n=1}^{3N} q_n [r_{1n}^{-1} - r_{2n}^{-1}] = Q_{\nu} \Gamma(\vec{r})
\] (6.2)

where \( r_{jn} \) is the distance between a solute atom \( j \) (\( j = 1 \) or \( 2 \)) and a water site \( n \) (an oxygen atom in the case of the Lennard-Jones term, and an oxygen or a hydrogen atom in the case of the Coulomb term), \( \sigma = (\sigma_O + \sigma_j)/2 \) with the water SPC parameters \( \sigma_O = 3.165 \, \text{Å} \) and \( \epsilon_O = 0.155 \, \text{kcal/mol} \), and \( q_n \) is the charge in atomic units on the \( n \)th water site. In Eq. 6.2 we made use of the standard Lorentz-Berthelot mixing rules for the Lennard-Jones interaction parameters between two
different atomic sites. Note that $\Omega(r)$ and $\Gamma(r)$ depend on the instantaneous nuclear configuration, but not on the electronic state.

The above calculations are also carried out in bulk methanol in order to compare the interface spectra with the spectra in a bulk medium of a similar polarity. The model used is a three-site Lennard-Jones plus Coulomb potential, with parameters given in Ref. 12, so expressions similar to those given in Eq. 6.2 can be written in this case as well.

Neglecting solvent dynamics and assuming an infinite excited-state lifetime and the Franck-Condon approximation, the normalized static line shape is given by the distribution of energy gaps between the final and initial states governed by the initial state Hamiltonian:

$$I_{i\rightarrow f} = \langle \delta[\omega - \Delta E_0 - \Delta U(\vec{r})]\rangle_i$$

$$\Delta U(\vec{r}) = (\sqrt{\epsilon_f} - \sqrt{\epsilon_i})\Omega(\vec{r}) + (Q_f - Q_i)\Gamma(\vec{r}) \quad (6.3)$$

(in units of $\hbar = 1$), where $\delta$ is the Dirac delta function, and

$$\langle ... \rangle_i = (\int e^{-\beta H} ... dr)/(\int e^{-\beta H} dr)$$

represents the canonical ensemble average in the initial state and $\beta = 1/kT$. By running molecular dynamics or Monte Carlo simulations with the Hamiltonian $H_i$ and binning the instantaneous energy gap, one obtains the absorption or emission line shape in the static inhomogeneous limit.

Note that if the delta function in Eq. 6.3 is replaced by its Fourier representat-
tion, \( \langle \delta(\omega - \Delta E) \rangle = (2\pi)^{-1} \int_{-\infty}^{\infty} e^{-i\omega t} \langle e^{i\Delta E t} \rangle dt \), and \( \langle e^{i\Delta E t} \rangle \) is approximated by a second-order expansion,\(^{118,120,127}\) one obtains a Gaussian line shape:

\[
I_{i\rightarrow f}(\omega) = \frac{1}{\sqrt{2\pi\delta^2}} e^{-\left(\frac{\omega - \Delta E_0 - \Delta \omega}{2\delta^2}\right)^2}
\]

\[
\Delta \omega = \langle \Delta U \rangle_i
\]

\[
\delta^2 = \langle (\Delta U)^2 \rangle_i - \langle \Delta U \rangle_i^2
\]

Equation 6.4 can be used as the starting point of several statistical mechanics\(^{37,41,118,120,127}\) or continuum models\(^{1,5,18,68,69,81,90}\) approximate theories of line shape, but here we use direct binning of the energy gap to compute the exact line shape (in the static Franck-Condon limit). Note also that because of the pair approximation of the total potential energy function, a simulation of one initial state can provide the line shape for transitions to multiple final states, as long as the probability distribution of the quantities \( U_{iLJ} \) and \( U_{iCoul} \) (or, equivalently, \( \Gamma(r) \) and \( \Omega(r) \)) are known.

### 6.3 Simulation Details

The simulation system includes 1000 water molecules in a rectangular box of cross section 31.3 Å × 31.3 Å and a diatomic solute molecule, which is adsorbed at different locations of the water liquid/vapor interface and in bulk water. Periodic boundary conditions are used in all three dimensions, with a molecule-based
continuous force-switching function at half the box length, and a reaction field correction for the long-range electrostatic forces.\textsuperscript{5} The simulations in bulk methanol used 215 molecules in a truncated octahedron (TO) box, whose enclosing cube has a size of 30.74 Å. (The volume of the TO box is half the volume of the defining cube.)

Figure 6.1: The density profile of an FSPC water–vapor interface at 298 K. Depicted are the different surface regions in which a chromophore is located.

The geometry of the system leads to two liquid/vapor interfaces with the Gibbs dividing surface located at ±15 Å. (This is the plane perpendicular to the Z-axis, where the excess water on the bulk side is equal to the decrease on the vapor side,\textsuperscript{103,114} which is approximately where the water density is half the bulk value.) Because of the complete symmetry with respect to the box midpoint, one may use both surfaces to study the solute spectra, but we present the results using
the positive half of the system (see Figure 6.1 for the density profile). To obtain statistically accurate spectra for the solute located in different slabs parallel to the interface, we constrain the center of mass of the solute using a window potential given by

$$U_w(z) = k_w \theta(x)x^2, \quad x = |z - Z_{cm}| - h$$  \hspace{1cm} (6.5)

where $k_w$ is a force constant on the order of $10^3 \text{ kcal/mol/Å}$ (the exact value is not important), and $\theta(x)$ is the unit step function ($\theta(x) = 0$ if $x < 0$; $\theta(x) = 1$ if $x > 0$). Thus the solute is free to move inside a slab of thickness $h$ (selected to be 2 Å) centered at $Z_{cm}$. We select $Z_{cm} = 0, 13, 15, 17, \text{ and } 19 \text{ Å}$. These locations are labeled B, G–, G, G+, and G++, respectively (see Figure 6.1).

The temperature in all the calculations is 298 K. The equations of motion are integrated using the velocity Verlet algorithm$^5$ with a time step of 0.5 fs.

### 6.4 Results and Discussion

In this section we first discuss the results for one particular “electronic” transition, then show the combined data for all the transitions investigated. For an electronic transition that involves only a change in the charge distribution $Q_i \rightarrow Q_f$, the shift in the peak position of the spectrum of the solute adsorbed at the location $z$ relative to the peak position when the solute is in the bulk is approximately given
by combining Eqs. 6.3 and 6.4:

$$\Delta \omega(z) - \Delta \omega(0) = (Q_f - Q_i)[\langle \Gamma_z(\vec{r}) \rangle_i - \langle \Gamma_0(\vec{r}) \rangle_i]$$  \hspace{1cm} (6.6)

(The relation is exact if the spectrum shape is symmetrical). Since the expression inside the square parentheses is typically positive (polar solute–water electrostatic interaction energies are less negative when the solute is at the interface than in the bulk), transitions that involve an increase in the solute electric dipole ($Q_f > Q_i$) are shifted to higher energies at the surface.

The top panel of Figure 6.2 shows, as an example, the calculated spectra for one particular “electronic” transition ($Q_i = 0.2 \rightarrow Q_f = 0.7$) of the solute adsorbed at different water surface locations and in bulk water. As expected, there is a shift to the “blue” when the solute is moved from bulk water to the interface, which is also found experimentally. However, there is a slight narrowing of the spectra as the solute is moved to the lower density (and lower polarity) interface regions. While this is qualitatively consistent with the linear response relation between the peak width and shift mentioned earlier ($\delta \propto (|\Delta E|)^{1/2}$), it clearly suggests that any increase in inhomogeneous broadening due to a more heterogeneous environment is smaller than the narrowing expected because of the reduced polarity.

The significant dependence of the spectrum’s peak location on the solute Z-location presents a difficulty when comparing calculated and experimental spectral shift and width, since in reality, the adsorbed solute will sample all locations with a
Figure 6.2: Top panel: Electronic absorption spectra (normalized to the same area) for the transition: \( Q_i = 0.2 \rightarrow Q_f = 0.7 \) of a chromophore at different locations of the water liquid/vapor interface and in bulk water. Bottom panel: The spectra for the same transition in bulk methanol and at two composite interface regions, as defined in the text.

probability that is reflected by its local free-energy profile. The spectrum will be a weighted average of all locations that are in the non-centrosymmetric region. Since the adsorption behavior of the simple dipolar solute in our model is not expected to follow that of the experimentally studied chromophore, we instead show in the bottom panel of Figure 6.2 two other spectra calculated by taking a wider slice of the interface than the individual slices shown in the top panel. The “narrow” interface spectrum (labeled NI) is obtained by including locations G−, G, and
G+, and the “broad” interface (labeled BI) also includes the G++ location. The peak positions of these spectra are, as expected, close to the average of the spectra from the individual slabs. Now, however, one does obtain a slightly broader surface spectrum when one combines the contributions from a wider interface region, as is shown in the bottom panel of Figure 6.2.

Using the spectral width to compare the heterogeneity of two different media is appropriate when their polarity is similar. This was demonstrated experimentally by measuring the absorption spectra in bulk organic solvents whose polarity is similar to that of surface water. Following this approach, the bottom panel of Figure 6.2 shows the spectrum calculated for the $Q_i = 0.2 \rightarrow Q_f = 0.7$ transition (same solute) in bulk methanol. For this case, the spectral shift suggests that bulk methanol’s effective polarity is similar to that of region G– of the water liquid/vapor interface. The bulk methanol spectrum is narrower than the corresponding spectrum in the G– region, which is consistent with a lower degree of heterogeneity of the bulk compared with the surface and with the experimental observation.

Turning next to a discussion of all the transitions examined, we note from Eq. 6.6 that for a given initial state (characterized by a given value of $Q_i$), the spectral shift relative to the bulk, $\Delta \omega(z) - \Delta \omega(0)$, is linear in $\Delta Q$. This is demonstrated in the top panel of Figure 6.3 for a particular choice of $Q_i$, for all solute surface locations. The slope $[\Delta \omega(z) - \Delta \omega(0)]/\Delta Q$ increases as the solute is moved to
Figure 6.3: Top panel: The spectral shift relative to the bulk, $\Delta \omega(z) - \Delta \omega(0)$, versus the change in the solute charge $\Delta Q$ for one specific choice of the initial solute charge at the different solute surface locations. Bottom panel: The slope $[\Delta \omega(z) - \Delta \omega(0)]/\Delta Q$ versus the initial solute charge for all solute surface locations.

a lower polarity region simply because the dehydration increases relative to the bulk. Since the slope for a given surface location depends on $Q_i$ alone, the bottom panel depicts the slope versus $Q_i$ for all solute surface locations. Interestingly this plot exhibits a maximum for each solute location at $Q_i = 0.4$. This is due to the effect of two competing factors: As $Q_i$ increases from zero, the weaker hydration relative to the bulk becomes more pronounced. However, for large enough values of $Q_i$, the tightening of the solute’s hydration shell as it is moved to the interface.
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(“electrostriction”) reduces the difference in the total solute/water interaction energy. Each of these two effects is most pronounced in the G++ region. The diminished surface effect due to this “electrostriction” effect has consequences for many other solute properties.\footnote{23}

We next summarize the results for the spectral width of all the transitions at all locations. Assuming the spectral line shapes are Gaussians, Eqs. 6.3 and 6.4 show that the spectral line width for the $Q_i \rightarrow Q_f$ transition is given by:

$$\delta = (Q_f - Q_i)\sqrt{\langle \Gamma^2(\vec{r}) \rangle_i - \langle \Gamma(\vec{r}) \rangle_i^2}$$  \hspace{1cm} (6.7)

Given $\delta_s$ and $\delta_b$, the width of the spectrum when the solute is at some interface location and in the bulk, respectively, we are interested in the relative change in width:

$$\frac{\delta_s - \delta_b}{\delta_b} = \frac{\sqrt{\langle \Gamma^2_s(\vec{r}) \rangle_i - \langle \Gamma_s(\vec{r}) \rangle_i^2}}{\sqrt{\langle \Gamma^2_b(\vec{r}) \rangle_i - \langle \Gamma_b(\vec{r}) \rangle_i^2}} - 1$$ \hspace{1cm} (6.8)

where $\Gamma_s$ and $\Gamma_b$ are defined in Eq. 6.2 and calculated when the solute’s center of mass is located at the surface and in the bulk, respectively. Note that the expression in Eq. 6.8 is independent of the final electronic state. A negative value of this quantity corresponds to spectral narrowing relative to the bulk. Figure 6.4 shows that the example discussed earlier reflects the general case: there is a significant narrowing for most transitions, especially those that correspond to an initial state with a small dipole. Initial states with large dipoles do not have much change in the spectral width (for transitions to any final state). This reflects the
relatively small change in the local environment of such a solute when it is moved from the bulk to the interface. We conclude that if there is any broadening due to an increase in the heterogeneity of the local solute environment, it is smaller than the narrowing expected from the reduced polarity (according to linear response). Experimental observations of broader surface spectra in the same solvent could be due to the sampling of a wider region. In this case, the superposition of spectra with significantly different peak positions could produce a broad spectrum. This is demonstrated in the bottom panel of Figure 6.4.

It is worth noting that the “heterogeneity in the local environment” mentioned above is expected to increase at the interface due to the rapid variation in the intermolecular interactions along the interface normal, as well as the dependence of these interactions on the solute orientation. While in the bulk the average intermolecular potential experienced by the solute is orientation-independent, this is not so at the interface. The dependence of the degree of heterogeneity on the solute dipole will increase the asymmetry in the effective angle-dependent potential experienced by the solute, but at the same time will likely limit the range of observed orientations around the most likely solute surface orientation.

Finally, we consider electronic transitions that involve a change in the solute polarizability. We model these transitions by increasing the value of the parameter $\epsilon$ in the Lennard-Jones potential energy function of the excited electronic state by a factor of two. The energy differences corresponding to this change are significantly
Figure 6.4: The change in the spectral width of the electronic transition at the interface relative to the bulk versus the initial solute charge. The top panel shows the results at different surface locations, and the bottom panel shows results at two composite interface regions, as defined in the text.
Figure 6.5: Top panel: The spectral shift $\Delta \omega(z)$ versus the (fixed) solute charge for all solute surface locations (as indicated) for a solute undergoing a change in the electronic polarizability. Bottom panel: The corresponding spectral width.

smaller than those that involve a change in the permanent dipole moment, so we limit our discussion of the effect on the spectral width to the case where there is no change in the dipole moment, $Q_i = Q_f$. From Eqs. 6.3 and 6.4 we note that for this case

$$\Delta \omega(z) = (\sqrt{\epsilon_f} - \sqrt{\epsilon_i}) \left[ \langle \Omega_z(\vec{r}) \rangle_i \right]$$

(6.9)

where $\Omega_z(\vec{r})$ is given by the first term in Eq. 6.2, calculated when the solute center of mass is located in a slab centered at the location $z$ along the interface normal.

Note that the quantity inside the square brackets of Eq. 6.9 is proportional to
the average Lennard-Jones contribution to the total solvent–solute interaction energy in the initial state: \( \langle \Omega_z(\vec{r}) \rangle_i = \langle U_{i}^{LJ}(\vec{r}) \rangle_i / (\epsilon_i)^{1/2} \). From this expression, we see that \( \langle \Omega_z(\vec{r}) \rangle \) is negative if the solute–solvent configurations are mostly near the minimum of the Lennard-Jones potential. This is the case when the Coulomb interactions in the initial state are weak (a small value of \( Q_i \)). However, for a large \( Q_i \), the strong electrostatic attractions put the most probable solvent–solute distance on the repulsive side of the Lennard-Jones potential, and \( \langle \Omega_z(\vec{r}) \rangle \) becomes positive and increases as \( Q_i \) increases.

Figure 6.5 summarizes the results. The top panel shows that for small values of the initial solute charge, the spectral shift relative to the gas phase is negative and gets smaller in value as the solute is moved from the bulk to the interface. As the initial charge \( Q_i \) increases, the shift becomes positive, consistent with the above discussion regarding the sign of the quantity \( \langle \Omega_z(\vec{r}) \rangle \). As the solute is transferred from the bulk to the interface, the number of nearest neighbors is reduced due to the lower density, which makes \( \langle |\Omega_z(\vec{r})| \rangle \) smaller. However, this effect is diminished as \( Q_i \) increases, since the solute’s ability to keep the local solute hydration shell intact increases.

The bottom panel shows the width of the spectra versus \( Q_i \) in all the regions. The increase in width with increasing value of \( Q_i \) suggests an increase in the degree of fluctuations in the local hydration shell. This does not represent an increase in heterogeneity but rather the fact that fluctuations in the solute–water distance
around the equilibrium value result in larger energy fluctuations when the when
the equilibrium distance is located on the repulsive side of the Lennard-Jones
potential. For a given value of $Q_i$, the spectral width decreases as the solute is
moved from the bulk to the surface because of the decrease in the number of
water molecules in the solute hydration shell. Again, this effect diminishes when
$Q_i$ increases because of the tightening of the hydration shell.

We conclude that transitions involving a change in solute polarizability at a
fixed permanent solute dipole give rise to a spectral narrowing when comparing
bulk and surface spectra, although the effect is small and gets smaller when the size
of the solute dipole increases. However, as in the case of transitions that involve
a change in the solute dipole, some broadening is expected when the solute is
allowed to explore a wider surface region. This gives rise to some broadening, but
it is still narrower than the spectral width in the bulk.

6.5 Conclusions

Our model calculations suggest that three factors contribute to the difference
between the bulk and interface electronic spectral line width of a chromophore
undergoing a change in its permanent dipole moment: local solvation shell het-
erogeneity, polarity of the interface region, and the width of the surface region
accessible to the solute. The local solute environment is more heterogeneous at
the interface, which leads to spectral broadening. However, the reduced polarity of the interface region leads to a spectral narrowing, which typically is more pronounced. This leads to overall narrowing when the spectrum of the solute in the bulk is compared with the spectrum taken when the solute is restricted to a narrow surface slab. The spectrum obtained when several surface slabs contribute to the electronic transition is wider. The dependence of the spectral shift and width on the initial solute charge can be understood by invoking the idea that the structure of the solute hydration shell at the interface more resembles that in the bulk as the solute charge is increased.
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Conclusion

We modeled the benchmark symmetric $S_N^2$ reaction $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ using the empirical valence bond model with a fully-molecular solvent description in bulk liquid and at liquid–liquid and liquid–vapor interfaces. In each case, the reactivity of the $S_N^2$ system is highly sensitive to the presence of a few water molecules due to the water’s stabilization of the reactants/products relative to the transition state. This water caging of the $\text{Cl}^-$ nucleophile inhibits the reactivity of the $S_N^2$ system. In each solvent environment examined, water molecules change the reagents’ electronic structure and other structural and energetic properties along the reaction coordinate.

In bulk chloroform, the addition of one to five water molecules changes the electronic structure along the reaction coordinate. The hydration shell around the reacting system becomes highly asymmetrical as soon as the reaction moves away from the transition state, with the water molecules found around the charged nucleophile/leaving group. Corrections to the rate constant, due to recrossings
of the activation energy barrier, compared with the transition state theory rate constant \( k_{\text{TST}} \), fall between the behavior calculated in bulk water and bulk chloroform.

As we saw in the previous water-polluted bulk chloroform study, at the chloroform–water interface a small number of water molecules is able to stabilize the reactants relative to the transition state, thereby disrupting the rate enhancement that would otherwise be found in the bulk chloroform phase. At the chloroform–water interface the \( \text{Cl}^- + \text{CH}_3\text{Cl} \) reaction is sensitive to both the reactants’ location and orientation relative to the interface. The activation energy barrier is slightly higher a few angstroms into the organic phase than it is at the Gibbs surface or in bulk water. By comparing the reaction to that at an interface constrained to be flat (removing surface roughness), we confirmed that interfacial water molecules reduce the \( \text{SN}_2 \) system’s reactivity, as the nucleophile is able to keep part of its hydration shell at the unconstrained interface. For true rate enhancement, as expected in chloroform, the reaction must be carried out mostly away from the interface region. As before, deviations from \( k_{\text{TST}} \) due to barrier recrossings are small and mostly fall between those in bulk water and bulk chloroform.

In water clusters made up of from 3 to 40 water molecules, different properties of the system converge to the values of bulk water at different rates. The activation free energy and dynamical correction to \( k_{\text{TST}} \) reach about 90% of the values in bulk water for clusters made up of 12 to 15 water molecules. The rate of change
of the solute charge distribution at the transition state converges more rapidly, in clusters as small as 10 water molecules. Deviations from the $k_{TST}$ are small and mostly less than those in bulk water.

The addition of a tetramethylammonium cation TMA$^+$ phase transfer catalyst to the $\text{Cl}^- + \text{CH}_3\text{Cl} \rightarrow \text{CH}_3\text{Cl} + \text{Cl}^-$ reaction at the water–chboroform interface moderately increases the barrier height of the reaction when the Cl$^-$ nucleophile forms an ion pair with the TMA$^+$. This effect is most pronounced when the number of nearby water molecules is low, such as in bulk chloroform or far into the bulk chloroform phase away from the interface. The presence of the TMA$^+$ also slightly increases the deviation from $k_{TST}$ by increasing the rate of trajectories recrossing the activation energy barrier. In order for the TMA$^+$ to act as an effective catalyst, its role is best limited to bringing the nucleophile deep into the organic phase with a minimum of associated water molecules. The reaction rate may be further enhanced by choosing a phase transfer catalyst that forms a weaker ion pair with the nucleophile, allowing the nucleophile to dissociate more easily in the organic phase.

At the water liquid–vapor interface the activation free energy of the $\text{Cl}^- + \text{CH}_3\text{Cl}$ reaction is slightly larger than in bulk water. This is the opposite of the effect expected when one takes into account the lower average polarity of the water surface relative to the bulk. In the reactants’ state, the Cl$^-$ nucleophile is oriented towards the bulk water phase and water molecules cluster around it. This
results in greater than expected hydration of the reacting system. These results are expected to be generalizable to other reactions with an asymmetric charge distribution, although our results were obtained with potential energy surfaces that were fitted to gas phase and bulk data. This is a common practice, but additional testing of this method would be appropriate.

We generated electronic absorbance spectra of a series of differently-charged model dipolar chromophores adsorbed at different locations of the water–air interface and undergoing a change in their permanent dipole moments. Our results indicate that three competing factors contribute to the electronic spectral line width, resulting in a difference between spectra obtained in the bulk and at the interface. These factors are: increased heterogeneity of the local solvation shell, which broadens the spectrum; decreased polarity of the interface region, which results in spectral narrowing; and the depth of the surface region accessible to the solute—the more slabs of the interface included in the spectrum, the broader the spectrum. The spectral shift and width also depend on the initial solute charge, due to increasingly bulk-like hydration of more highly charged molecules.
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