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ABSTRACT

A classical point dipole model is used to calculate the local field effect on the optical properties of adsorbed molecules on a substrate. The spatially non-varying component of the local field at the molecules can be described by using a local-field correction factor. Equally important is the spatially varying component of the local field which arises mainly from the molecule-substrate interaction. The rapid variation over the molecular dimension can appreciably modify the transition matrix elements and break down the electric dipole selection rules. The effect becomes insignificant if the molecules are more than 2.5 Å away from the substrate even in the metal case. Both components of the local field contribute to the effective linear and nonlinear polarizabilities of the adsorbed molecules. Nonlinearity due to molecular response to the harmonic
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I. INTRODUCTION

The potential of nonlinear optical techniques for surface studies has recently been recognized.\(^1\) Initial attempts in this area have proven to be very successful. The second-order nonlinear processes, in particular, appear most attractive because of their experimental simplicity and their relatively high surface sensitivity.\(^2\) By symmetry, such processes are forbidden in media with an inversion center, but they are allowed on surfaces or interfaces. This surface-specific nature makes the second-order nonlinear optical processes most appropriate for probing of molecules adsorbed at an interface between two centrosymmetric media.

The lack of inversion symmetry of an adsorbed molecular monolayer results from two possible causes. First, the molecules themselves may have no inversion symmetry. Their alignment on the surface through adsorption forms a molecular layer with no inversion center. Second, even if the molecules are centrosymmetric, the molecule-substrate interaction can effectively break the symmetry. We shall call the interaction, in the absence of any applied field, the "chemical" interaction. This interaction modifies the eigenenergies and eigenfunctions of the adsorbed molecules, and therefore, changes the properties of the molecules. Then, in the presence of an applied field, there also exist the induced dipole-induced dipole interaction between molecules and induced dipole-image dipole interaction between the molecules and the substrate. We shall call these field-induced interactions the "electromagnetic" interaction. It results in the creation of a local field at the molecules different from the applied field, and hence, an effective polarizability for the molecules different from the real one. In this paper, we shall only be concerned
with the electromagnetic interaction.

The quantum theory of local field is admittedly very difficult, especially when the eigenstates of the adsorbed molecules and the substrate are not known. There, however, exists the classical local-field theory based on the point-dipole model. Bagchi et al. has recently used such a theory to calculate the effective linear optical polarizability of molecules adsorbed on a substrate. As in the bulk, a local-field correction factor is adopted to describe the average local field at the molecules. It depends on the molecular polarizability, the distances between molecules and between the molecules and the substrate, and the dielectric constant of the substrate.

In calculating the effective nonlinear polarizability of the adsorbed molecules, the same local-field correction factor should also appear in conjunction with each field component. In addition, the electromagnetic interaction also breaks the inversion symmetry of a centrosymmetric molecule sitting on a substrate? Using the point-dipole model, Antoniewicz has shown that the second-order nonlinearity of an adsorbed molecule can indeed arise from the induced dipole-image dipole interaction. Assume an incoming field at \( \omega \) induces an oscillating dipole on an adsorbed molecule. The induced dipole-substrate interaction can then be described by the induced dipole-image dipole interaction. Since it is only the electron cloud in the molecule actually responding to the optical field, both the induced dipole and the image dipole should have their centers vibrating in space at the frequency \( \omega \). Consequently, the local field at the molecule created by the oscillating image dipole should have a harmonic component at \( 2\omega \). This results in a \( 2\omega \) component in the dipole oscillation,
and leads to the second-harmonic generation from the adsorbed molecule. The same picture can be extended to yield a local field with all the harmonic components. Using this model, Antoniewicz proposed to explain the observed second-harmonic generation from centrosymmetric molecules adsorbed on silver. A similar model was previously used to explain the surface enhanced Raman scattering. In both cases, however, a rather small distance between the molecules and the substrate was chosen in order to yield the observed signal strength, indicating that other mechanisms are probably more important.

The above model of Antoniewicz should be expected to fall naturally from a local-field theory that properly takes into account all the dipole interactions. Aside from the harmonic components, the local field should also have a strong spatial variation along the surface normal. If the local field varies significantly across a molecule, then the induced polarization on the molecule should result not only from the dipole contribution, but also from the higher-order multipole contributions. Actually, the multipole expansion may not even be appropriate in this case, considering the very rapid spatial variation of the field. An immediate consequence of this is that the transition matrix elements are now different from the dipole matrix elements. Accordingly, both the linear and nonlinear polarizabilities of the molecules are modified, and the parity selection rules broken. Such a mechanism is clearly more important for molecules with more extended wavefunctions.

The main objective of this paper is to formulate the local field picture outlined above for of the effect of the electromagnetic interaction on the second-order nonlinearity of adsorbed molecules.
We use the classical theory and the point-dipole model to describe the local field arising from the induced dipole-induced dipole interaction and the induced dipole-image dipole interaction. The local field, shown explicitly with its spatial dependence and the harmonic components, is then used in the semi-classical theory to calculate the induced polarization (or the effective dipole) on the adsorbed molecules. It will be seen that in addition to the local field correction factor, the local field with its strong spatial variation can also change the polarizabilities of the molecules significantly. It will also be shown that the second-order nonlinearity of the adsorbed molecules is most likely dominated by the nonlinear response of the molecules to the fundamental component of the local field rather than the linear response to the harmonic or mixed frequency component of the local field.

In Sec. II, the point-dipole model used to calculate the local field at the adsorbed molecules is reviewed, and an expression for the spatially varying local field with its harmonic frequency components is obtained. The local field is then used in Sec. III to derive the effective linear and second-order nonlinear polarizabilities of the adsorbed molecules. Finally, Sec. IV is devoted to general analysis and discussion from which we gain some insight into the extent the linear and nonlinear optical properties of the adsorbed molecules is affected by the electromagnetic interaction.

II. LOCAL FIELD AT ADSORBATES

Following Bagchi et al., we assume a monolayer system of adsorbed molecules forming a two-dimensional square lattice on a substrate with a
lattice constant "a". The substrate which occupies the semi-infinite space of \( z > 0 \) is characterized by a dielectric constant \( \varepsilon \). In an applied field, a dipole is induced on each adsorbed molecule. The centers of the dipoles are taken as \( \hat{R}_{ij} = (ia, ja, -Z_o) \) where \( i \) and \( j \) are integers, and \( Z_o \) is the distance of the molecules from the substrate. We also assume that the molecules are axially symmetric, with the molecular axis perpendicular to the surface of the substrate. The linear polarizability of the molecules is then a tensor with only the diagonal elements \( \alpha_{xx} = \alpha_{yy} \) and \( \alpha_{zz} \).

The point-dipole model together with the image-dipole approach is now used to calculate the local field at the molecules. The dipoles induced on the molecules at \( \hat{R}_{ij} \) by an applied field \( \hat{E}(\omega) \) are

\[
\hat{\mu}(\omega) = \hat{\alpha}(\omega) \cdot \hat{E}_{\text{loc}}(\omega)
\]

(1)

where \( \hat{E}_{\text{loc}}(\omega) \equiv \hat{\mu}(\omega) \cdot \hat{E}(\omega) \) and \( \hat{\alpha}(\omega) \) is the local field correction factor.

The image dipoles appear at \( \hat{R}_{ij}' = (ia, ja, Z_o) \) and have the expression

\[
\hat{\mu}_i(\omega) = \frac{\varepsilon(\omega) - 1}{\varepsilon(\omega) + 1} \left[ -\mu_x \hat{x} + \mu_y \hat{y} + \mu_z \hat{z} \right].
\]

(2)

The local field is the sum of the applied field and the dipole field. Let \( \hat{r} \) be the position of a local point in a molecule with reference to the center of the molecule. We choose the molecule at \( \hat{R}_{oo} = 0 \) as the representative one. Then, the local field at \( \hat{r} \) is given by

\[
\hat{E}_{\text{loc}}(\hat{r}) = \hat{E} + \hat{E}_{\text{dip}}(\hat{r}) + \hat{E}_{\text{dip,1}}(\hat{r}).
\]

(3)
Here, $\mathbf{E}_{\text{dip}}(\mathbf{r})$ is the field at $\mathbf{r}$ created by all the induced dipoles on the adsorbed molecules except the one at which $\mathbf{r}$ is located.

$$\mathbf{E}_{\text{dip}}(\mathbf{r}) = \sum_{i,j=-\infty}^{\infty} \frac{3[\mathbf{\mu} \cdot (\mathbf{R}_{ij} - \mathbf{r})](\mathbf{R}_{ij} - \mathbf{r}) - \mathbf{\mu}(\mathbf{R}_{ij} - \mathbf{r})^2}{(\mathbf{R}_{ij} - \mathbf{r})^5}.$$  \hspace{1cm} (4)

$\mathbf{E}_{\text{dip,I}}(\mathbf{r})$ is the field at $\mathbf{r}$ created by all the image dipoles.

$$\mathbf{E}_{\text{dip,I}}(\mathbf{r}) = \sum_{i,j=-\infty}^{\infty} \frac{3[\mathbf{\mu}_I \cdot (\mathbf{R}'_{ij} - \mathbf{r})](\mathbf{R}'_{ij} - \mathbf{r}) - \mathbf{\mu}_I(\mathbf{R}'_{ij} - \mathbf{r})^2}{(\mathbf{R}'_{ij} - \mathbf{r})^5}.$$  \hspace{1cm} (5)

It is easily seen that $|\mathbf{E}_{\text{dip}}(\mathbf{r})|$ is centrosymmetric with respect to the center of a molecule, but $|\mathbf{E}_{\text{dip,I}}(\mathbf{r})|$ is not in the $\mathbf{z}$-direction. The sums in Eqs. (4) and (5) with $\mathbf{r} = 0$ have already been calculated by Bagchi et al.\textsuperscript{5} The result yields

$$\mathbf{E}_{\text{loc}}(\mathbf{r} = 0) = \mathbf{\hat{L}}(\omega) \cdot \mathbf{\hat{E}}(\omega)$$  \hspace{1cm} (6)

with the local field correction factor given by

$$L_{xx}(\omega) = L_{yy}(\omega) = \left\{ 1 + a_{xx}(\omega) \frac{a_{xx}^3}{2a_3} [\xi_o - \rho(\omega)\xi_I] \right\}^{-1}$$

$$L_{zz}(\omega) = \left\{ 1 - a_{zz}(\omega) \frac{a_3}{a^3} [\xi_o + \rho(\omega)\xi_I] \right\}^{-1}$$  \hspace{1cm} (7)

where

$$\xi_o = -9.0336$$

cont'd
\[ \xi_1 = 16\pi^2 \sum_{i=0}^{\infty} \sum_{j=1}^{\infty} (i^2 + j^2)^{\frac{1}{2}} \exp \left[ -\frac{4\pi Z_0}{a} (i^2 + j^2)^{\frac{1}{2}} \right] \]

\[ \rho(\omega) = \frac{[\epsilon(\omega) - 1]}{[\epsilon(\omega) + 1]} . \]

The gradient of the local field at \( \mathbf{r} = 0 \) can also be calculated. We find, with \( \nabla E \) neglected,

\[ \nabla_x E_{\text{loc},y} = \nabla_y E_{\text{loc},x} = 0 \]

\[ \nabla_x E_{\text{loc},x} = \nabla_y E_{\text{loc},y} = -2\nabla_z E_{\text{loc},z} = -\rho(\omega) \frac{2\mu(\omega)}{a^3} \xi_M \]

\[ \nabla_z E_{\text{loc},x} = \nabla_x E_{\text{loc},z} = \rho(\omega) \frac{\mu_x(\omega)}{2a^3} \xi_M \]

\[ \nabla_z E_{\text{loc},y} = \nabla_y E_{\text{loc},z} = \rho(\omega) \frac{\mu_y(\omega)}{2a^3} \xi_M \]

where

\[ M = \frac{2\pi}{a} \left( \sum_{i=0}^{\infty} \sum_{j=1}^{\infty} \frac{4\pi Z_0}{a} (i^2 + j^2)^{\frac{1}{2}} - \frac{4\pi Z_0}{a} (i^2 + j^2)^{\frac{1}{2}} \right) \]

To see the importance of the local field correction, we show in Fig. 1 an example of how \( L_{xx} \) and \( L_{zz} \) vary with \( Z_0 \). We assume \( a = 5 \, \text{Å} \), \( \epsilon(\omega) = 10 \), \( \alpha_{xx}(\omega) = 6 \, \text{Å}^3 \), and \( \alpha_{zz}(\omega) = 11 \, \text{Å} \). While \( L_{xx} = L_{yy} \) is always larger than 1, \( L_{zz} \) can be larger or smaller than 1, depending on how \( Z_0 \) compares with \( a \). This is fairly easy to understand from the dipole field
pattern. In the $\hat{x}$ direction, the dipole field from $\mu_x$ and $\mu_{I,x}$ always adds to the incoming $E_x$ field. In the $\hat{z}$ direction, the dipole field from $\mu_{I,z}$ also adds to $E_z$, but that from $\mu_z$ is opposite to $E_z$. We should note that unlike the bulk case, where the local field correction factor is usually defined as the correction on the average macroscopic field in a medium, the local field correction factor here is defined with respect to the applied field outside a medium. Consequently, $L_{xx}$, $L_{yy}$ and $L_{zz}$ in the present case are much closer to 1 than the usual local field correction factor in a bulk condensed matter.

Because of the intrinsic asymmetry of the surface, the spatial variation of the local field at the molecules can be quite strong if $Z_o \lesssim a$. It is mainly due to the field created by the image dipoles. An example with $Z_o = \frac{1}{3} a = 1.7 \text{Å}$ and $\varepsilon(\omega) = 10$ is shown in Fig. 2. The curve of $E_{loc,z}$ versus $z$ exhibits an appreciable variation in a region comparable to the size of a molecule. In fact, the variation is so strong that it cannot even be approximated by a linear function. Such a strong variation of the field over the dimension of a molecule will certainly affect the polarizabilities of the molecule since the electric dipole approximation is no longer valid in the semi-classical derivation of the polarizabilities. Even the multipole expansion is not really appropriate in this case. We shall discuss the derivation of the polarizabilities at length in the next section.

In the above discussion of local field, we have assumed that the centers of the dipoles remain unchanged. More realistically, however, the centers of the oscillating dipoles also oscillate in space with respect to their equilibrium positions. Let $\{\vec{r}_{ij}(t)\}$ be the time-varying centers of the induced dipoles and image dipoles. Then, the local field at $\vec{r}$ created by the
dipoles at \( \{ \mathbf{S}_{ij}(t) \} \) instead of at \( \{ \mathbf{R}_{ij} \} \) can be calculated from Eqs. (3-5) with \( \{ \mathbf{R}_{ij} \} \) replaced by \( \{ \mathbf{S}_{ij}(t) \} \). We notice that since the dipoles are in phase, we have

\[
\mathbf{E}_{\text{dip}}(\mathbf{r}, \{ \mathbf{S}_{ij} \}) = \mathbf{E}_{\text{dip}}(\mathbf{r} - \mathbf{S}_{oo}, \{ \mathbf{R}_{ij} \})
\]

\[
\mathbf{E}_{\text{dip,I}}(\mathbf{r}, \{ \mathbf{S}_{ij} \}) = \mathbf{E}_{\text{dip,I}}(\mathbf{r} - \hat{x}(\mathbf{S}_{oo})_x - \hat{y}(\mathbf{S}_{oo})_y + \hat{z}(\mathbf{S}_{oo})_z, \{ \mathbf{R}_{ij} \})
\]

Therefore, by Taylor's series expansion, we find

\[
\mathbf{E}_{\text{loc}}(\mathbf{r}, \{ \mathbf{S}_{ij} \}) = \mathbf{E}_{\text{loc}}(\mathbf{r}, \{ \mathbf{R}_{ij} \}) - \mathbf{V} \cdot \mathbf{S}_{oo} + \cdots
\]

where \( \mathbf{V} \) is defined as

\[
\mathbf{V} = \mathbf{x}[\nabla \mathbf{E}_{\text{dip}}(\mathbf{r}) + \nabla \mathbf{E}_{\text{dip,I}}(\mathbf{r})] + \hat{z}[\nabla \mathbf{E}_{\text{dip}}(\mathbf{r}) + \nabla \mathbf{E}_{\text{dip,I}}(\mathbf{r})]
\]

Since \( 2\mathbf{S}_{oo}(t) \) is the induced oscillating dipole at frequency \( \omega \), the second term in Eq. (9) describes an oscillation at \( 2\omega \), and the higher-order oscillations terms at higher harmonics. Thus, the local field contains not only the incoming frequency \( \omega \), but also all the harmonic frequencies. In case two frequencies \( \omega_1 \) and \( \omega_2 \) are present in the incoming wave, the local field should contain all the mixed frequencies \( m\omega_1 + n\omega_2 \), with \( m \) and \( n \) being integers. As a result, the induced polarization on the molecules will have all the harmonic or mixed frequency components. This appears as an additional contribution to the apparent nonlinearity of the adsorbed molecules.8,9
III. LINEAR AND NONLINEAR POLARIZABILITIES OF ADSORBATES

We now discuss the derivation of linear and second-order nonlinear polarizabilities of molecules adsorbed on a substrate. For simplicity, we shall assume a monochromatic incident beam at $\omega$. The interaction Hamiltonian for an adsorbed molecule in the local electro-magnetic field is

$$
\mathcal{H}_{\text{int}} = \frac{e}{2mc} \left[ \mathbf{p} \cdot \mathbf{A}_{\text{loc}}(\mathbf{r}, \{\mathbf{S}_{ij}\}) + \mathbf{A}_{\text{loc}}(\mathbf{r}, \{\mathbf{S}_{ij}\}) \cdot \mathbf{p} \right]
\tag{10}
$$

where $\mathbf{A}_{\text{loc}}(\mathbf{r}, \{\mathbf{S}_{ij}\})$ is the vector potential of the local field at $\mathbf{r}$ with the center of the induced and image dipoles at $\{\mathbf{S}_{ij}\}$. Having

$$
\mathbf{E}_{\text{loc}}(\mathbf{r}, \{\mathbf{S}_{ij}\}) = -\frac{1}{c} \frac{\partial}{\partial t} \mathbf{A}_{\text{loc}}(\mathbf{r}, \{\mathbf{S}_{ij}\})
\tag{11}
$$

we obtain, from Eq. (9), the fundamental and second harmonic frequency components of $\mathcal{H}_{\text{int}}$ as

$$
\mathcal{H}_1(\omega) = \frac{e}{i\hbar\omega} \mathbf{p} \cdot \mathbf{E}^{(\omega)}(\mathbf{r}, \{\mathbf{R}_{ij}\})
$$

$$
\mathcal{H}_2(2\omega) = \frac{i}{2\hbar\omega} \mathbf{p} \cdot \nabla \mathbf{E}^{(\omega)}(\mathbf{r}, \{\mathbf{R}_{ij}\}) \cdot \mathbf{v}^{(\omega)}(\omega) - \frac{e^2}{2\hbar\omega} \left[ \mathbf{E}^{(\omega)}(\mathbf{r}, \{\mathbf{R}_{ij}\}) \right]^2.
\tag{12}
$$

To find the polarizabilities, we use the following procedure. The current density operator is

$$
\mathbf{J}(\mathbf{r}) = -\frac{e}{m} \left[ \mathbf{p} + \frac{e}{c} \mathbf{A}^{(\omega)}(\mathbf{r}, \{\mathbf{S}_{ij}\}) \right].
\tag{13}
$$
which can be decomposed into

\[ \hat{J} = \hat{J}(0) + \hat{J}(\omega) + \hat{J}(2\omega) + \ldots \]

\[ \hat{J}(0) = -\frac{e}{m} \hat{p} \]

\[ \hat{J}(\omega) = -\frac{e}{im_\omega} E_{\text{loc}}^{(\omega)}(\hat{r}, \{\hat{R}_{ij}\}) \]

\[ \hat{J}(2\omega) = -\frac{e}{im_\omega} \nu E_{\text{loc}}^{(\omega)}(\hat{r}, \{\hat{R}_{ij}\}) \cdot \hat{u}(\omega). \]  

(14)

We then notice that the time-average expectation value of \( \hat{J} \cdot \hat{A} \) can be written as

\[ \langle \hat{J} \cdot \hat{A} \rangle_{\text{time}} = E_{\text{loc}}^{(\omega)}(0, \{\hat{R}_{ij}\})^* \cdot \alpha^{(1)}(\omega) \cdot E_{\text{loc}}^{(\omega)}(0, \{\hat{R}_{ij}\}) \]

\[ + E_{\text{loc}}^{(2\omega)}(0, \{\hat{R}_{ij}\})^* \cdot \alpha^{(2)}(2\omega) \cdot E_{\text{loc}}^{(\omega)}(0, \{\hat{R}_{ij}\}) E_{\text{loc}}^{(\omega)}(0, \{\hat{R}_{ij}\}) \]

\[ + \ldots. \]  

(15)

Using the density matrix formalism to carry out the perturbation calculation, we can identify

\[ E_{\text{loc}}^{(\omega)}(0, \{\hat{R}_{ij}\})^* \cdot \alpha^{(1)}(\omega) \cdot E_{\text{loc}}^{(\omega)}(0, \{\hat{R}_{ij}\}) = \text{Tr} \left[ A_{\text{loc}}^{(\omega)}(\hat{r}, \{\hat{R}_{ij}\})^* \cdot [\hat{J}(0) \rho(\omega) \right. \]

\[ + \hat{J}(\omega) \rho(0) \left. \right] \]

cont'd
\[ \hat{\mathbf{E}}_{\text{loc}}^{(2\omega)}(0, \{\mathbf{r}_{ij}\})^* \cdot \mathbf{\alpha}^{(2)}(2\omega) \cdot \hat{\mathbf{E}}_{\text{loc}}^{(\omega)}(0, \{\mathbf{r}_{ij}\}) \hat{\mathbf{E}}_{\text{loc}}^{(\omega)}(0, \{\mathbf{r}_{ij}\}) \]

\[ = \text{Tr}\left\{ \hat{\mathbf{A}}_{\text{loc}}^{(2\omega)}(\mathbf{r}, \{\mathbf{r}_{ij}\})^* \cdot \left[ \hat{\mathbf{J}}(0)\rho(2\omega) + \hat{\mathbf{J}}(\omega)\rho(\omega) + \hat{\mathbf{J}}(2\omega)\rho(0) \right] \right\} \]

(16)

where the density matrix \( \rho \) can be decomposed into \( \rho = \rho(0) + \rho(\omega) + \rho(2\omega) \)

The perturbation calculation leads to the following expressions for the linear and second-order polarizabilities.

\[ \alpha_{ij}^{(1)}(\omega) = -\sum_{g} \frac{e^2}{2m^2} \sum_{g,m} \frac{g|f_{\omega}(\mathbf{r})f_{\omega}(\mathbf{r})|g}{h(\omega - \omega_{mg})} \delta_{ij} \rho_{g}(0) \]

\[ - \sum_{g,m} \frac{g|f_{\omega}(\mathbf{r})p_{ij}|g}{h(\omega + \omega_{mg})} \rho_{g}(0) \]

\[ \alpha_{ijk}^{(2)}(2\omega) = \sum_{g} \frac{e^2}{2m^2} \sum_{g,m} \frac{g|f_{2\omega}(\mathbf{r})f_{\omega}(\mathbf{r})|g}{h(2\omega - \omega_{mg})} \delta_{ij} \frac{\mathbf{\alpha}^{(1)}}{\mathbf{E}_{\text{loc},j}^{(\omega)}(0, \{\mathbf{r}_{ij}\})} \frac{\mathbf{E}_{\text{loc},j}^{(\omega)}(0, \{\mathbf{r}_{ij}\})}{\mathbf{E}_{\text{loc},i}^{(\omega)}(0, \{\mathbf{r}_{ij}\})} \rho_{g}(0) \]

\[ + \sum_{g,m} \frac{g|f_{2\omega}(\mathbf{r})p_{ij}|g}{h(2\omega + \omega_{mg})} \rho_{g}(0) \]

\[ - \sum_{g,m} \frac{g|f_{2\omega}(\mathbf{r})p_{ij}|g}{h(2\omega - \omega_{mg})} \rho_{g}(0) \]

\[ - \sum_{g,m} \frac{g|f_{2\omega}(\mathbf{r})f_{\omega}(\mathbf{r})|g}{h(\omega - \omega_{mg})} \rho_{g}(0) \]

cont'd
\[
\begin{align*}
&\frac{\langle m| f_{2\omega}^*(r)f_{\omega}(r)g|g|p_k f_{\omega}(r)|m\rangle}{\hbar(\omega + \omega_m)} \rho_g(0) \\
&- \frac{\epsilon^3}{2m^3 \omega^3} \sum_{g,m,n} \left[ \frac{\langle g| f_{2\omega}^*(r)p_i |m\rangle\langle m|p_j f_{\omega}(r)|n\rangle\langle n|p_k f_{\omega}(r)|g\rangle}{\hbar^2(2\omega - \omega_m)(\omega - \omega_m)} \\
&\quad - \frac{\langle m| f_{2\omega}^*(r)p_i |n\rangle\langle n|p_j f_{\omega}(r)|g\rangle\langle g|p_k f_{\omega}(r)|m\rangle}{\hbar^2(\omega + \omega_m)(\omega - \omega_m)} \\
&\quad + \frac{\langle n| f_{2\omega}^*(r)p_i |g\rangle\langle g|p_j f_{\omega}(r)|m\rangle\langle m|p_k f_{\omega}(r)|n\rangle}{\hbar^2(\omega + \omega_m)(2\omega + \omega_m)} \right] \rho_g(0) \\
&\quad (17)
\end{align*}
\]

where we have defined \( f_{\omega}(r) = \hat{E}_{\text{loc}}(r, \{\hat{R}_{ij}\})/\hat{E}_{\text{loc}}(0, \{\hat{R}_{ij}\}). \)

The above expressions reduce to the usual ones for a free molecule if \( f_{\omega}(r) \) is replaced by \( \exp(ik \cdot r) \) and if the first two terms in \( \alpha_{ijk}^{(2)} \) are dropped. With the molecules adsorbed on the substrate, the spatial variation of the local field at the molecules can become quite significant over the molecular dimension. As a result, the matrix element \( \langle m| f_{\omega}(r)p |n\rangle \) can be very different from \( \langle m|p |n\rangle \). In particular, because \( f(r) \) is neither odd nor even in \( r \), there no longer exists a parity selection rule for the transition matrix elements. The first two terms in \( \alpha_{ijk}^{(2)}(2\omega) \) of Eq. (17) arise from the \( 2\omega \) frequency component of the local field. They are proportional to the gradients of the dipole fields at the molecules.

We notice that these terms, in fact, describe the same second-order polarizability discussed by Antoniewicz using a simple image-dipole model with the spatial variation \( f(r) \) neglected, but the problem we have treated here is more general.

If we now incorporate the local field correction factor \( L \) into the polarizabilities in the usual way, we find the effective linear and second-
order polarizabilities as

$$\left[ \alpha_{ij}^{(1)}(\omega) \right]_{\text{eff}} = L_{ii}^{(\omega)} \alpha_{ij}^{(1)}(\omega) L_{jj}^{(\omega)}$$

(18)

if the incoming and outgoing waves are of different modes;

$$\left[ \alpha_{ii}^{(1)}(\omega) \right]_{\text{eff}} = \alpha_{ii}^{(1)}(\omega) L_{ii}^{(\omega)}$$

(19)

if the incoming and outgoing waves are of the same mode; and

$$\left[ \alpha_{ijk}^{(2)}(\omega = \omega_1 + \omega_2) \right]_{\text{eff}} = L_{ii}^{(\omega)} \alpha_{ijk}^{(2)} L_{jj}^{(\omega_1)} L_{kk}^{(\omega_2)}.$$ 

(20)

IV. DISCUSSION

The results in Sec. III show that the local field arising from the electromagnetic interaction can significantly modify the polarizabilities of the adsorbed molecules. In comparison with the case of free molecules in the gas phase, the modification comes in two ways. First, the average local field at the adsorbed molecules leads to a local field correction factor \( L \) for each independent field component attached to the polarizabilities. Then, the rapid spatial variations of the local fields at the molecules can yield transition matrix elements very different from the usual dipole matrix elements. In the nonlinear case, the local field can further modify the polarizabilities via its harmonic or mixed frequency components. Because the local field here results from the induced dipole-induced dipole and induced dipole-image dipole interaction, its deviation from the applied field is expected to increase monotonically with increase...
of the surface molecular density, increase of molecular polarizability, increase of the reflectivity of the substrate, and decrease of the distance of the adsorbed molecules from the substrate.

If the closest distance between adsorbed molecules is smaller than or comparable to the distance of the adsorbed molecules from the substrate, the induced dipole-induced dipole interaction between the adsorbed molecules is mainly responsible for the local field correction factor. This is because the dipole-dipole interaction is of short range, and a molecule sees several induced dipoles but only one image dipole at its nearest neighbor sites. In such a case, $L_{xx}$ and $L_{yy}$ should be less than 1, and $L_{zz}$ should be larger than 1, as we have already mentioned in Sec. III. An explicit example is shown in Fig. 1. There, with $\varepsilon = 10$ and $a = 5$ Å, the contributions of the image dipoles to $L_{xx} = L_{yy}$ and $L_{zz}$ are seen to have dropped to nearly zero for $Z_o \geq 2.3$ Å. For smaller values of $\varepsilon$, the image dipole effect is even weaker. If $\varepsilon$ is 3 instead of 10 in Fig. 1, then the image dipole contribution to $\hat{\mathbf{L}}$ is negligible for $Z_o > 2$ Å, and if $\varepsilon = 1.5$, it is negligible for $Z_o > 1.7$ Å. Clearly, with a smaller surface coverage of molecules, i.e., a larger "a", the local field correction should become less important (with $\hat{\mathbf{L}}$ close to 1), but the relative importance of the image dipole contribution to $\hat{\mathbf{L}}$ is expected to increase.

As we have remarked earlier, only the "average" local field at the molecules is described by the local field correction factor. Therefore, it should not change the selection rules of the transition matrix elements. However, the local field at the adsorbed molecules can actually have a significant variation over the molecular dimensions. Such a rapid spatial variation indicates that the multipole contribution in the transi-
tion matrix elements is non-negligible for the adsorbed molecules. As a result, the usual selection rules for electric dipole transitions are no longer applicable here. A direct consequence of this is that even for a centrosymmetric molecule very weakly adsorbed on substrates, it can have a significant $\alpha^{(2)}$.

We have used $f(r)$ in the matrix elements of Eq. (17) to describe the spatial variation of the local field across a molecule. Strictly speaking, $f(r)$ should be a tensor, but we expect, from dipole-dipole interaction, that the tensorial character of $f(r)$ is weak. The variation of the local field is mainly along the surface normal $\hat{z}$, and is due to induced dipole-image dipole interaction. Therefore, it is more significant if the adsorbed molecules are closer to the substrate and the dielectric constant of the substrate is larger. An example of how $f(r) = f(z)$ varies with $z$ is shown in Fig. 2, assuming $Z_o = \frac{1}{3} a = 1.7 \text{ Å}$ and $\varepsilon = 10$. The strong variation of $f(r)$ over a molecular dimension indicates that the electric-dipole approximation used to calculate polarizabilities is no longer valid. However, as $Z_o$ increases, the dependence of $f(z)$ on $z$ quickly diminishes.

To estimate the importance of $f(z)$, we divide $f(z)$ into symmetric and antisymmetric parts, $f(z) = f_s(z) + f_a(z)$, and define a ratio $\phi = \frac{[f_a(z)/f_s(z)]_{z=r_o}}{r_o}$, where $r_o$ denotes roughly the half size of the molecules. Note that to the first order, $f_s = 1$, and $f_a(z) = z\left(\frac{3}{3Z} E_{\text{loc}}\right)_o / E_{\text{loc}}(0)$. With $r_o$ chosen to be 0.7 Å, we find, for $\alpha_{zz}^{(1)} = 10 \text{ Å}$ and $\varepsilon = \infty$, the ratio $\phi$ is larger than 0.1 only when $Z_o < 2.3 \text{ Å}$. For $\varepsilon = 3$ and $\varepsilon = 1.5$, we find $\phi > 0.1$ only when $Z_o < 1.8 \text{ Å}$ and $1.6 \text{ Å}$, respectively. If $\alpha_{zz}^{(1)}$ becomes 5 Å instead, then for $\varepsilon = \infty$, 3, and 1.5, we have $\phi > 0.1$ when $Z_o < 1.8 \text{ Å}$, 1.6 Å, and 1.3 Å, respectively. Thus, crudely speaking, if the center of an
adsorbed molecule (i.e., center of the electronic cloud responsible for the linear polarizability) is more than $2.5 \text{ Å}$ away from a substrate, the spatial variation of the local field has negligible effect on the polarizabilities. On the other hand, if the center of the molecule is less than $1.5 \text{ Å}$ away from a substrate, the spatial variation of the local field can modify the polarizabilities appreciably. In the latter case, a centrosymmetric molecule can have a significant second-order nonlinear polarizability even if the distortion of wavefunctions due to adsorption is negligible.

As pointed out by Antoniewicz, the linear response of the molecule to the second-harmonic or mixed frequency component of the local field can also contribute to the second-order nonlinearity of the absorbed molecules. This effective nonlinearity is proportional to the dipole field gradients at the molecules, as shown explicitly in the first two terms of $\alpha_{ijk}^{(2)}$ in Eq. (17), and therefore, $\alpha_{ijk}$ increases rapidly as $Z_0$ decreases. However, it is probably at most of the same order as the other terms in Eq. (17).

This can be seen as follows. Assume centrosymmetric molecules so that $\alpha(z) = 0$ in the absence of local field. If we use the approximation of $f(z) = 1$ in the electric-dipole allowed matrix elements and $f(z) = 1 + z \left( \frac{3}{2} \frac{\partial}{\partial z} E_\text{loc}(z) \right)_0 / E_\text{loc}(0)$ in the electric-dipole forbidden matrix elements in Eq. (17), then with $\omega$ and $2\omega$ far away from resonances, we can simplify the expression of $\alpha_{ijk}^{(2)}$ by the closure property of the eigenstates. The first two terms of $\alpha_{ijk}^{(2)}$ in Eq. (17) become

$$|\alpha_{ijk}^{(2)}| = \frac{2}{e} \alpha_{ij} \alpha_{kk} \frac{\partial}{\partial z} E_\text{loc,j}(0) / E_j(0) \alpha_{ij} \alpha_{kk} \text{loc,j}(0, \{R_{ij}\}) / E_j(0) \alpha_{ij} \alpha_{kk} \text{loc,j}(0, \{R_{ij}\}).$$

cont'd
\[ \sim 2e^3 (\langle r^2 \rangle)^2 \left( \frac{3}{\partial z} E_{\text{loc}}(z) \right)_0 / E_{\text{loc}}(0). \]  

(21)

The rest of the terms of $\alpha_{ijk}^{(2)}$ in Eq. (17) becomes

\[ |\alpha_{ijk}^{(2)}|_2 \sim 3e^3 \langle r^4 \rangle \left( \frac{3}{\partial z} E_{\text{loc}}(z) \right)_0 / E_{\text{loc}}(0). \]  

(22)

Since $\langle r^4 \rangle$ is always larger than $\langle r^2 \rangle^2$, we have $|\alpha_{ijk}^{(2)}|_1 < |\alpha_{ijk}^{(2)}|_2$. In the case where the ground state wavefunction is more spread out, a larger difference is expected. As an example, we use the $3p_z$ wavefunction of Ar, $\psi = N_{zr} \exp(-r/0.444)$, to calculate $\langle r^2 \rangle$ and $\langle r^4 \rangle$, and find $|\alpha_{zzz}^{(2)}|_1 / |\alpha_{zzz}^{(2)}|_2 \sim 0.4$. A more careful calculation taking into account the higher order terms in $f(z)$ gives even a much smaller ratio. This makes us believe that the effective second-order nonlinearity arising from the linear response of the molecule to the second-harmonic frequency component of the local field is not as important as that arising from the nonlinear response to the fundamental component of the spatially varying local field.

For non-centrosymmetric molecules, $\alpha^{(2)}$ is nonvanishing even in the absence of local field. The local-field contribution to $\alpha^{(2)}$ via $f(\vec{r})$ becomes comparable to the intrinsic $\alpha^{(2)}$ only when $|\langle f_{a}(\vec{r}) \rangle| \sim |\langle f_{s}(\vec{r}) \rangle|$. Then, according to our earlier estimates, the local field variation has a large effect on $\alpha^{(2)}$ only when the distance of the molecules from the substrate, $Z_o$, is small, say, less than $\sim 1.5 \text{Å}$, and in all cases, the contribution from the linear response to the second harmonic component of the local field is small compared to the intrinsic $\alpha^{(2)}$. 
V. CONCLUSION

From what we have discussed, we can arrive at the following conclusion. The electromagnetic interaction between molecules and between the molecules and the substrate can be accounted by the local field effect. It appears in two respects: a local field correction factor arising from the spatially non-varying part of the local field at the molecules, and a modification of the transition matrix elements in the polarizabilities by the spatially varying part of the local field. The harmonic and mixed frequency components of the local field play a relatively unimportant role.

For typical molecules with \( a^{(1)} \lesssim 10 \text{ Å} \), that part of the local-field correction factor coming from the molecule-substrate interaction is negligible if the adsorbed molecules are more than 2.5 Å away from the substrate in the case of a metal substrate, or more than 1.5 Å away in the case of an insulator with \( \varepsilon \sim 1.5 \). The part of the local field correction factor coming from the molecule-molecule interaction is negligible (i.e., \( |L_{ii} - 1| < 0.1 \)) if the nearest neighbor distance, "a", between the adsorbed molecules is larger than 10 Å. When the molecule-molecule interaction dominates, \( L_{xx}, L_{yy} \) are less than 1, and \( L_{zz} \) larger than 1. When the molecule-substrate interaction dominates, all \( L_{ii} \) are larger than 1.

The spatially varying part of the local field at the molecules can give rise to multipole contribution to the matrix elements involved in the polarizabilities. Accordingly, the electric-dipole selection rules for the polarizabilities are broken. This part arises mainly from the molecule-substrate interaction. For \( a^{(1)} \lesssim 10 \text{ Å} \), it is negligible if the molecules are more than 2.5 Å away from a substrate, but it can strongly modify the molecular polarizabilities if the molecule is less than \( \sim 1.5 \text{ Å} \).
away from the substrate. In the latter case, a centrosymmetric molecule may appear to have a second-order nonlinear polarizability as large as a non-centrosymmetric molecule.

We now consider the more general case where the eigenstates of the molecules are distorted by the "chemical interaction" upon adsorption. Clearly, the effect of the electromagnetic interaction should appear on top of the chemical interaction. Our discussion here should therefore apply to this general case as long as the proper eigenstates of the molecules are used. Both the local field correction factor and the spatially varying local field component should still contribute to the effective polarizabilities. In fact, for chemically adsorbed molecules, because of the bond formation between the molecules and the substrate, the effective distance between the molecules and the substrate is expected to be small, and hence, the local field effect should be more important than in the physically adsorbed case. This is particularly true for metal substrates. Following this argument, we expect that if a relatively small molecule is chemically adsorbed on a metal surface, its polarizabilities can be drastically modified by the local field. In particular, a relatively large second-order nonlinearity may result for a centrosymmetric molecule even if its symmetry is not appreciably distorted by the chemical interaction.

In experiments using a second-order nonlinear optical process to probe adsorbed molecules, the nonlinear susceptibility $\chi^{(2)}$, instead of the polarizability $\alpha^{(2)}$, is measured. The symmetry of $\chi^{(2)}$ reflects the symmetry of the molecular arrangement on the surface, while the ratios of non-vanishing $\chi^{(2)}$ elements reflect the molecular orientation on the surface. We note that the local field has no effect on the symmetry of $\chi^{(2)}$, but
it does modify the effective $a_{ijk}^{(2)}$ through both the local-field correction factor and the spatially varying component of the local field. This makes the determination of molecular orientation from the $\chi^{(2)}$ measurement complicated if the local field effect is not negligible or known.
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FIGURE CAPTIONS

Fig. 1 Local field correction factors calculated from the point-dipole model as a function of the distance of molecules from the substrate, assuming $a = 5 \, \text{Å}$, $a_{xx} = 6 \, \text{Å}$ and $a_{zz} = 11 \, \text{Å}$ for adsorbed molecules, and $\varepsilon = 10$ for the substrate.

Fig. 2 Local field variation along the surface normal around a molecule. Contributions from the induced dipole-induced dipole interaction and from the induced dipole-image dipole interaction are denoted by $E_{\text{dip},z}(z)$ and $E_{\text{dip},I,z}(z)$, respectively.
\[ f(z) = \frac{E_{\text{loc}, z(z)}}{E_{\text{loc}, z(0)}} \]

\[ \frac{E_{\text{dip}, I, z(z)}}{E_{\text{loc}, z(0)}} \]
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