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There is a silence where hath been no sound,
There is silence where no sound may be,
In the cold grave — under the deep, deep sea…

Thomas Hood

Sound in the ocean originates from multiple mechanisms, both natural and anthropogenic. Collectively, underwater ambient noise accumulates valuable information about both its sources and the oceanic environment that propagates this noise. Characterizing the features of ambient noise source mechanisms is challenging, but essential, for properly describing an acoustic environment.

Disturbances to a local acoustic environment may affect many aquatic species that have adapted to be heavily dependent on this particular sense for survival
functions. In the case of marine mammals, which are federally protected, demand exists for understanding such potential impacts, which drives important scientific efforts that utilize passive acoustic monitoring (PAM) tools to inform regulatory decisions.

This dissertation presents two independent studies that use PAM data to investigate the characteristics of source mechanisms that dominate ambient noise in two diverse shallow water environments.

The study in Chapter 2 directly addresses the concern of how anthropogenic activities can degrade the effectiveness of PAM. In the Alaskan Beaufort Sea, an environment where ambient noise is normally dominated by natural causes, seismic surveys create impulsive sounds to map the composition of the bottom. By inspecting single-sensor PAM data, the spectral characteristics of seismic survey airgun reverberation are measured, and their contribution to the overall ambient noise is quantified. This work is relevant to multiple ongoing mitigation protocols that rely on PAM to acoustically detect marine mammal presence during industrial operations.

Meanwhile, Chapter 3 demonstrates that by analyzing data from multiple PAM sensors, features embedded in both directional and omni-directional ambient noise can be used to develop new time-synchronization processing techniques for aligning autonomous elements of an acoustic array, a tool commonly used in PAM for detecting and tracking marine mammals. Using the time-synchronization procedures shown here, arrays may be built out of stand-alone recorders that simplify the deployment logistics and can be arranged in multiple configurations.
Given increasing economic pressures worldwide, anthropogenic activities in the ocean are only expected to expand, and their ambient noise contributions will continue to rise. These studies provide baseline knowledge and practical tools to help properly assess the impact of such source mechanisms in shallow-water acoustic environments.
CHAPTER 1:

Introduction
I. INTRODUCTION

Despite the descriptive title of Jacques Cousteau’s iconic 1954 work, “The Silent World” (Cousteau and Dumas, 1954), it is now well established that the ocean is filled with noise generated by a variety of sources, including a diversity of marine fauna, natural physical processes, and in contemporary times, inescapably, anthropogenic industrial activities (Hildebrand, 2009). These different source mechanisms collectively imprint the underwater acoustic environment with a variety of acoustic signatures that can vary in magnitude levels, spectral content, temporal structure and spatial extent (reviewed in Urick, 1983). Each source signature itself is distorted further by its interaction with the particular environment in which it propagates, confounding attempts to define a "generic" description of an acoustic environment.

The earliest studies to describe the nature of underwater ambient noise (Ross, 1976; Knudsen et al., 1948; Wenz, 1962; Wenz, 1972) identified a variety of abiotic and biotic source mechanisms. The first category corresponds with sources that originate from geophysical phenomena, including wind-generated waves (Perrone, 1969), earthquakes, rainfall, and cracking ice; whereas biotic sources comprise sounds made by organisms like marine mammals, fish or invertebrates. These source categories are classically represented by the so-called Wenz curves (Figure 1.1), which classify the different mechanisms across spectral dimensions of frequency and averaged power spectrum received levels. For instance, the signatures of earthquakes and seismic waves can be found in the frequency range below 100 Hz, whereas wind-
driven noise extends to the several kHz range, across received levels between 20-80 dB re: 1 µPa, depending on sea state. Although the processes by which this acoustic energy is coupled into the ocean are well understood, quantification of the relative contributions of the various mechanisms to the overall noise budget remains an active and essential area of research (Hatch et al., 2008).

Even in these initial studies the presence of anthropogenic sources was already identified as a prominent contributor to ambient noise; for example, Figure 1-1 shows that distant and near-by shipping are a dominant source between 10 and 3000 Hz (McKenna et al., 2012). Over the decades since Wenz’s work, other marine industrial activities that also radiate noise underwater have become widespread, among them offshore oil and gas exploration or extraction (Greene and Richardson, 1988), construction and dredging (Greene, 1987) and military exercises. Given global economic pressures, these activities are becoming more ubiquitous (Andrew et al., 2002; Halpern et al., 2008) and consequently concerns have been raised about how this addition of noise may impact marine life and its acoustic ecology (Barlow and Gisiner, 2006; Nowacek et al., 2007; Richardson et al., 1986; Tyack, 2008)
Figure 1-1: Reproduction of Wenz curves (1962) displaying power spectrum corresponding to a variety of ocean ambient noise sources at different frequencies. (Source: Discovery of Sound in the Sea www.dosits.org).

In this context marine mammals are of special concern, since so many of their basic survival functions rely on their acoustic perception: from communication with conspecifics to the ability to echolocate (which enables foraging, detection of
predators and navigation) (Norris, 1969; Ketten, 1992). Within U.S. waters, all cetaceans are federally protected by the Marine Mammal Protection Act of 1972 (16 U.S.C. § 1361 et seq.) (MMPA; Roman et al., 2013) and the Endangered Species Act (1973, 7 U.S.C. § 136, 16 U.S.C. § 1531 et seq.), which aim “to maintain marine mammals as a significant functioning element in the ecosystem of which they are a part.” Under those statutes the U.S. National Marine Fisheries Service (NMFS) manages and regulates activities that may injure, impair or impact a population, including those that produce high noise levels in their vicinity (NRC, 2005).

In order to minimize their exposure to high-intensity anthropogenic noise, a variety of monitoring and mitigation strategies have been implemented around known critical habitats or along migration routes. Passive Acoustic Monitoring (PAM, Sousa-Lima and Norris, 2013; Zimmer, 2011) has been proven a useful complementary tool in acoustically surveying cetacean populations (Barlow and Taylor, 2005; McDonald and Fox, 1999), measuring exposure effects over long temporal and spatial scales (Blackwell et al., 2013) and evaluating the resulting outcome of such mitigation strategies (Van Parijs et al., 2009). Thus, it is of relevance to study how ambient noise interacts with PAM tools, as well as characterizing the large variation in spectral and directional features of its multiple sources.

This dissertation presents two independent studies that combine PAM data with external environmental measurements, with the ultimate goal of investigating the characteristics of ambient noise and its sources in two disparate shallow water environments. Acoustic propagation in shallow water is dominated by the interaction
of the pressure wave with the boundaries of an ocean waveguide, generating strong site-specific propagation effects (Jensen et al., 1993) that can be difficult to separate from the inherent characteristics of the source mechanisms themselves (Cato, 1997; Kuperman and Lynch, 2004, Jensen and Kuperman, 1983). At the same time, shallow-water environments often present situations where large groupings of marine mammals overlap spatially and temporally with anthropogenic activities (shipping ports, offshore energy exploration, wind farm construction).

The two primary chapters (Chapters 2 and 3) of this dissertation align with two current and significant directions in the scientific study of ocean ambient noise: the effects of anthropogenic noise on marine mammals, and the extraction of information about the ocean environment from ambient noise. The next sub-sections provide relevant contextual details about these research trends and help frame the novel contributions of this dissertation within this established knowledge.

II. BACKGROUND ON CHAPTER 2: THE EFFECTS OF NOISE ON MARINE MAMMALS

Chapter 2 presents a study that evidences the impact of a seismic airgun source on the local diffuse ambient noise conditions of a shallow water environment. The results demonstrate that the backscattered energy (reverberation) can significantly contribute to raising ambient noise levels during the inter-impulse interval (between seismic airgun shots), which under certain circumstances can degrade the detection capabilities of PAM tools. By extension, it could also be hypothesized that seismic
reverberation could potentially impact local populations of marine mammals, such as the endangered bowhead whale (*Balaena mysticetus*), which uses the study region as a migration corridor.

The introduction of underwater noise into the marine environment can adversely impact marine mammals in a variety of ways. Figure 1-2 (based on concepts from Richardson *et. al.*, 1995) provides a convenient framework for cataloging all the possible types of disturbance on cetaceans, portrayed as zones of potential impact from a single point source (at the center) in order of decreasing severity, as a function of distance from the source. These effects may range from fatal at close range, to no-impact at all beyond a certain “safe” distance.

Historically, concerns for these impacts first focused on physiological injuries to individuals from acute exposure to high noise levels. It has been observed that as a result of such exposure, tissue ruptures could compromise some species’ auditory systems, leading to mass strandings and mortality (bright pink zone in Fig. 1-2) (D’Amico *et al.*, 2009; Filadelfo *et al.*, 2009). Hearing losses in marine mammals are classified as both temporary threshold shifts (TTS), which indicate a short-lived period during which a sound must be louder than normal in order to be detected, heard or understood; or permanent threshold shifts (PTS), recognized essentially as permanent partial hearing losses. Because recovery from TTS is possible, it can be experimentally induced and studied with captive animals and a large body of knowledge has been accumulated about this phenomenon in various (mostly odontocete) species (e.g. Finneran *et al.*, 2010; Kastelein *et al.*, 2013; Schlundt *et al.*, 2013).
Comprehension about permanent damage (such as PTS) or of these injuries in the wild remains still largely unclear (Southall et al., 2007).

Longer-term studies and observations have also reported that underwater noise can be associated with modifications to natural behaviors (Kight and Swaddle, 2011). It is considerably more difficult to interpret these behavioral disruptions within the context of a wild animal’s life history (for example, in terms of energetic cost or missed feeding opportunities) and to relate their significance to the viability of an entire population. Dedicated controlled exposure experiments (CEE; also referred to as behavioral response studies, BRS; DeRuiter et al., 2012; Gordon et al., 2003) are still attempting to answer these questions.

Figure 1-2: Schematic based on Richardson et al. (1995) showing the continuum in zones of impact, arranged in order of increasing potential seriousness to the health and well-being of a marine mammal.
Following the scientific insights about these potential effects, almost all of the regulatory and impact-assessment approaches started by identifying received level thresholds that would predict these extreme responses to noise exposure (Southall et al., 2007). Mitigation strategies implement such thresholds in the practice, with the goal of preventing or minimizing the cases of exposure to those onset levels.

What has become apparent in recent times is that the early acute approach to assessing impacts can overlook the potential long-term, population-level effects of chronic noise exposure, especially considering that marine mammals are relatively long-lived species. Thus, concerns have shifted to also considering the possible adverse effects from prolonged exposure to long-term gradual increases in ambient noise. For example, elevated anthropogenic levels of ambient noise may lead to a reduction in the area over which an animal can successfully communicate, defined by Clark et al. (2009) as “communication masking”. By adding an obstacle to behaviors that rely on the effective communication between conspecifics or the detection of relevant acoustic cues, increased ambient noise level may thus lead to reduced reproductive rates or rates of survival, impairing the viability of the population in the long-term. Consequently, masking is now viewed as yet another potential stressor impacting species that are already facing other forms of habitat degradation (Rolland et al., 2012). In that context, the characterization of ambient noise becomes a fundamental element to understanding the spatial extent of an animal’s communication range and thus its overall acoustic ecology (Hastings and Au, 2012).
With this new long-term, large-scale perspective in mind, recent studies have resulted in various additional criteria being proposed (Ellison et al., 2012; Moore et al., 2012; Southall et al., 2007) for assessing the likely impacts of noise exposure on marine mammals. Unfortunately, numerous other factors come into play when considering these potential long-term effects, including general behavioral states of the population; characteristics, location, and movement of the sound source; previous exposure histories of individuals, and other ecosystem changes. These science-based recommendations are starting to permeate into the regulatory realm and are being considered in the process of developing new marine mammal acoustic guidelines (Scholik-Schlomer, 2012).

Yet another recent shift in the assessment of noise impacts on marine mammals is the awareness that impulsive sources should be regarded as a distinct type of acoustic disturbance (in contrast to continuous noise sources), one that may induce certain kinds of impacts and may require particular regulations. Of the impulsive sources, seismic surveys are of special interest because of their wide-reaching use and highly energetic output (Castellote et al., 2012; Di Iorio and Clark, 2010; Nieukirk et al., 2004). Seismic surveys are conducted by towing arrays of airguns behind a vessel that is moving along survey lines as it shoots transient, broadband impulses. “Streamers” of hydrophones listen for their corresponding echoes and interpret the received seismic data to locate buried deposits of oil and gas. While seismic surveys have been taking place for decades, advances in technologies and expansion into formerly inaccessible grounds (for example, the Arctic) are increasing their use and
the resultant concern about harm to marine life. Concern has focused primarily on the impulse event itself, where most of the energy is concentrated, but as seismic surveys spread into shallow water, reverberation in between shots has become an unavoidable issue.

In view of these considerations and based on this previous knowledge, Chapter 2 addresses the specific issue of masking caused by seismic survey reverberation.

III. BACKGROUND ON CHAPTER 3: EXTRACTING ENVIRONMENTAL INFORMATION FROM AMBIENT NOISE

Considering the background established for Chapter 2 about how routine anthropogenic noise sources in the ocean have become and the consequent concerns for potential impacts on marine mammals, it is understood that PAM technologies that enable the detection and localization of vocally active marine mammals have become a critical component of the required mitigation efforts (Ireland et al., 2009). In addition, acoustic monitoring recorders can collect substantial information about the local underwater propagation environment. This is especially true in shallow water environments, as a propagating sound wave can reflect multiple times between the surface and the bottom before reaching the PAM receiver. By exploiting this environmental knowledge, Chapter 3 demonstrates a method that enables individual autonomous PAM sensors to be synchronized as a unified array.

Acoustic arrays are a common PAM tool for estimating a marine mammal’s position, as they have the ability to simultaneously collect acoustic data at different
spatial locations (e.g. Cato, 1998; Sonntag et al., 1986; Morrissey et al., 2006; Simard et al., 2008; Thode et al., 2012; Tiemann et al., 2002; Wladichuk et al., 2008). However, such equipment is usually bulky and heavy, because all the sensors are electrically connected to a single central data acquisition system. As an alternative, arrays constructed out of autonomous recording packages may be attractive, since they offer advantages in terms of configuration and portability (Greene et al., 2004; Thode et al., 2006; Wiggins and Hildebrand, 2003). On the downside, given that autonomous elements have independent timing clocks, they experience a temporal offset both relative to each other and relative to an absolute time standard. Resolving these offsets generally requires the use of an active acoustic source, but given the protected status of many marine mammal species, controlled sound playbacks can be problematic.

In that context, Chapter 3 explores a passive approach to time-synchronization that takes advantage of the information about the acoustic field embedded within the diffuse ambient noise recorded by two separate recorders. The environment in which this study takes place is a shallow lagoon, whose ambient noise incorporates wind-driven noise, and biologic sources (Figure 1-1) such as croaker fish (Sciaenidae), snapping shrimp (Alpheus heterochaelis) and sounds of the gray whale (Eschrichtius robustus), a species that visits these protected waters yearly to mate and give birth to its young (Jones et al., 1984; Urban et al., 2003). During the winter months, whale-watching tourism is a major socio-economic activity that supports several regional communities. However, the noise spectrum of whale-watching boats (called “pangas”) may overlap with the acoustic niche of gray whale calls, creating a potential situation
for communication masking (Clark et al., 2009). The work in Chapter 3 is based on data collected as part of a long-term, scientific effort, that seeks to measure the health of this lagoon’s ecosystem and conserve the sustainability of its ecosystem services (Ruckelshaus et al., 2013; Worm et al., 2006). Acoustic arrays built out of autonomous sensors were deployed with the long-term goal of localizing and tracking gray whales; however, time-synchronization of the acoustic data is a necessary first step towards achieving those objectives.

Over the past decade it has been shown that the cross correlation of an ambient noise field recorded at two points can lead to an approximation of the time-domain Green’s function (TDGF; e.g. Brooks and Gerstoft, 2009; Buckingham, 2012; Sabra et al., 2005a), which describes the environment’s impulse response. Additional work has extended this principle to developing time-synchronization methods that utilize long-time averaged cross correlation estimates between sensors corresponding to two different arrays (Figure 1-3 taken from Sabra et al., 2005b; Fried et al., 2008) separated by 28-115m.
Figure 1-3: Reproduction of results showing the emergence of a time delay offset, computed from the long-term averaging of the time-derivative of the ambient noise cross correlation function as recorded by two elements from separate horizontal arrays (Figure 8 in Sabra *et al.*, 2005b).

A similar approach is tested in Chapter 3 with two closely-spaced PAM instruments and the resulting timing estimates are compared with estimates obtained from a traditional synchronizing method that relies on a transient discrete sound source, in this case a passing panga. Furthermore, the emergence of correlation peaks revealed new knowledge about the spatial and temporal distribution of various ambient noise sources at the lagoon.

IV. OUTLINE OF THE DISSERTATION
The research questions pursued by this dissertation are motivated by a basic need for a more comprehensive understanding of ambient noise and the characteristics of its source mechanisms. Although the two studies presented here describe independent investigations, at the core they both address the following research questions:

1) Is it possible to combine PAM data with independent environmental measurements to identify and characterize the source mechanisms of ambient noise in shallow water?

2) Are there practical applications to such knowledge about source mechanism features that could help improve PAM surveying tools or their effectiveness?

Chapter 2 shows how the use of PAM data combined with external, environmental measurements, can successfully identify source mechanisms for ambient noise. Specifically, independent measurements of wind speed (derived from scatterometry satellites) are combined with single-hydrophone PAM data to determine whether noise levels at a given frequency range, location and time associate with natural (wind) or anthropogenic (seismic reverberation) sources. The chapter then characterizes the spectral features of an impulsive seismic survey used in offshore oil and gas exploration, and quantifies its contribution to the overall underwater ambient noise budget in the shallow water environment of the continental shelf off the Alaskan Beaufort Sea. Contrary to most other oceans of the world, this low-frequency acoustic environment is generally dominated by natural sources during extensive times of the
year, making it a unique setting in which to isolate the impact of one predominant type of anthropogenic disturbance, present exclusively during the open water season (September and October). Results indicate that even at distances above 100 km seismic airgun impulses raise ambient levels by a few dB over the natural baseline, but as expected, much more elevated increases can be perceived at closer range to the source. As discussed previously, this work is specifically applicable to concerns about communication masking and degradation of PAM monitoring and mitigation capabilities.

In a second case study (Chapter 3) sufficient PAM data exists (i.e. multiple hydrophones) so that the source mechanisms can be identified by acoustic recordings alone; for example, data obtained from two closely-spaced hydrophones can be enough for determining the directionality of ambient noise sources.

The chapter then describes a computational time-synchronization procedure that exploits this directionality, enabling independent acoustic sensors to be used as a synchronized array. In order to demonstrate the practicality of this method, a study was performed at Laguna San Ignacio (LSI) in Baja California, Mexico, which deployed autonomous instruments separated by tens of meters in an environment where both an anthropogenic component of continuous noise exists (local whale-watching boats), as well as other diffuse biotic sources (for example, croaker fish). We then applied a traditional method of synchronizing (using the boat as a controlled source) and a novel time-synchronization method (based on the correlation of non-directional ambient noise) to time-align the sensors, followed by a discussion on the
temporal resolutions achieved by each method. The significance of time synchronization of autonomous recorders is considered in the context of a multi-scientific, collaborative project that can then apply these technologies for further marine mammal PAM research.

Finally, Chapter 4 summarizes the major conclusions resulting from this research, places their implications into the broader context of current scientific knowledge, and indicates potential future applications and supplementary studies.
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CHAPTER 2:

Quantifying seismic survey reverberation off the Alaskan North Slope
ABSTRACT

Shallow-water airgun survey activities off the North Slope of Alaska generate impulsive sounds that are the focus of much regulatory attention. Reverberation from repetitive airgun shots, however, can also increase background noise levels, which can decrease the detection range of nearby passive acoustic monitoring (PAM) systems. Typical acoustic metrics for impulsive signals provide no quantitative information about reverberation or its relative effect on the ambient acoustic environment. Here, two conservative metrics are defined for quantifying reverberation: a minimum level metric measures reverberation levels that exist between airgun pulse arrivals, while a reverberation metric estimates the relative magnitude of reverberation vs. expected ambient levels in the hypothetical absence of airgun activity, using satellite-measured wind data. The metrics are applied to acoustic data measured by autonomous recorders in the Alaskan Beaufort Sea in 2008 and demonstrate how seismic surveys can increase the background noise over natural ambient levels by 30-45 dB within 1 km of the activity, by 10-25 dB within 15 km of the activity, and by a few dB at 128 km range. These results suggest that shallow-water reverberation would reduce the performance of nearby PAM systems when monitoring for marine mammals within a few kilometers of shallow-water seismic surveys.
I. INTRODUCTION

The Beaufort Sea borders the Alaskan North Slope along a 340 km swath of northern Alaska. The continental shelf along this coast is relatively narrow, between 60 and 120 km. Its depth can reach a few hundred meters, but in this paper a ‘shallow-water environment’ will refer to continental shelf water depths of 50 m or less. The Beaufort Sea, along with the adjacent Chukchi Sea, is home to a variety of whales, seals and other marine mammals that may be sensitive to the sounds of increasing industrial activities in the area.

During the ice-free months of 2006-2009 multiple overlapping anthropogenic activities by several independent companies and government agencies were conducted in this region. Of particular concern to regulators are sounds originating from seismic airgun surveys (Barger and Hamblen, 1980; Greene and Richardson, 1988). Quantifying the potential long-term impacts of these surveys on the viability of marine mammal populations faces numerous challenges, beginning with the problem of defining the relevant measurement metrics. Some consensus is emerging about metrics of impulsive signals that are appropriate in terms of estimating auditory injury to animals (Madsen, 2005; Southall et al., 2007; Kastak et al., 2005). These measurements include peak-to-peak amplitude, root-mean-square (rms) amplitude, and sound exposure (SE) (Urick, 1983; Madsen, 2005). Limited laboratory data on marine mammal hearing, reviewed in Southall et al. (2007), suggest that sound exposure level (SEL) in particular, may be a biologically relevant metric for predicting the degree of
temporary and permanent threshold shift in individuals exposed to high-intensity sounds; however, there has been little research on the long-term impacts of chronic acoustic exposure on marine mammal populations, nor are there formal regulations for quantifying communication masking effects in marine mammals.

In shallow-water environments additional factors arise when characterizing the sounds from a seismic airgun survey. In shallow water no direct path exists between the airgun source and a receiver; instead, the pulse energy arrives as a series of multipath (normal mode) arrivals, each with a different arrival time at the receiver. Due to frequency-dependent geometric dispersion effects, the time-dependent frequency structure and duration of each modal multipath arrival changes, complicating attempts to estimate the biologically relevant sound exposure. A portion of the pulse energy also travels through the ocean floor and re-emerges into the water column as a head wave, which can provide a significant fraction of the total signal energy below 50 Hz.

Yet another consequence of shallow-water propagation is the substantial reverberation that follows all modal arrivals. As the pulse propagates through shallow water, it interacts multiple times with the ocean surface, bottom, and substrate, scattering energy incoherently throughout the water column in the form of reverberation. Although the received levels of reverberation are generally lower than peak or rms measurements of the coherent arrivals, they can be greater than natural ambient noise levels. Reverberation can persist over timescales much longer than the duration of the dispersed coherent arrivals, even persisting until the start of the next
seismic airgun shot. Thus, seismic airgun reverberation can continuously elevate the background noise field during a survey, even during times between airgun shots. In general, modeling or predicting reverberation is difficult; reverberation characteristics are highly dependent on the local bathymetry and propagation environment.

The presence of reverberation in shallow water has two important consequences when trying to understand the potential impact of seismic airgun activities on marine mammals. First, the elevated background noise levels arising from reverberation would be expected to reduce the range at which passive acoustic monitoring (PAM) systems could detect and localize marine mammal sounds near shallow-water seismic airgun activities. Second, seismic airgun reverberation may reduce the ‘communication space’ between animals like the bowhead whale, and thereby impact quantitative estimates of information masking (Richardson et al., 1986; Clark et al., 2009; Di Iorio and Clark, 2009). Thus simple metrics are desired to quantify how reverberation increases background noise above ambient levels in shallow water. This paper defines two metrics: a minimum level metric (MLM) and a reverberation metric (RM). The former simply reports the minimum sound levels detected over a given time window, while the latter estimates how much seismic airgun reverberation increases background noise over what would have existed in the absence of such activity. For the continental shelf off the Alaskan North Slope, the RM is derived from wind speed estimates obtained from satellite observations, which are then used to empirically model what wind-driven ambient noise levels would have been at a specific location. These modeled ambient levels are then compared with the
MLM to generate the RM. The RM is a conservative measure of the contribution of reverberation to the background noise environment because it only applies to times when reverberation is continuously present. The RM does not apply to situations where reverberation is present, but fades away to ambient levels between airgun shots.

Section II gives details about the data used for this analysis: acoustic recordings obtained in 2008 at a variety of ranges from seismic airgun activities off the North Slope of Alaska. Section III defines the two metrics in detail and discusses the global database used to estimate sea surface wind speeds derived from satellite data. Section IV applies these metrics to the data described in Section II, producing information about the temporal and spatial distribution of reverberation generated by a seismic airgun survey operating between 2-128 km from acoustic receivers.

II. DATA DESCRIPTION

A. Seismic airgun survey

The reverberation data presented here arose from a seismic airgun survey generated from the M/V Gilavar in the Beaufort Sea in 2008. The Gilavar towed two WesternGeco arrays of Bolt airguns (Ireland et al., 2009) approximately 275 m behind the vessel. Each array consisted of 24 airguns, distributed into three sub-arrays of 1049 in$^3$ volume each, for a total volume of 3147 in$^3$ operated at an air pressure of 2000 psi. Full airgun operations were preceded by ramp-up procedures, during which marine mammal observers (MMO) visually searched the surrounding area for evidence of
marine mammal presence. During standard operation airguns were shot at intervals of 25 m (~9 s) while the vessel traveled at speeds between 4 and 5 knots. The seismic survey vessel usually rastered across a region, moving in a straight line over an area of interest, then making a 180 degree turn and shooting another line parallel to the previous course. During the process of turning the vessel around, activity is reduced to a mitigation-gun condition, when only one of the airguns remains active at a volume of 30 in$^3$.

**B. Passive acoustic data**

Between August 11$^{th}$ and October 9$^{th}$ 2008 a network of 40 Directional Autonomous Seafloor Acoustic Recorders (DASARs-C08) (Greene et al., 2004) were deployed offshore in the Alaskan Beaufort Sea, covering a coastal distance of approximately 280 km (174 mi) between the village of Kaktovik in the east and Harrison Bay in the west (Figure 2-1). DASARs were deployed on the seafloor at depths between 15 and 54 m, and were arranged into five groups, or ‘sites’ labeled 1 through 5 from west to east. Each site is configured into an extended array of seven DASARs, labeled A-G from south to north, with the instruments placed at the vertices of equilateral triangles of sides 7 km in length. Site 1 had the shallowest mean water depth of all the sites (20.5 m) while Site 5 had the deepest (48.9 m). The DASARs recorded continuously at a sampling rate of 1 kHz, and the sensitivity of the omni-directional (pressure) hydrophone was -149 dB re 1 $\mu$Pa/V, with a high-pass frequency response of around 20 dB per decade, in order to pre-whiten the expected ambient
noise spectrum. To recover the calibrated time series, the data were passed through a single-pole IIR low-pass filter cascaded with a Butterworth high-pass filter with a 10 Hz cutoff frequency. The low-frequency cutoff was chosen to remove the effects of flow noise, as well as seismic interface and head waves. While IIR filters can be unstable, producing ‘ringing’ in response to a large-amplitude impulsive signal, a review of the calibrated vs. un-calibrated data confirmed that the reverberation data reported here are not filtering artifacts.

Figure 2-1 illustrates the track lines of the M/V Gilavar plotted alongside the DASAR locations, revealing two bouts of concentrated survey activity. One bout occurred around Site 1 from September 3rd through the 12th, 2008, and the second bout occurred between Sites 3 and 4, from September 13th through the 28th, 2008. The analyses that follow incorporate data from the shallowest (A) and deepest (G) DASARs at all sites within those date ranges. Reverberation from other DASARs at
intermediate depths at a site generally lay between the levels obtained from the A and G DASARs. The land-based weather station at Prudhoe Bay, marked on Figure 2-1, was used to confirm wind speeds downloaded from satellite scatterometry databases (Zhang et al., 2006). The closest DASAR to the weather station was 2A.

III. ANALYSIS PROCEDURE

A. Review of fundamental level metrics

The metrics defined in this paper are intended to complement the concepts of sound exposure level (SEL) and root-mean-square sound pressure level (rms SPL) of a transient sound, in that they provide additional information not captured by these metrics. However, the metric definitions originate from SEL and SPL, and so their definitions are reviewed here.

The term sound exposure (SE), with units of Pa²-s, is frequently used as a proxy for energy flux density. Studies of mammalian ears (Young and Wenner, 1970; Yost, 1994; Madsen, 2005) suggest that, for signals of relatively short duration (under 1 s) their perception of loudness is based on both the intensity and the duration of a received signal. However, SE is not a direct measure of the physical energy flux density, because measuring the true energy flux would require an independent measurement of acoustic particle velocity (D'Spain et al., 1991). Following the definitions from Southall et al. (2007) and Madsen (2005), the SE of an equalized transient pulse at a given absolute time index $i$ is computed as follows:
where \( p(t) \) refers to a band-limited pressure time series, \( i \) indicates the time index defined over a period \( \Delta T_i = T_i - T_{i-1} \), and \( P(f) \) is the analytic Fourier Transform of \( p(t) \), with \( p(t) \) set to zero outside the time interval defined here. The second equality is a consequence of Parseval’s Theorem. The third approximate equality shows how the SE is computed from the Fast Fourier Transform (FFT) \( \hat{P}(k) \), derived from \( N \) samples of a pressure time series discretely sampled \( F_s \) times per second, such that \( N = \Delta T_i F_s \).

Eq. (1) is frequency-dependent as it implicitly assumes the pressure time series \( p(t) \) has been bandpass-filtered over a specific frequency range of interest between \( f_1 \) and \( f_2 \).

A variant of Eq. (1) subtracts an estimate of the root-mean-square background noise from \( p^2(t) \) in an attempt to estimate the pressure contribution from the transient signal alone, and not the combined transient and background pressure, but when defining the new metrics here, the definition as presented in Eq. (1) will be used.

The rms sound pressure (SP) is simply the square root of SE divided by \( \Delta T_i \) and has units of pressure:

\[
SP_i(t) = \sqrt{\frac{1}{T_i - T_{i-1}} \int_{T_i}^{T_{i-1}} (p^2(t)) dt} \equiv \sqrt{\frac{SE_i(t)}{T_i - T_{i-1}}} 
\]

The decibel measure of SE, the sound exposure level (SEL), is
\[ SEL_i = 10 \log_{10}(SE_i/SE_{ref}) \] with a reference quantity of 1 \( \mu \text{Pa}^2\cdot\text{s} \). The rms sound pressure level (SPL) is \[ SPL_i = 20 \log_{10}(SP_i/SP_{ref}) \], with a reference quantity of 1 \( \mu \text{Pa} \).

**B. Minimum level metric (MLM)**

This section describes how to obtain a minimum level metric (MLM) from recordings of seismic airgun surveys. The importance of the metric is that it provides a convenient approach for measuring background noise levels that exist between airgun pulses, and thus reverberation effects. In order to generate a MLM from a raw time series, three steps have to be taken, and each step requires a decision concerning the choice of a particular time scale for processing the data.

The first step is to convert the raw time series into a series of overlapping FFTs, from which SE or SP estimates can be derived using Eqs. (1) and (2); however, both equations were originally defined for deterministic impulsive signals that are clearly distinguishable from diffuse background noise within a given time interval \( \Delta T_i \).

The first decision that arises when attempting to apply these definitions to stochastic signals like seismic airgun reverberation is how long a time period \( \Delta T_i \) is needed to compute the SE or SP. Stated another way, what FFT length \( N \) should be selected to compute these levels? In the absence of a sharply-defined transient pulse, it is difficult to determine how long a time sample is needed to provide a SE or SP estimate of the background noise.

In this paper \( \Delta T_i \) (and thus the FFT length \( N \)) is related to the estimated integration time of the mammalian hearing mechanism of concern; given the lack of
such information for various species of interest, including the bowhead whale, this integration time $\Delta T_i$ is postulated to be the typical call duration from the species. For example, for a bowhead whale the integration interval would be on the order of 1 to 2 s (Ljungblad et al., 1980; Clark and Johnson, 1984). Thus a value of $\Delta T_i$ of 1.024 s will be used in Section IV, which translates into a FFT length of 1024 points at a 1 kHz sampling rate. Having chosen the time window, a set of overlapping FFTs are calculated over the entire time series, regardless of whether or not a seismic airgun pulse is present within a particular FFT time window. The FFT snapshots are then converted into a series of SE values using the last equality in Eq. (1).

The second step in computing the MLM is averaging sequential SE or SP estimates over a short time window, in order to reduce the variance of the result. The need for this step arises from the fact that SE or SP estimates derived from a stochastic signal fluctuate over time, even if the underlying statistical distribution of the noise properties (e.g. power spectral density) remains constant.

To achieve this step, one must decide how many FFT snapshots can be averaged to generate a ‘well-behaved’ estimate of the stochastic signal’s SE or SP. Thus a second (averaging) timescale must be determined. This new timescale estimates a time window over which certain statistical properties of the noise are assumed to be invariant, or stationary, an assumption that permits the SE or SP estimates generated from data from within that time window to be averaged together. In the signal processing literature, a certain kind of stationary signal is designated wide-sense stationary (WSS) if both the mean and autocorrelation (i.e. the first two
moments) of a stochastic signal do not change over the time period in question. Roughly stated, a WSS signal maintains the same underlying power spectrum over time, and thus sequential estimates of SE or SP can be averaged.

Reverberation in an ocean waveguide is time-dependent, in that both its magnitude and spectral content clearly evolve over time as the reverberation fades away. A time window $\Delta T_{WSS}$ can be identified, however, wherein the WSS assumption holds. If $\Delta T_{WSS} > \Delta T_i$, then an integer number $N_{\text{samples}}$ of adjacent or overlapping SP or SE estimates can be averaged together, reducing the variance in accordance with Welch’s method (Oppenheim, 1999). Thus, for SE measurements of background noise,

$$ \bar{SE}_i = \frac{1}{N_{\text{samples}}} \sum_{j=i}^{i+N_{\text{samples}}} SE_j $$

(3)

The duration of $\Delta T_{WSS}$ is always less than the interval between airgun pulses, thus ensuring that some values of $SE_i$ will have been averaged over a time window that excludes an airgun signal. In Section IV a $\Delta T_{WSS}$ value of 2 s is used.

The final step in computing the MLM is determining the minimum value produced by Eq. (3) over a third time window $\Delta T_{min}$. Completing this step requires a final decision over what timescale the minimum should be sought. Whereas the first two timescales defined relatively short time windows of 1 to 2 s, the $\Delta T_{min}$ window generally must be much longer, encompassing several airgun pulse arrivals. Yet, the third time window cannot be chosen to be so long that it fails to capture gradual
changes in the background reverberation caused by changes in source/receiver
distance and other aspects of the operation.

Therefore $\Delta T_{\text{min}}$ is defined as the time scale over which there are no significant
changes in the source/receiver range, orientation, and/or propagation environment.
Once $\Delta T_{\text{min}}$ is determined, a MLM can be defined using either SE or SP, or
equivalently SEL or SPL:

$$\text{SPL}_{i}^{\text{min}} = \min\{\text{SPL}_{i}, \text{SPL}_{i+1}, \text{SPL}_{i+2}, \ldots \text{SPL}_{i+N_{\text{min}}}\}$$ (4)

$$\text{SEL}_{i}^{\text{min}} = \min\{\text{SEL}_{i}, \text{SEL}_{i+1}, \text{SEL}_{i+2}, \ldots \text{SEL}_{i+N_{\text{min}}}\}$$ (5)

where $N_{\text{min}}$ is the number of averaged samples generated by Eq. (3) that lie within the
$\Delta T_{\text{min}}$ time window. In Section IV a time window of 30 min was estimated to be the
interval over which reverberation levels do not change. The units of this MLM are
identical to that of a standard SPL or SEL level: dB re 1 µPa for SPL, dB re 1 µPa^2-s
for SEL.

In summary, deriving a MLM from raw acoustic data requires three steps:
generating a series of time-overlapped FFT snapshots of the data, averaging adjacent
snapshots together to reduce the estimate’s variance, and then selecting the minimum
averaged value that occurs over a long-term time window. The three time scales that
need to be defined to obtain the metric have been labeled $\Delta T_{i}$, $\Delta T_{\text{WSS}}$, and $\Delta T_{\text{min}}$. These
values represent: (1) the assumed biologically-relevant energy-integration time scale
of a species’ hearing mechanism, which determines the FFT length used on the data;
(2) the time scale over which the noise can be considered wide-sense stationary, which
determines how many SE or SP estimates can be appropriately averaged over time; and (3) the time scale over which no significant changes take place in the source-receiver separation and propagation environment, which determines the time window over which to extract the minimum level value. The final result is a time-dependent estimate of minimum background noise level that removes any contribution from transient components of the airgun signal, including all modal and substrate arrivals.

**C. Reverberation metric (RM)**

To convert the MLM into a dimensionless reverberation metric (RM), an independent estimate of baseline ambient sound levels must be made in the absence of seismic airgun survey activity. The dB values of these estimates are then subtracted from the dB values of the MLM to generate the RM, with an interpretation analogous to that of signal-to-noise ratio (SNR). For example, a value of 0 dB or less for the RM would indicate that the reverberation from an airgun shot decays to natural ambient levels before the next shot occurs.

Unfortunately, no universal procedure for estimating or modeling ambient noise can be recommended, because the sources of ambient noise are highly dependent on a particular location and season. Three possible methods can be suggested, all of which require assumptions behind the ambient noise mechanisms. The first method is to simply assume that the MLM values measured before the onset of a particular anthropogenic activity would have remained at that level during the activity (temporal consistency). The second method is to measure the MLM simultaneously at two
locations: one close to the anthropogenic activity, and one so distant that contributions from that activity are assumed negligible (spatial consistency). The final method assumes that the MLM can be accurately modeled using independent measurements of other environmental parameters, such as wind, rainfall, tides, levels of shipping activity, etc (environmental consistency). The results in Section IV.C use this third method, because empirical measurements of ambient noise in this open-water Arctic environment correlate well with local surface wind speed measurements. Winds agitate the ocean surface, creating waves, bubbles, and other physical processes that dominate the acoustic noise environment. Noise from shipping is negligible in this region. These assumptions are consistent with previous ambient noise observations in the region (Ireland et al., 2009; Wenz, 1962; Figure 2.7 of Blackwell et al., 2006). The wind speeds for this work were obtained from the online NOAA Blended Sea Winds database (Zhang et al., 2006), which combines scatterometer observations from multiple satellites to produce a set of global gridded wind speeds, averaged in 6-hour increments and gridded with 0.25° spatial resolution in latitude and longitude. For every time increment, the wind speed values of the four grid-points closest to a given DASAR location were spatially averaged to produce a best-estimate of the wind speed at the DASAR location at that time. The dB values of the MLM were then averaged over 6 hour increments (i.e., the ambient noise values are geometrically averaged) to produce a time series with the same sampling interval as the spatially-averaged blended wind data. Finally, the correlation coefficient was computed between the MLM and the spatially-averaged wind data, using relative time offsets of 0, 6 and 12
hours, where the MLM was delayed from the wind. Periods when seismic airgun survey activities were occurring in close proximity were rejected from the regressions. The time offset that produced the best correlation was then used to compute a set of linear regressions between the blended database wind speeds and MLM, a process discussed in more detail in Section IV.C. The dB levels of the resulting modeled ambient noise levels are then subtracted from the MLM derived for all times, including times of seismic airgun survey activity, generating the RM.

IV. RESULTS

A. Reverberation examples

Figure 2-2 presents representative calibrated spectrograms of seismic airgun survey impulses generated by the Gilavar in 2008, as recorded by DASARs at Sites 1 and 4. All spectrograms are computed using a 256-point FFT with 75% overlap. Figures 2-2(a) and 2(b) show spectrograms of seismic impulses recorded at DASAR 1A, the shallowest DASAR at Site 1, on September 9th at ranges of 18.5 km and 6.5 km, respectively. Figure 2-2(a) illustrates a 60 s portion of the mitigation-gun procedure that occurs as the vessel reverses course between transects, during which only one gun fires at a volume of 30 in$^3$. Subplot 2(b) illustrates the received signal from the full airgun array firing 24 guns (for a total volume of 3147 in$^3$) at a range of 6.5 km, with pulses generated at approximately 9 s intervals. Finally, Figure 2-2(c) displays a 60 s-long spectrogram of airgun pulses from the full airgun array, but
recorded at the deepest DASAR of Site 4 (DASAR 4G) at a range of 17.5 km on September 25th. These spectrograms demonstrate how different source ranges affect the modal airgun arrivals. The exact nature of reverberation is highly site dependent; one can see that the power spectral density from reverberation varies from site to site, even when the same airgun source is used.

![Spectrograms of seismic activity from the M/V Gilavar](image)

**Figure 2-2:** Representative spectrograms of seismic activity from the M/V Gilavar: (a) mitigation gun at 18.5 km range recorded at DASAR 1A (the shallowest DASAR at Site 1) on September 9th, 2008 at 01:45; (b) full airgun array at 6.5 km range, at DASAR 1A on September 9th, 2008 at 03:31; (c) full airgun array at 17.5 km range at DASAR 4G (the deepest DASAR at Site 4) on September 25th, 2008 at 06:30. The sub-50 Hz arrival visible before the main pulse arrival in (b) arises from a head-wave leaking from the substrate, and the frequency-modulated down-sweep visible in (c) arise from the geometric dispersion of various normal mode arrivals.
Figures 2-2(b) and 2-2(c) also show head wave arrivals from the substrate (Frisk, 1994), visible below 50 Hz.

**B. Minimum level metric (MLM) estimates**

Figures 2-3 through 2-8 display the MLM [Eq. (5)] derived for all 30-min samples of the dataset, including periods with seismic activity. To compute this metric, a series of Fast Fourier Transforms (FFTs) were computed, using 1024-point snapshot sizes, with 50% overlap between subsequent snapshots. A 1024-point FFT corresponds to an energy integration time $\Delta T_i$ of 1.024 s, the rough mean duration of an average bowhead whale call. The time scale $\Delta T_{WSS}$ was selected to be 2 s, and $\Delta T_{min}$ was chosen to be 1800 s, or 30 min. $\Delta T_{WSS}$ is less than the interval between seismic airgun shots (about 9 s), thus guaranteeing that some outputs of this operation will not be contaminated by energy from the direct shots visible in Figure 2-2.

Figure 2-3(a)-(d) shows the broadband (10-450 Hz) MLM in units of SPL, for the shallowest (A) and deepest (G) DASARs at Sites 1 and 4. It is worth re-emphasizing that Figure 2-3 and subsequent figures do not display any properties of the dispersed airgun pulse arrivals; instead, they quantify the reverberation that persists between airgun pulse arrivals. Note that the time scales in Figure 2-3 cover the entire deployment period, not just times when local seismic airgun surveys are present.

The long-term broadband MLM results, shown in Figure 2-3, are influenced by changes in ambient noise levels, as well as the presence of reverberation from
anthropogenic sources. Substantial changes in the broadband natural ambient levels can be observed, varying by over 30 dB, but tend to occur over relatively long time scales (e.g. over the course of a day), as seen between September 14\(^{th}\) and 19\(^{th}\) in Figure 2-3(a) and 2-3(b). By contrast, seismic airgun surveys produce relatively rapid fluctuations (‘comb patterns’) in background levels over timescales of only a few hours, as the ship constantly varies its distance to a given DASAR while rastering across the site. This rapid variation is emphasized by the fact that the vessel reduces the number of airguns firing while it is turning around, allowing background levels to briefly return to ambient baselines, before the survey activates the full airgun array again. MLM levels at Site 4 can vary by up to 30 dB, as can be seen between September 20\(^{th}\) and 28\(^{th}\) [Figure 2-3(c) and 2-3(d)], as the vessel transits between the furthest and closet ranges relative to the DASAR.

Figure 2-4 displays the same metric as in Figure 2-3, but computed for DASAR 1A only, over four 100-Hz frequency bands: 10-110 Hz, 110-210 Hz, 260-360 Hz and 360-460 Hz. The same periods of seismic airgun activity seen in Figure 2-3 can be recognized here due to the distinctive ‘comb pattern’. During these times, MLM values are greatest at frequencies above 260 Hz [Figure 2-4(b)], regardless of vessel range and orientation to the receiver, indicating that the spectral composition of this reverberation is strongly dependent on local propagation conditions, such as local water depth. Figures 2-5 and 2-6 plot the MLM as a function of frequency, time, and location. Figure 2-5 plots the results obtained at the shallowest DASAR at each of the five sites (DASARs A), while Figure 2-6 plots results on the same intensity scale for
the deepest DASARs at each of the five sites (DASARs G). The frequency dependence has been computed over eight overlapping (50%) frequency bands between 10 and 460 Hz, each band covering a 100 Hz bandwidth.

Figure 2-3: Broadband (10-450 Hz) MLM (in SPL units) at the shallowest and deepest locations of Sites 1 and 4, computed for the entire duration of deployment, using a 30 minute long-term window: (a) DASAR 1A; (b) DASAR 1G; (c) DASAR 4A; (d) DASAR 4G. DASAR A locations are the shallowest, DASAR G locations, the deepest.
Figure 2-4: 100-Hz narrowband MLM (SPL units) for DASAR 1A, over the same timescale and using the same analysis parameters: (a) 10-110 Hz and 110-210 Hz; (b) 260-360 and 360-460 Hz. Note that a +20 dB offset has been applied to the upper time series.
Figure 2-5: MLM (SPL units) as a function of frequency and time at shallowest locations (A DASARs) at all five sites. The metric was computed in eight frequency ranges of 100-Hz bandwidth, overlapping 50% (10-110 Hz, 60-160 Hz, 110-210 Hz, 160-260 Hz, etc.) between 10 and 460 Hz. Other analysis parameters remain the same as Figures 2-3 and 2-4.
Figure 2-6: MLM (SPL units) as a function of frequency and time at deepest locations (G DASARs) at all five sites. Analysis parameters are identical to those in Figure 2-5.

Two one-week periods of particularly intense seismic airgun survey activity are emphasized in Figures 2-7 and 2-8, which simply expand the time scales of Figures 2-5 and 2-6. Figure 2-7 shows the MLM during the week of September 6th-14th, when the survey operated at Site 1, while Figure 2-8 shows the corresponding levels between September 20th and 28th, when the survey operated between Sites 3 and 4. Generally, when the seismic airgun survey occurred between September 3rd and 12th in close proximity to Site 1, MLM levels were more intense at the shallower DASARs, when compared to the deeper DASARs (Figure 2-7). The opposite is true
when the seismic airgun survey operated between Sites 3 and 4: received levels of the MLM were higher at the deeper DASARs compared to the shallower DASARs (Figure 2-8).

Figure 2-7: Expanded views of Figures 2-5 and 2-6, covering seismic airgun activities between September 6\textsuperscript{th}-14\textsuperscript{th}. The left column plots the MLM (SPL units) of the shallowest DASAR at each site (A); the right column plots the metric for the deepest DASAR at each site (G). The rows correspond to the different sites and follow the format of Figure 2-5.
C. Reverberation metric (RM) estimates

As mentioned in the Data Description (Section II), the RM for this location is estimated by first empirically modeling the ambient noise using remotely-sensed wind speeds [e.g. Figure 2.7 in (Blackwell et al., 2006)].
Figure 2-9 illustrates the process for one particular frequency band using DASAR 2A, the shallowest DASAR (21 m depth) at Site 2. Figure 2-9(a) plots the 6-hour average of the MLM time series, calculated over the frequency band 60-160 Hz. Figure 2-9(b) plots the 6-hour average of wind speed (in m/s) obtained from the Sea Winds database, using a 0.5° x 0.5° area (four closest grid-point values averaged together) around the coordinates of 2A. The times between September 3rd and 12th in the time series correspond to periods when seismic airgun activity is occurring, so these periods are excluded from the correlation. The correlation coefficient between the MLM and wind speed are illustrated by the graphical matrix in Figure 2-9(c) as a function of frequency band and time offset between the wind and noise data. This matrix was used to determine the optimal time offset to apply to the regression model, which was +6 hrs, since at that time delay, the correlation coefficient is greatest for all frequency bands. Between 60 and 160 Hz the wind speed and MLM are highly correlated ($R^2_{\text{correlation}} = 0.8621$) with a 6-hr time lag. Figure 2-9(c) shows that this correlation diminishes slightly at higher frequency ranges (i.e. $R^2_{\text{correlation}} = 0.7880$ at 360-460 Hz). Figure 2-9(d) plots the MLM between 60 and 160 Hz vs. wind speed at the best time offset of +6 hrs, or where the MLM is advanced 6 hours with respect to the wind times. This regression is re-computed for a total of eight 100-Hz frequency bands between 10 and 460 Hz.

Visual inspections of all the correlation plots across the DASARs suggested natural break points for three separate linear regressions that could be applied over three distinct regimes of wind speed: winds under 5 m/s [$B_1$], winds between 5-10 m/s
[B_2] and winds exceeding 10 m/s [B_3]. Figure 2-9(d) shows the optimal linear regressions, although the third regression may not be valid as the number of data points available is small. A standardized Student’s T test (Zar, 1984) was performed to establish the probability that such a fit would occur from a cloud of uncorrelated points. The resulting P values obtained from Figure 2-9(d) are on the order of 8.8e-05, reflecting the low likelihood that the two variables are uncorrelated.
Figure 2-9: Relationship between MLM and wind speed dataset: (a) MLM for DASAR 2A at 60-160 Hz, averaged over 6-hr intervals; (b) Blended wind speed time series in m/s, which consist of 6-hr averages of wind speed around a 0.5 x 0.5 deg grid surrounding the DASAR; (c) Correlation coefficient between MLM (at DASAR 2A) and wind speed at different time delays and frequency ranges; (d) Three linear regression fits between reverberation and wind. Corresponding slopes in dB/(m/s): B₁ = 63.046 ± 1.708; B₂ = 51.006 ± 4.363; B₃ = 70.405 ± 1.878. Corresponding regression Student’s test P-values: P₁ = 1.9707e-05; P₂ = 1.2187e-10; P₃ = 2.4536e-04.
Figure 2-10(a) plots the two-dimensional MLM at DASAR 2A [Figure 2-5(b)]. Figure 2-10(b) presents the modeled noise levels derived from applying the regression equations performed at each one of the eight frequency bands, like the one illustrated in Figure 2-9(d), to the wind record in Figure 2-9(b). In effect, remotely-sensed satellite data have been used to predict the temporal and spectral levels of the MLM [Figure 2-10(b)]. The results of subtracting in dB-space (effectively, dividing) these modeled ambient noise levels from the MLM [Figure 2-10(a)] creates Figure 2-10(c), the RM, with units of dB SNR. Over this time period there was no detectable seismic airgun activity, so ideally, if wind alone explained ambient noise levels, the value of the metric should be 0 dB across all times and frequency ranges. The scatter of the points around the linear fit in Figure 2-9(d), however, ensures that the RM will be nonzero even at times of no activity. The distribution of these non-zero fluctuations does not display a regular temporal pattern.

Finally, Figure 2-11 shows the RM estimates for the same locations and time intervals shown in Figure 2-8, computed for the shallowest and deepest DASAR at each of the five sites. The time scale covers September 20th-28th, 2008, a time of heavy seismic airgun survey activity occurring close to Sites 3 and 4. The seismic airgun survey leaves distinctive, temporally regular signatures at DASARs in close proximity to the seismic airgun activity [e.g., Figure 2-11(f) and 2-11(h)]. Figure 2-11 demonstrates the efficacy of the RM in quantifying the effects of seismic airgun reverberation on background noise in a shallow-water environment.
Figure 2-10: Example of reverberation metric (RM): (a) Time-frequency MLM for DASAR 2A; (b) Time-frequency model of underwater wind noise from satellite observation data; (c) RM (ratio of measured to modeled MLM, or difference in dB). All units are shown in terms of dB intensity ratios. The red band represents times when satellite wind data are unavailable.
Figure 2-11: Expanded views of the RM covering seismic airgun activities between September 20th-28th. The left column plots the RM of the shallowest DASAR at each site and the right column plots the same metric for the deepest DASAR at each site. The rows correspond to different sites, and follow the same order as the rows of Figures 2-7 and 2-8. Compare with Figure 2-8, which shows the associated MLM.

V. DISCUSSION

A. Minimum level metric (MLM) observations

The broadband MLM values in Figure 2-3 indicate that the seismic airgun surveys generated sustained broadband changes in background noise levels while the survey took place. Two periods of substantial seismic airgun activity can be identified at Sites 1 and 4 from the temporal pattern alone. In general, for DASARs within 10
km of the seismic airgun activities, the highest MLM values generated by the reverberation matched or exceeded the MLM values attained during periods when seismic activity was absent. As expected, reverberation effects are greatest at DASARs closest to the activities; the shallowest DASAR at Site 1 [Figure 2-3(a)] and the deepest DASAR at Site 4 [Figure 2-3(d)].

Figures 2-5 through 2-8, which present the frequency and time dependence of the MLM at all five sites, reinforce these observations. Reverberation effects from airgun shots are again clearly recognizable, due to the ‘comb-like’ pattern apparent in the MLM, which occurs because the seismic vessel rastered away and towards the recorder. For example, Figures 2-8(f) and 2-8(h), centered on September 24th, demonstrate that MLM levels are high at Site 4 when they are low at Site 3, coinciding with the vessel traveling from Site 3 towards Site 4, and vice versa. Wind-driven changes in the MLM arising from changes in the ambient noise are seen to occur over longer time scales and over wider geographic areas, being recorded at multiple DASARs (e.g. the surge in ambient noise on September 9th in Figure 2-7).

Airgun shots fired between Sites 3 and 4, occurring between September 20th and 28th, produced the overall highest reverberation detected throughout the two-month period [Figures 2-6(c), 2-6(d) and 2-8(f) and 2-8(h)]. Reverberation from this airgun activity can be observed on Site 4, Site 3 (up to 85 km away), and even at Site 5 (93 km away) and Site 2 (128 km away). The earlier seismic airgun survey between September 3rd and 12th had much weaker impacts on background noise levels beyond Site 1, only influencing the deeper waters of Site 2 (62 km away). Just as changes in
water depth and/or bottom composition generate different reverberation effects (Figure 2-2), these factors might also explain why reverberation decreases more rapidly with range at Site 1, the shallowest of all the sites. As seen in Figure 2-2(b), reverberation effects generated by the survey at Site 1 had higher frequency content, relative to the later survey between Sites 3 and 4 [Figure 2-2(c)]. Since higher frequencies experience relatively greater propagation loss with range at shallow water depths between 25 and 50 m, it is not surprising that the reverberation effects from the Site 1 survey decay much more quickly with range than the later surveys. It remains puzzling why Site 5 is little affected by reverberation from the Site 3/Site 4 survey [Figs. 2-8(j) and 2-11(j)], compared with Site 2 [Figs. 2-8(d) and 2-11(d)].

B. Wind driven ambient noise and the reverberation metric RM

Figure 2-9 illustrates the strong relationship between wind speed [Figure 2-9(b)] and the MLM at DASAR 2A [Figure 2-9(a)], which was distant to most seismic airgun activities. While Figures 2-9(a) and 2-9(d) only show this relationship over a particular frequency band (60-160 Hz), Figure 2-9(c) demonstrates that a correlation exists at all frequencies between 10 and 460 Hz, although the quality of the reverberation-wind correlation coefficient degrades with increasing frequency. The reverberation measurement times must be delayed 6 hours with respect to the wind times to achieve the best correlation. These conclusions were verified by repeating the analysis using hourly wind data measurements from the Prudhoe Bay land-based weather station shown in Figure 2-1. That analysis also found a high correlation
between the MLM and wind speed and required a relative time delay of seven hours to maximize the correlation. The implication of these time shifts is that it takes ocean ambient noise levels about 6-7 hours to respond to a change in wind speed.

A 6-hr time shift was selected for regression analysis between the MLM and database wind speeds, and Figure 2-9(d) shows an example of the set of linear regressions at one of the eight frequency ranges (60-160 Hz). Once all regression equations were computed for the corresponding eight frequency bands at every DASAR, all of them at a delay of 6 hrs, the MLM across all DASARs was modeled using the appropriate local wind time series. Figure 2-10(b) shows how the piecewise linear regressions capture much of the variability in the natural fluctuations of the MLM at Site 2A [Figure 2-10(a)], and thus the difference between the recorded and modeled MLM (i.e. the RM) suppresses large-scale natural ambient noise fluctuations [Figure 2-10(c)]. Occasionally, short periods exist when local wind data were not available. These data ‘dropouts’ result in blank regions, as occurs on September 9th in Figures 2-10(b-c). The fact that wind is the most significant contributor to ambient noise levels below 500 Hz is unusual; in most oceans, distant shipping noise dominates this band (Wenz, 1962). The absence of shipping noise in the low-frequency band of the Arctic acoustic environment may currently represent the closest oceanic scenario to pre-industrial ambient noise conditions.

When the RM is computed at all sites (Figure 2-11), using specific regressions computed at each DASAR with satellite-derived wind speeds, the relative changes in the ambient noise levels due to patterns of airgun reverberation become clearly visible,
e.g. at Sites 2, 3 and 4, particularly in the deepest (northern) DASARs, at depths between 30 and 50 m [Figure 2-11(d), (f), and (h)]. Thus, seismic airgun reverberation can produce measurable effects at distances of up to 128 km. Specifically, Figure 2-11 indicates that at water depths of 50 m or less, seismic airgun activity within 1 km of a DASAR can increase noise levels by 30-45 dB over ambient levels (deep DASARs at Sites 3 and 4), by 10-25 dB within 15 km range of the survey (shallow DASARs at Sites 3 and 4), and by a few dB at ranges out to 128 km (Site 2).

VI. CONCLUSION

Two metrics have been defined for characterizing reverberation from seismic airgun surveys in shallow water, which can complement standard metrics that focus on the coherent airgun pulse arrivals, such as the SPL and SEL. The minimum level metric (MLM) captures the minimum background sound level detected over a fixed time window, thus allowing it to capture long-term changes in background noise that arise between airgun pulses, while rejecting effects from dispersed modal and substrate transient arrivals. To compute the MLM three time-scale parameters were selected: a time over which to generate a single estimate of SE or SP, a time over which it is permissible to average sequential SE or SP estimates to reduce their variance, and a time over which the minimum value is selected. The MLM was applied to airgun signals recorded between 15 and 54 m depth in the Arctic Beaufort
Sea in 2008. The resulting MLM shows that the spectral composition of reverberation is heavily dependent on receiving location, particularly water depth.

A second dimensionless metric, the reverberation metric (RM), can be derived from the MLM in various ways; in the results presented here, wind measurements were found to be highly correlated with the MLM over most frequency bands in the absence of seismic airgun activity. Thus the ambient noise field was empirically modeled from satellite-derived wind speed estimates, and the dB levels of the models were subtracted from the MLM, yielding the RM. A RM of 0 dB would indicate that anthropogenic contributions to background levels are less than or equal to ambient contributions from other mechanisms. The RM indicates that the Gilavar shallow-water seismic airgun survey that took place between September 13\textsuperscript{th} and 28\textsuperscript{th} increased background noise levels by 30-45 dB over ambient levels within 1 km range of the survey, by 10-25 dB within 15 km range of the survey, and produced detectable modifications to background noise levels out to 128 km.

These results suggest that the range at which towed arrays or other PAM techniques would be effective for detecting the presence of marine mammal vocalizations within a few km of shallow-water seismic airgun surveys would be significantly reduced. This is because there is no time period between airgun shots when reverberation does not mask one’s ability to detect and recognize calls. The results here also suggest a potential for intra-specific communication masking, as defined in Clark \textit{et al.} (2009), as a result of seismic airgun array activities.
These metrics provide a conservative, lower bound on reverberation levels, because reverberations that do not persist over the entire period between airgun shots are not included in the two metrics presented here. Eqs. (4) and (5) could be expanded to select not just minimum levels detected, but 25% and 50% percentile levels extracted from histograms of SEL and SPL derived from Eq. (3). This approach would permit detection and characterization of reverberation that exists for only a portion of time between impulses.

While percentile levels would add additional information about reverberation effects, the MLM defined here is convenient to compute, easy to understand and makes minimal biological assumptions about a particular species. Furthermore it could easily be incorporated into standard source level verification measurements of seismic airgun and other impulsive anthropogenic activities in shallow water. By these considerations, the potential communication masking effects of seismic airgun surveys on particular species of interest could be quantified. The inclusion of these metrics in monitoring and mitigation reports would also provide regulators with valuable insight into the expected efficacy of PAM and guide management strategies as relative to seismic surveys according to site-specific features of the environment.
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CHAPTER 3:
Using ocean ambient noise to time-synchronize independent elements of a horizontal acoustic array
ABSTRACT

Due to concerns for potential impacts of anthropogenic noise on marine mammals, regulatory policies limit the application of active low-frequency sources ("pingers") in close proximity to these animals. Such devices are commonly used to time-synchronize independent sensors with the purpose of employing them collectively as a network or an array. This chapter explores the use of underwater ambient sound to time synchronize underwater recorders separated by 10 and 20 m, in an environment with strong tidal fluctuations, highly directional biological noise components and a highly variable bathymetry in azimuth and range. Two three-element passive acoustic horizontal arrays were deployed in Laguna San Ignacio, Mexico, during February and March 2010, in order to record gray whale (Eschrichtius robustus) sounds and ambient noise. Each array consisted of autonomous recorders separated by 10 or 20 m. In the 0.05-5 kHz frequency band this underwater acoustic environment contains multiple directional anthropogenic sources (passing boats) and numerous biological sources (snapping shrimp and croaker fish). The relative clock offset and horizontal separation between the recorders was estimated by averaging pre-whitened cross correlations of ambient noise over 30 minute intervals and then selecting times of day where directional noise was relatively absent. At 10 m separation frequency components up to 1.4 kHz contained enough spatial coherence to contribute to the timing estimate. The relative clock drift between the instruments was obtained by repeating the process exactly 24 hours later; the resolution of the resulting
drift estimates was within 1 ms/day. The results are compared against offset and drift estimates derived from boat transits equipped with GPS devices.

I. INTRODUCTION

Considering the background established in Chapters 1 and 2 about how routine anthropogenic noise sources in the ocean have become and the consequent concerns for potential impacts on marine mammals, it is understood that passive acoustic monitoring (PAM) technologies that enable the detection and localization of those animals are a critical component of the required mitigation efforts (Funk et. al., 2009; Ireland et. al., 2009). In addition, PAM recorders can collect critical information about the local underwater sound field. This is especially true in shallow water environments, as the propagating sound wave can reflect multiple times between the surface and the bottom before reaching the PAM receiver. By exploiting that environmental knowledge (specifically the directionality of ambient noise source mechanisms), this chapter demonstrates a method that enables autonomous PAM sensors to be used as a synchronized array.

Currently, a wide variety of techniques exist for estimating a marine mammal’s position via PAM (e.g. Sonntag et al., 1986; Cato, 1998). These methods vary from one-dimensional tracking methods (e.g. towed array beamforming), to two- and three-dimensional methods that include hyperbolic localization using measurements of relative time of arrival differences (TOAD), triangulation of bearings from widely-
spaced sensors (Greene et al., 2004) and matched field processing (MFP; Greene, 1987; Thode et al., 2000; Tiemann and Porter, 2003; Nosal and Frazer, 2007). All these techniques, however, share a common assumption that acoustic data collected from different spatial locations are properly time-aligned, which has often required that the sensors be connected via electric cable to a single central data acquisition system.

Arrays assembled from autonomous recording packages offer distinct advantages over cabled systems, including freedom of configuration and manageable in-situ portability (Wiggins, 2003; Greene et al., 2004; Thode et al., 2006). The corresponding disadvantage is that the recorders have independent crystal oscillators that generate slightly different timing frequencies and these frequencies are sensitive to ambient temperature. Any two autonomous recorders will thus experience a clock drift relative to each other and relative to an “absolute” time standard broadcast by GPS satellites. Hence, a challenge when using arrays constructed with autonomous sensors is their time-synchronization and this challenge is compounded when the relative positions of the underwater instruments cannot be determined precisely.

The standard approach for time-synchronization when utilizing autonomous recorders for underwater acoustic applications has relied on controlled transmissions (harmonic tones and frequency-modulated sweeps) (Greene et al., 2004) or distinctive sources of opportunity located at known positions around the instruments (Hodgkiss et al., 2003). If these measurements are repeated at large enough time intervals and the relative clock drift between the instruments is assumed linear with time, then the clock
offset $\tau_0$ and drift $d\tau/dt$ can be estimated. This assumption of linear drift presumes that both instruments encounter the same water temperature during the entire period of data acquisition.

This chapter examines the practicality of using ambient noise to estimate the relative clock offset and relative clock drift between two autonomous sensors spaced tens of meters apart on the ocean floor, by computing the time-averaged noise correlation function (NCF) between the sensors (Sabra et al., 2005a; Sabra et al., 2005c). Examples of potential noise sources in the environment include wind generated noise, croaker fish (Sciaenidae), gray whales (Eschrichtius robustus) and snapping shrimp (Alpheus heterochaelis) sounds. The peaks in the NCF yield information about the relative clock offset, clock drift and the physical separation between the sensors. These timing estimates are compared with estimates obtained from a transient discrete sound source, in this case transiting motorboats. In principle if a discrete, directional sound source can be used to determine the orientation of a two-element array on the ocean floor, the final synchronized array can be used to localize and track an arbitrary acoustic source.

Section II reviews time-synchronization concepts for acoustic datasets and defines symbols for clock offset ($\tau_0$) and clock drift ($d\tau/dt$). Section III describes the acoustic data used in this study, collected in a sheltered lagoon in Mexico. Section IV details the analysis procedures for estimating clock offset and clock drift from both directional and diffuse noise sources. Results are presented in Section V.
II. BACKGROUND AND THEORY

A large body of previous research has demonstrated, theoretically and experimentally, that an estimate of the time-domain Green’s function (TDGF) between two sensors can be extracted by performing a cross correlation of ambient noise detected by the sensors. Roughly speaking, the TDGF represents the acoustic field received at one sensor when excited by an impulse at a second sensor. This principle has been demonstrated with multiple wave phenomena, with applications in geophysics (Shapiro and Campillo, 2004), ultrasound (Weaver and Lobkis, 2004) and underwater acoustics (Roux et al., 2004; Sabra et al., 2005c). A consistent motivation behind these studies is the desire to conduct geoacoustic inversion or acoustic tomography from the noise data.

Theoretical studies (Lobkis and Weaver, 2001) show that the time-derivative of the ensemble-averaged NCF, $C_{a,b}$, can be expressed as the summation of a forward TDGF $G$ and a time-reversed TDGF $-G$ between two synchronized receivers $a$ and $b$, at horizontal locations $r_a$ and $r_b$ respectively:

$$\frac{d\langle C_{a,b}(\tau) \rangle}{d\tau} = -G(r_a, r_b, \tau) + G(r_b, r_a, -\tau) \quad (1)$$

where $\tau$ denotes the relative time lag of the cross-correlation function and $G(r_a, r_b, \tau)$ represents the environment’s TDGF between $a$ and $b$. The derivation of this expression assumes an azimuthally-symmetric ambient noise field. The TDGF estimate emerges from random noise events whose signal propagates through both $a$
and \( \tau \), which arises when noise events are collinear with locations \( a \) and \( \tau \), or “endfire” to the effective two-element array. For receiver positions separated by a few tens of meters in water depths of 10 m depth or deeper, the TDGF is dominated by the direct path arrival between the receivers. If the sensors are separated by a distance \( L \) and the medium sound speed is \( c \), then Eq. (1) reduces to the approximate

\[
\frac{d\langle C_{a,b}(\tau) \rangle}{d\tau} = \delta(\tau - \frac{L}{c}) + \delta(\tau + \frac{L}{c})
\]  

(2)

where \( \delta(0) \) is some finite value, and \( \delta(x)=0 \) for \( x \) not equal to zero.

If the two independent receivers are not time-synchronized, then at an absolute reference time \( T_0 \) a relative clock offset \( \tau_0(T_0) \) exists between the sensors. As time progresses, the clock drift between the sensors will alter the offset. If the drift rate per unit time \( d\tau/dt \) is linear, then at a time \( T_i \) the new clock offset \( \tau_{o,i} \) becomes:

\[
\tau_{o,i}(T_i) = \tau_0(T_0) + \frac{d\tau_d}{dt}(T_i - T_0)
\]  

(3)

And Eq. (2) becomes:

\[
\frac{d\langle C_{a,b}(T_i,\tau) \rangle}{d\tau} = \delta(\tau - \frac{L}{c} + \tau_{o,i}(T_i)) + \delta(\tau + \frac{L}{c} + \tau_{o,i}(T_i))
\]  

(4)

Thus, if the NCF yields two prominent peaks, then the element separation \( L \) and \( r_0 \) can be deduced (Sabra et al., 2005c). The rate at which these peaks drift over longer timescales then yields the drift rate \( d\tau_d/dt \). In principle, even if the ambient noise environment is not azimuthally symmetric, such that the double peak structure implied by Eq. (2) is not visible, the clock drift \( d\tau_d/dt \) could still be inferred, provided
that the angular statistical distribution of the noise field remains stationary over the
measurement interval of interest.

Figure 3-1 illustrates how to estimate clock offset $\tau_0$ and clock drift $d\tau_d/dt$
from a NCF estimate in the form of Eq. (4), when the recorders are horizontally
separated by distance $L$. The figures schematically show a stacked set of NCF estimates generated over a significant amount of time. The y-axis shows the absolute
time of the start of a particular NCF estimate, and the x-axis shows the high-resolution
lag time of each estimate. The red lines indicate the location of the two peaks
calculated using Eq. (4). This plot format (Figure 3-1) will be used extensively when
presenting the results of this chapter.
Figure 3-1: Illustration of how to extract clock offset and clock drift from ambient noise: (a) NCF structure from two unsynchronized sensors; (b) NCF structure after incorporating a clock drift estimated from the slope of the drifting peaks in (a); (c) NCF structure after applying a clock offset.
An initial approximation of clock drift $\frac{d\tau}{dt}$ can be obtained from the slope of the peak trajectories over time [red lines in Figure 3-1(a)]. An arbitrary “origin” time is chosen on the y-axis where the drift value is assumed zero. Once that clock drift estimate has been incorporated into a new set of cross-correlations, the double-peak structure stops drifting with time, appearing as vertical lines in Figure 3-1(b). If the peaks’ lag times are not symmetric with respect to zero lag, then the offset $\tau_0$ correction is simply the time shift with respect to the x-axis that makes the distributions symmetric [Figure 1(c)]. This offset is associated with the “origin” time previously discussed. Finally, the horizontal time-lag difference between the two peaks corresponds to $\tau=2L/c$, and thus the hydrophone separation $L$ can be deduced if the local sound speed $c$ is known.

A fundamental issue that arises when attempting to implement Eqs. (1)-(4) is determining how many averaged data snapshots are needed for the double-peak structure in Eq. (2) to emerge. Theoretical treatments (Sabra et al., 2005b) suggest that the variance of the estimate is inversely proportional to the bandwidth of the signal used in Eq. (1) and the averaging time used to generate $C_{a,b}$. Experimental measurements show that averaging times on the order of 11 to 230 minutes are required in cases of element separations between 28 and 115 m, when biological noise was used to generate the estimates (Fried et al., 2008).
III. DATA COLLECTION

A. Equipment

All acoustic data were collected on custom-built autonomous acoustic
recorders that contain a Persistor CF-2 microprocessor powered by a bank of D-cell
batteries, confined inside an acrylic cylindrical housing [Figure 3-2(a)]. The
instruments continuously record for approximately 40 hours onto a 4 Gb flash-card at
a 12.5 kHz sampling rate, after which the data is transferred onto an 80 Gb hard drive.
No additional acoustic data are recorded during this two-hour transfer.

The relative clock drifts on these instruments were observed to be around 0.5s
per day during previous experiments. HTI-96 MIN hydrophones were used with a
typical sensitivity of −165 dB re 1 V/µPa and a frequency response between 2 Hz and
30 kHz.

B. Deployments

Between February 6th and March 4th 2010 two horizontal acoustic arrays of
three elements each were deployed to record gray whale sounds and ambient noise in
the southern section of Laguna San Ignacio (LSI) in Baja California Sur, Mexico
(Figure 3-3). This lagoon is visited yearly during the winter months by a large
aggregation of Eastern Pacific gray whales (Eschrichtius robustus) and boat-based
whale-watching activities take place daily between 9:00 and 17:00 (Urban R et al.,
2003).
Figure 3-2: Instrumentation used for acoustic data collection in Laguna San Ignacio: (a) autonomous recorder attached to array line; (b) schematic of a horizontal three-element array.
Figure 3-3: (a) Map and (b) bathymetry of Laguna San Ignacio, Baja California, Mexico. Array locations are marked for PP (triangle) and SS (circle).
A few hours before each deployment, the instrument clocks were synchronized to local GPS time. Each horizontal array was constructed by attaching three autonomous instruments to a 100 m section of nylon line [Figure 3-2(b)], with each pressure case weighted down by 5 lbs of distributed scuba diving lead weights [Figure 3-2(a)]. Two Grapnel-type anchors were used to secure the line to the bottom. The array was deployed from a small boat by lowering and securing the first anchor, followed by paying out the rest of the gear while keeping tension on the line and finally dropping the second anchor. GPS waypoint positions were taken at both anchor drop points. Because of the nature of the deployment, it is not guaranteed that the array line will lie straight on the ocean floor, so the precise separation between the recorders may differ from the measured distances along the rope. The submerged configuration [Figure 3-2(b)] leaves no surface signature, which is advantageous given the number of whales and boats transiting the area. To prepare for a contingency that strong tides would displace the set-up from its original location, a recovery transponder or “pinger” (model ORE CART) was also attached to the line, which could be queried from the surface to provide a ranging estimate.

The array was recovered by grappling perpendicularly between the anchor GPS waypoints. The northernmost array [triangle symbol in Figures 3-3(a) and 3-3(b)] is labeled “Punta Piedra” (PP) due to its proximity to a well-known local landmark of the same name. The deployment location (26°47.604’ N; 113°14.674’ W) was chosen to be compatible with historical baseline acoustic studies in the area, conducted in 1982-1984 (Dahlheim et al., 1984). The three instruments in the PP array are labeled
Units 1, 2 and 3, with adjacent units separated by 10 m. Units 1 and 3 were separated by 10 m, and Units 1 and 2 were separated by 20 m. The second underwater array [circle symbol in Figures 3-3(a) and 3-3(b)] is labeled the “Southern Station” (SS), and was deployed 1.5 km southwest of the first array (at 26°47.076’ N, 113°15.436’ W).

The three instruments in the SS array (Units 5, 7 and 8) were also spaced 10 m apart, with Units 5 and 8 separated by 10 m and Units 5 and 7 separated by 20 m. Unit 8 failed on February 24th. In this chapter only data from the PP station will be time-synchronized, although a sample spectrogram recorded at SS is shown for illustration purposes in Figure 3-5.

Tourist boats traveled past both locations each day. One dedicated research boat and five of 17 tourist boats were outfitted with onboard GPS devices. Each day during the 5-week monitoring period, the research boat drove two circles around each deployment (Figure 3-4) at a radius of approximately 100 m (bathymetry permitting), while attempting to maintain a constant engine cycling rate. The result was a broadband acoustic signal arriving from all azimuths around each deployment, which permitted independent estimates of clock offset and element separation for that day. The onboard GPS sampled position once a second when a circle was being performed, otherwise at one sample every 10 s while in regular transit.
Figure 3-4: GPS tracks of research boat performing circles on March 1st, 2010: (a) around PP starting at approximately 15:44:00; (b) around SS starting at approximately 15:35:00. Also shown are the localized array instrument positions and array center. Axes are displayed in meters from the array center.
C. Acoustic environment

Historical acoustic research conducted 20 years ago at the PP site during the same winter months as this study (Dahlheim et al., 1984) deemed the lagoon habitat to be noisy in the 0-20 kHz range, when compared with open-ocean reference spectra from Knudsen et al. (1948). In particular Dahlheim found a concentration of elevated noise levels between 2-5 kHz. Although mainly dominated by biologics (fish, invertebrates and marine mammals), the local acoustic landscape also incorporates anthropogenic and physical sources, the latter associated with oceanographic processes like tidal currents and wind.

Of particular interest to this work is the ambient noise environment at 2 kHz and below. Above 1 kHz the most significant acoustic signature are biological sounds from invertebrates [Figure 3-5(a)]. Of the possible species in temperate and tropical habitats such as LSI, snapping shrimp (*Alpheus heterochaelis*) are commonly responsible for high-level noise in this frequency range (Au and Banks, 1998). The lagoon is also inhabited by a variety of croaker fish (*Sciaenidae* family) known for their sunset and sunrise choruses (D'Spain and Batchelor, 2006) in the frequency range below 100 Hz [Figure 3-5(a)].

The gray whale’s dominant vocalization in LSI, the so-called type S1 pulsive call (Dahlheim et al., 1984) [Figure 3-5(c)], occupies the frequency range between 300-800 Hz, an acoustic niche that coincides with the “quiet” frequency band in the lagoon’s ambient noise structure below snapping shrimp and above fish sounds.
Figure 3-5: Sample spectrograms of raw acoustic data recorded at SS: (a) Underwater ambient noise recorded on March 1st, 2010 at 23:03:00; (b) Harmonics of boat noise at close approach recorded on March 1st, 2010 at 15:36:30; (c) Gray whale call type S1 recorded on March 1st, 2010 at 06:27:05. All samples correspond to the same raw data file on Unit 5. All spectrograms were computed using an FFT size of 2048 points and 75% overlap.

However due to the introduction of man-made sources this range now overlaps with a portion of the spectrum of the transiting boats [Figure 3-5(b)], creating the
potential for masking (Clark et al., 2009). Other gray whale vocalizations utilize slightly wider frequency ranges, as high as 2 kHz and as low as 100 Hz.

Due to the lagoon’s complex bathymetry (Jones et al., 1984) and high evaporation rates (Winant and de Velasco, 2003), LSI experiences strong tidal currents. The average depth of the lagoon is only 3 m, because of the extensive salt flats situated to the north. The deep-water channel running along the central lagoon, adjacent to where the PP station was deployed, varies between 1.8 and 3 km in width and has an average depth of 15.2 m with a maximum depth of 25 m by the mouth of the lagoon. The water depths around a 100 m radius from where the acoustic arrays were positioned were sampled at the time of deployment and recovery, using a handheld depth finder (model: Vexilar LPS-1). On average, depths around the PP array measured between 7.6 m and 12.0 m and between 12.6 m and 20.2 m depth around SS. The bathymetry surrounding the deployments varied strongly with azimuth, especially around the PP site. Indeed, at low tide the lagoon shore would be within 100 m of the PP deployment, along the broadside array direction. By measuring how the broadband received level of transiting boat engine noise decreased with distance, a rough transmission loss formula of \(27 \log(R)\) was obtained for the PP site, indicating relatively poor propagation conditions in the lagoon.

IV. ANALYSIS PROCEDURE
A. The equalized noise covariance (EC), signed noise covariance (SC) and their time derivatives ECTD and SCTD

The noise covariance function (NCF) $C_{ab}$ between two random timeseries $x_a$ and $x_b$ can be defined in the frequency domain as:

$$C_{ab}(\omega) = X_a(\omega)X_b^*(\omega)$$  \hspace{0.25in} (5)

where $X_a$ and $X_b$ are the respective Fourier transforms of $x_a - \langle x_a \rangle$ and $x_b - \langle x_b \rangle$. The inverse Fourier transform of Eq. (5), weighted by some choice of frequency window, is the NCF. Technically speaking, subtracting the mean value of the time series makes $C_{ab}$ a measure of covariance, not correlation, but we will continue to use the term “noise correlation function” to be consistent with previous literature (Sabra et al., 2005c). The time derivative of the noise correlation function $dC_{ab}/dt$, expressed in the frequency domain, is

$$\frac{dC_{ab}(\omega)}{dt} = i\omega C_{ab}(\omega)$$  \hspace{0.25in} (6)

That is, the application of a frequency weighting of $i\omega$ is equivalent to a time derivative of the function in the time domain. The quantity $dC_{ab}/dt$ is closely related to the time-domain Green’s function (TDGF) via Eq. (1) (Roux et al., 2005).

Eqs. (5) and (6) incorporate the spectrum of the ambient noise sources, which can lead to oddly-shaped peaks in the NCF. To generate cleaner peaks in the NCF, we define two additional functions. The equalized noise covariance $EC_{ab}(\omega)$ is defined in the frequency domain as:
where the power spectral density $PSD_j(\omega)$ is defined as:

$$PSD_j(\omega) = E \left[ \frac{|X_j(\omega)|^2}{T} \right]$$  \hspace{1cm} (8)

where $T$ is the time interval encompassed by the Fourier transform, and $E$ indicates an ensemble average, or an average of a set of data snapshots.

Equation 7 is basically the Pearson’s correlation coefficient of the two time series, which represents an attempt to “whiten” the noise spectrum and thus produce cleaner peaks in the frequency domain. Before applying Eq. (7) one must be confident that frequencies displaying a low power spectral density represent physical acoustic noise and not electronic noise or other artifacts. The time derivative of the equalized noise covariance (ECTD) then becomes

$$ECTD(t) = \int_{-\infty}^{\infty} W(\omega) \frac{i\omega C_{ab}(\omega)}{T \sqrt{PSD_a(\omega) \times PSD_b(\omega)}} e^{i\omega t} d\omega$$  \hspace{1cm} (9)

where $W(\omega)$ is a frequency weighting that acts as both a bandpass filter and a windowing function.

A second method for removing the source spectrum is to simply strip away all amplitude information by taking the sign of the time series. This ‘one-bit’ approach has been used frequently in the past (Sabra et al., 2005a; Brooks and Gerstoft, 2009). Thus if $x_a'(t) = \text{sgn}(x_a(t) - <x_a(t)>)$, and $X_a'(\omega) = F(x_a'(t))$, then both the signed noise
covariance \( SC_{ab}(\omega) \) and signed noise covariance time derivative (SCTD) can be defined as simply Eqs. (7) and (9) with \( X'_a(\omega) \) and \( X'_b(\omega) \) substituting for \( X_a(\omega) \) and \( X_b(\omega) \).

The discrete time version of EC, \( EC(T_l, N_{avg}, N_{fft}) \), is defined in the frequency domain as follows:

\[
EC_{ab}(T_l, N_{avg}, N_{fft}, \omega) = \frac{\sum_{i=0}^{N_{avg}} C_{ab,l+i*N_{overlap}}(\omega)}{\sqrt{\sum_{i=0}^{N_{avg}} |X_{a,l+i*N_{overlap}}(\omega)|^2} \sqrt{\sum_{i=0}^{N_{avg}} |X_{b,l+i*N_{overlap}}(\omega)|^2}}
\]

where \( X_{a,i} \) and \( X_{b,i} \) are the Fast Fourier Transforms (FFT) of the respective discrete time series \( x_a \) and \( x_b \) sampled at \( f_s \) Hz, beginning at time sample \( j \). \( C_{ab,j} \) is simply the discrete-time version of Eq. (5), evaluated starting at time sample \( j \). Each FFT uses \( N_{fft} \) samples to compute the transform. The time index \( l \) indicates an absolute time \( T_l \), at which the ensemble time-averaging begins. \( N_{avg} \) indicates the number of data snapshots averaged together to force the emergence of the TDGF estimate, and \( N_{overlap} \) indicates the number of samples overlapping between subsequent data snapshots, as per standard spectral density estimation methods. It was found that the numerator and denominator of Eq. (10) had to be averaged separately to produce a stable result. The time period covered by the \( N_{avg} \) data samples is assumed to be much smaller than the shift in clock offset caused by clock drift. Thus a sequence of EC estimates can be
obtained over long periods of time, indexed by $l$. The discrete-time version of the signed noise covariance $SC(T_S N_{avg} N_{fft})$ has a similar form as Eq. (10).

Both the EC and SC are time-averages of the NCF, evaluated at $T_l$. For sufficiently long averaging times, aspects of the TDGF should emerge in the EC and SC, in accordance to Eq. (2). While the time derivatives of the EC and SC (ECTD and SCTD) should technically be used, we have found little practical difference between using the ECTD vs. the inverse Fourier transform of the EC, and the rest of this manuscript will focus on estimating EC and SC (Roux *et al.*, 2004). While both metrics EC and SC were computed, EC performed either better or similarly than SC (see EC-SC comparison in Figure 3-14), therefore results shown in Section V will mainly be based on EC calculations, as they are representative of SC results as well.

When considering the practicalities of computing EC and SC, two additional pre-processing steps were examined. First, the impact of pre-filtering the data (using both a finite impulse response (FIR) and Butterworth filters) at different frequency ranges was tested before computing the FFT, as well as using the complete bandwidth of the raw unfiltered data. The latter method generated the best overall results. Second, an event detector was investigated which rejected data samples that contained high intensity transient sounds. The use of an event detector yielded no improvement in performance either, which was surprising considering the number of boat transits and whale calls present in the lagoon. Thus all computations from this point forward represent time averages of the raw data without the removal of event detections.
B. Estimation of the relative clock offset $\tau_0$ and clock drift $d\tau_0/dt$ from transient sources

The clock offset $\tau_0$ between each pair of recorders was estimated twice, using two methods; first, using the highly directional sound field generated by the research boat circling the instruments, and then by using long-term averages of the ambient noise field.

For the first approach the initial clock offset estimate was divided into two parts:

$$\tau_0 = \tau_{TE} + \tau_{BC}$$  \hspace{1cm} (11)

Here $\tau_{TE}$ represents a crude time alignment using the cross-correlation of a distinctive transient event, and $\tau_{BC}$ is a finer-resolution correction derived from noise from a research boat circling the instrument pair.

Before applying Eq. (11), the time series corresponding to a pair of recorders were visually inspected and aligned to within 1 s. To determine $\tau_{TE}$, a distinctive sound (i.e. a whale call or the impulsive sound of a boat engine suddenly engaging or disengaging) was identified in spectrograms of a pair of hydrophones, and the timeseries were cross-correlated via Eq. (5). $\tau_{TE}$ is defined as the lag time of the peak of this cross-correlation. By applying the time offset $\tau_{TE}$ such that the peak cross correlation occurs at zero lag (Figure 7), we can guarantee that the data are now time-aligned to within $\pm L/c$, where $L$ is the horizontal separation between the instruments and $c$ the waterborne sound speed. Stated another way, since a physical signal will
display a cross-correlation peak between lags of \(-L/c\) to \(+L/c\), by setting the peak of the cross-correlation at zero lag we ensure that the time-synchronization is off by at most \(L/c\).

The fine-scale offset correction \(\tau_{BC}\) in Eq. (11) relies on computing multiple EC estimates over the duration of the boat event, when the acoustic field is dominated by the highly directional engine and cavitation noise from the boat. The sequence of EC\((T_e, N_{avg}, N_{fft})\), estimates are computed using the initial rough time-alignment \(\tau_{TE}\), and a small number (~4) of \(N_{avg}\) snapshots, and a large value of \(N_{fft}\), selected such that \(N_{fft} \gg 2 f_s L/c\), which ensures that the peak in the cross-correlations would be captured.

Figure 3-8 illustrates the procedure on two instruments separated by 10 m at the PP location, a result discussed in more detail in Section V.B. The figure displays a stack of EC estimates obtained from two hydrophones separated by 10 m, during times when the boat is circling the instruments, producing a 2-D image similar to the schematic shown in Figure 3-1. Thus the absolute time appears on the y-axis, and the lag time \(\tau\) of the EC estimates appears on the x-axis. As seen in Figure 3-8, as the boat circles the array, the peak of the EC follows an S-shaped trajectory. Times at which the trajectory reaches an extremum with respect to \(\tau\) indicate when the boat is passing endfire to the effective two-element array. When this information is combined with onboard GPS records, the orientation of the array on the ocean floor can be determined. The value of \(\tau\) that lies midway between these extremes identifies \(\tau_{BC}\), and the span of \(\tau\) between the endfire maxima yields the element separation via the
relationship $\tau = 2L/c$. Figure 3-8 also shows that multiple peaks are visible in the EC estimates; these represent various multipath arrivals between the sensors, so when estimating $L$ one must be cautious to choose the peaks associated with the direct path, which correspond to the S-shaped trajectories associated with the smallest absolute value of $\tau$.

To estimate the relative clock drift $d\tau/dt$ from boat data alone, the procedure described above is repeated on additional boat transits recorded at least 12 hours later (or earlier) from the initial estimate. Thus at least two clock offsets $\tau_0(T_0)$ and $\tau_0(T_1)$ are computed during absolute times $T_0$ and $T_1$ respectively. The difference in clock offsets $\tau_0(T_1) - \tau_0(T_0)$ divided by the elapsed time $(T_1 - T_0)$ yields $d\tau_0/dt$.

C. Estimation of relative clock offset $\tau_0$ and clock drift $d\tau_0/dt$ from ambient noise

To estimate clock drift from ambient noise, an initial clock offset estimate $\tau_0$ derived from boat noise is selected. Then the EC functions are generated by averaging 500 snapshots of data with 75% overlap, with each snapshot using 82 ms of data. Thus 40.96 s of data are used to generate each EC estimate. This same analysis could also be performed with estimates of SC, ECTD or SCTD instead.

The clock drift is estimated from the ambient noise in two stages. First, a value of $d\tau_0/dt$ is measured from the slope of drifting peaks generated by a set of EC estimates over a long-term window of data. Following the clock drift correction, the
peaks should show little change in their lag time with time and the double-peak structure becomes roughly vertically aligned [Figure 3-1(b)].

Next, sets of EC functions are computed over a 30 min window, beginning every hour until all hours of a data file have been processed. Monitoring the evolution of the peak structure of the NCF, a 30 min time segment beginning at absolute time $T_{\text{win,1}}$ is selected that shows the best fit to Eq. (4); that is, over the particular 30 min interval starting at $T_{\text{win,1}}$ the EC shows two strong peaks, separated by the expected value of $2L/c$. (As will be shown in the results, this structure may emerge only during certain times of the day in this environment.) A matching time window is then selected beginning at $T_{\text{win,2}}$, 24 hours before or after $T_{\text{win,1}}$. All EC estimates from both 30 min time windows are then averaged and summed to form a single NCF estimate, referred to as $NCF_{\text{total}}$, and the peak amplitude $A(d\tau/dt)$ of $NCF_{\text{total}}$ is measured.

Now, small corrections to the original $d\tau/dt$ approximation can be investigated. Over an extended period of time (i.e. a day), a horizontal shift to the EC window at $T_{\text{win,2}}$ would be equivalent to applying a slightly larger or smaller clock drift to the instrument. This horizontal drift shift corresponds to a small adjustment to the original approximation of clock drift. Thus the 30 min window starting at $T_{\text{win,2}}$ is shifted along the x-axis, before summing it with the estimate from $T_{\text{win,1}}$, again, yielding a new value of $A$. This process is repeated until a local maximum in $A$ has been determined and from it, a more precise estimate of $d\tau/dt$. The resolution of the clock drift estimate can be inferred from how quickly $A$ decreases as a function of $T_{\text{win,2}}$ shift. Once the clock drift has been optimized, the clock offset can be fine-tuned until
the peaks are symmetrical around zero lag, and the element separation $L$ can be derived as discussed in Section II.

D. Using boat transits to estimate bottom array orientation

Boat noise can also be used to orient the horizontal array’s deployment on the ocean bottom, by transforming the time lag associated with the primary peak in the EC (equivalent to the time of arrival difference TOAD) into source bearings, and comparing these localizations with known positions derived from on-board GPS records. An approximate formula for $\Delta \tau$ can be related to the sound speed in the medium $c$ and horizontal separation $L$: 

$$\Delta \tau = \cos(\phi) \frac{L}{c}$$ (12)

where $L$ represents the spacing between receivers and the angle $\phi$ determines the bearing to the source relative to the array’s endfire direction. The point at which the boat crosses the array’s endfire bearing will yield the largest lag and the peak of the cross-correlation function will be shifted from $\tau = 0$ by a value $\Delta \tau = |\tau_a - \tau_b|$ where $\tau_a$ is the arrival time to receiver $a$ and $\tau_b$ to receiver $b$. Conversely the peak will present no lag and be centered at $\tau = 0$ if $\tau_a$ and $\tau_b$ are identical, which occurs when the source is directly broadside from the array.

However, two factors complicate the calculation. First, because the source (boat) is on the surface, while the recorders lie on the ocean floor, if the boat approaches too close to the sensors, the TOAD becomes a function of water depth,
along with azimuth and element separation. Thus all boat transits used in the analysis were required to be at least 100 m distant from both sensors in 20 m water. Second, surface-reflected multipath must be recognized and rejected if present.

V. RESULTS

A. Dates and times of data analyzed

The autonomous instruments recorded acoustic data at a sampling frequency of 12.5 kHz, so each raw data file of 3.35 Gb stored 40 hrs of data. The relative offset \( \tau_0 \) and drift \( d\tau/dt \) within a single acoustic file were explored by analyzing the file created between February 28\(^{th}\) and March 2\(^{nd}\) on all elements of the PP array.

First, in order to illustrate the acoustic environments at LSI, three sample spectrograms of raw acoustic data are shown in Figure 3-5. These were recorded at the Southern Station (SS) between February 28\(^{th}\) and March 2\(^{nd}\), specifically between 06:27:05 and 23:03:30 on March 1\(^{st}\). The 30 s-long, nighttime spectrogram recorded at 23:03:00 [Figure 3-5(a)] demonstrates the evening predominance of biological acoustic sources in this environment, like croaker fish, which dominate below 100 Hz, and snapping shrimp sounds, seen between 1 kHz and up to 4 kHz. These biological sources are not as prevalent between 100 Hz and roughly 600 Hz. Figure 3-5(b) presents an example of boat engine noise during a circling event performed at 15:36:30 on March 1\(^{st}\), following the procedure described in Section III.B. Finally, Figure 3-5(c) shows an example of gray whale type S1 calls recorded between
06:27:05 and 06:27:50 on March 1st. Due to the strong propagation loss experienced in this lagoon, boat circles at one array were not recorded on the other array, 1.5 km away. However, whale calls and distinctive impulsive engine sounds were found in the recordings at both PP and SS and used to initially estimate $\tau_{TE}$ (Eq.11).

Daily boat transits were aurally and visually detected in the datasets of both array locations through the duration of this data file. Figure 3-4 shows the GPS tracks of two circles performed by the research boat on March 1st around PP [Figure 3-4(a)] and SS [Figure 3-4(b)]. The research boat circled around SS for four minutes, starting at approximately 15:36:00 [Figures 3-4(b) and 3-5(b)]. Between 15:40:00 and 15:44:00 the boat transited north in the direction toward the PP location. At 15:46:00 it began the circling around PP, finishing at approximately 15:49:00 [Figure 3-4(b)]. These GPS boat tracks were used to estimate clock offset using the procedure described in Section IV.B.

The following day (March 2nd) yielded two boat-related events that were used to estimate clock drift. At 10:39:00 the research boat made a close approach by PP, slowing down and stopping down for 3 min between 10:43:00 and 10:46:00, before accelerating and departing the area. These data were used to estimate the relative clock drift for units separated by 20 m (Figure 3-20) via the procedure detailed in Section IV.B. Later in the day, at 13:20:00, a second boat-transit signature was found in the data and used to calculate the relative clock drift between instruments separated by 10 m (Units 2 and 3) at PP (Figure 3-9). In general, the 10:39:00 boat pass had more
distinct engine start/stop characteristics, and so was used for the more difficult 20 m
time synchronization.

B. Estimation of clock offset $\tau_0$ and clock drift $d\tau_0/dt$ at PP (10 m separation)

Following the procedure detailed in Section IV.B, the clock offset $\tau_0$ and clock
drift $d\tau_0/dt$ at PP between Units 2 and 3 (10 m separation) were estimated both by
means of transient events (Figures 3-6 to 3-9) and continuous ambient noise (Figures
3-10 to 3-18).

To estimate $\tau_0$, the time series were first visually aligned within 3 s with
respect to each other using spectrograms, in order to guarantee an overlap in the cross-
correlation (Figure 3-6). A cross-correlation of 30 averages (FFT size of 2048 pts at
50% overlap) was performed on a 5 s-long data sample of boat-engine revving sound
occurring at 15:46:33 on March 1st. The data were first bandpass-filtered using an FIR
with a bandpass between 30-200 Hz. This cross-correlation produced peak output at a
lag of - 0.9315 s, for a total relative offset $\tau_{TE} = 2.0685$ s (Figure 3-7).
Figure 3-6: Sample data from an engine start sound, used to initially time-align two time series: (a) Raw data at Unit 2 at 15:46:33 on March 1st; (b) FIR filtered data (30-150 Hz) at Unit 2; (c) Raw data at Unit 3 at 15:46:36 on March 1st; (d) FIR filtered data (30-150 Hz) at Unit 3. All spectrograms were computed using an FFT size of 2048 points and 50% overlap.
Figure 3-7: Cross-correlation between two time series in order to measure the component tTE of clock offset t0: (a) Cross-correlation of 5 s of data between Units 2 and 3; (b) Cross-correlation of the same data points, after the introduction of a tTE of -0.9315 s.

To further refine this estimate, a set of EC functions were derived using 10 min of engine noise (Figure 3-8) originating from the boat circle around PP at 15:44:00 on March 1st [Figure 3-4(a)]. Each EC estimate was generated using 0.3277 s of data (or 4 data snapshots with FFT size 1024 pts at 75% overlap) producing the S-shaped trajectory seen in Figure 3-8. Connecting this time-lag image with GPS track data
from the boat, it is established that a negative lag corresponds to the source being located south of the array. Also, from this trajectory a value of -0.0054 s was obtained for $\tau_{BC}$, for a total clock offset ($\tau_0 = \tau_{TE} + \tau_{BC}$) of 2.0631 s between Units 2 and 3 at 15:46:33. Note the surface-reflected multipath visible at the endfire points of the trajectory at 15:47:30 and 15:49:00 (Figure 3-8).

Figure 3-8: The time domain EC between two instruments 10 m apart at PP (Units 2 and 3), overlain with the time lags estimated from GPS track localizations (red dots) of a boat circle on March 1st, 2010 between 15:44:00 and 15:53:00, using a clock drift of 0.27 s per day and an initial offset of 2.0631 s.
A second close-approach boat pass occurred 22 hours later, and the EC computation was performed again using 12 min of data starting at 13:20:00 on March 2\textsuperscript{nd} (Figure 3-9). On this occasion, the boat did not circle the autonomous instruments, but simply navigated transited by the array, leaving an acoustic signature between 13:23:30 and 13:26:30. The difference in clock offsets between those two boat events produced a clock drift estimate $\frac{d\tau}{dt}$ of 0.27 s per day.

Figures 3-10 to 3-18 show the derivation of clock drift $\frac{d\tau}{dt}$ and the verification of clock offset $\tau_0$ from the lagoon's ambient noise. To estimate clock drift, long-term estimates of EC were computed per Eq. 10, where each estimate used 40.96 s of data (or 500 averages of 1024 point FFTs, overlapped 75%).

Figure 3-10 shows the values of the EC in the time and frequency domain [per Eq. (10)] computed without any clock drift correction, but with an initial offset of 2.0631 s at 15:46:33 (derived using the boat circle) over 5 hours between 15:46:00 and 20:46:00 on March 1\textsuperscript{st}. The drift rate of the peaks in the corresponding time domain EC [Figure 3-10(b)] is measured and used as a first approximation of clock drift. Figure 3-11 is a re-analysis of the same time period as Figure 3-10, but using a measured approximation of clock drift of 0.2834 s per day, taken from the slope of Figure 3-10(b).
Figure 3-9: The time domain EC between two instruments 10 m apart at PP (Units 2 and 3), overlain with the time lags estimated from a GPS track of a boat transit (red dots) on March 2nd, 2010 between 13:20:00 and 13:32:00, using the same clock offset and drift as in Figure 3-8.
Figure 3-10: Long-term estimation of NCF between Units 2 and 3 at PP, between 15:46:00 and 20:46:00 on March 1st, 2010 using a clock offset of 2.0631 s and no clock drift: (a) Frequency-domain EC; (b) Time-domain EC as a function of lag time.
Figure 3-11: Same as Fig. 3-10, but with the introduction of a clock drift of 0.2834 s per day, measured from the drifting peaks of Fig. 3-10. The theoretical time lags corresponding to a 10 m separation (±6.7 ms) are marked with vertical lines in (b).

Both Figures 3-10(a) and 3-11(a) display the EC estimates [Eq. (10)] in the frequency domain, which provides insight into the frequency components that are spatially coherent between the sensors, and thereby contribute to the coherent peaks in the corresponding time-domain EC. A value of EC substantially different from 0 at a given frequency indicates a significant degree of spatial correlation between the sensors.
Spatial correlation generally decreases with frequency, as expected from analytical models of noise covariance (Cron and Sherman, 1962; Cox, 1973). A “ripple” interference pattern is visible in the frequency structure of the NCF [Figure 3-10(a)], and these ripples become vertical and evenly-spaced in frequency once the correct clock drift between time series has been applied [Figure 3-11(a)]. Figure 3-11(a) indicates that at 10 m separation, frequencies up to 1400 Hz have a non-zero spatial coherence, but the strongest components of the timing signal exist at 300 Hz and below.

To investigate longer-term patterns in the evolution of the spatial correlation, EC estimates are derived from 30 min-time windows of acoustic data every hour over continuous hours within a single raw data file, between 16:00 on March 1st and 04:30 on March 2nd following procedures detailed in Section IV.C. Figure 3-12 stacks these 30 min-long estimates into a continuous time record; the top subplot shows the frequency-domain structure of the EC estimate, while the bottom subplot shows the time-domain. From the relationship $2L/c$ and assuming a sound speed of 1500 m/s, a separation $L$ of 10 m should yield theoretical twin peaks at $\pm 6.7$ ms in Figure 3-12(b), lag times that are indicated as white, vertical bars.

Three interesting features arise from the long-term coherence plots in Figure 3-12. First, the frequency coherence plot in Figure 3-12(a) shows a strong change in the ambient noise structure in the lagoon between 18:00 (local sunset) and midnight. During this time the noise field between 50 and 250 Hz becomes strongly correlated, which corresponds with a highly directional noise source associated with peaks at lag
time of -5 ms in Figure 3-12(b). The direction of the noise is 48.6° relative to the endfire direction (Eq. 12), and given that the time lag is negative, the source is known to come from the lower (southern) portion of the lagoon.

Figure 3-12: Long-term evolution of 30 min estimates per hour for (a) Frequency-domain EC and (b) Time-domain EC, computed at Units 2 and 3 at PP, between 16:00:00 on March 1st and 04:00 on March 3rd. Clock offset and clock drift parameters are the same as in Fig. 3-11. The theoretical time lags corresponding to a 10 m separation (±6.7 ms) are marked with vertical lines in (b).
A second interesting feature of Figure 3-12(a) is that during daylight hours, transient events (presumably boats and whales) generate numerous spikes in coherence between 400 and 1000 Hz as highly directional, transient signals dominate the recordings for a few minutes at a time. Indeed, both the frequency and time domain plots of Figure 3-12 provide indications of such events.

Finally, the time-domain plot in Figure 3-12(b) shows evidence of surface reflected multipath arrivals outside the central ± 6.7 ms region of the plot. These multipath peaks oscillate in lag time as 12 hour cycles, corresponding to tidal changes in the lagoon, which change the local water depth and thus the relative arrival times of surface-reflected multipath.

Figure 3-13 presents a similar representation of Figure 3-12, except that here the cross-coherence of the sign of the equalized noise (SC) is shown, both in the frequency and the time domains. All of the features discussed in Figures 3-12(a) and 3-12(b) are still visible, and the time domain SC shows the double-peaked structure of Eq. (2) much more cleanly.
Figure 3-12: Same as Fig. 3-12, but for (a) frequency-domain SC and (b) time domain SC.
Figures 3-14 and 3-15(a) plot the EC and SC in both the frequency and time domains for one particular 30 min time-window, beginning at $T_{win,1}$ of 04:00 on March 2nd. This time period was specifically selected because no dominant directional noise source exists. A similar pattern arises 24 hrs later [Figure 3-15(b)], and it is possible to estimate the clock drift using the technique described in Section IV.C. In this figure the initial ambient noise clock drift estimate of 0.2834 s per day has been employed, as well as the clock offset of 2.0631 s derived from the boat events. Figure 3-15(c) shows an estimate of $NCF_{total}$, which displays two clear peaks close to the timings predicted by Eq. (4), that correspond to a 10 m array spacing (marked by blue lines). Note that the lag between the two peaks in Figure 3-15(c) corresponds to a 9.11 m spacing instead of exactly 10 m. This result is not surprising, in that the deployment may not be a straight line on the lagoon floor.
Figure 3-14: 30 min computations of (a) frequency-domain EC; (b) time-domain EC; (c) frequency-domain SC; (d) and time-domain SC. All figures have $T_{\text{win},1}$ of 04:00 on March 2$^\text{nd}$. Each horizontal line in the images is generated by averaging 500 snapshots (0.0819 s long) of data at 75% overlap, using a total of 40.96 s of data for each horizontal line. The theoretical time lags corresponding to a 10 m separation ($\pm6.7$ ms) are marked with vertical lines in (b) and (d).
Figure 3-15: 30 min EC computations in the time-domain as a function of time and correlation lag, using computation parameters identical to Fig. 3-14: (a) at a selected $T_{win,1}$ of 04:00 on March 2nd; (b) at a selected $T_{win,2}$ of 04:00 on March 3rd; (c) NCF$_{total}$ function resulting from the vertical sum of (a) and (b). The theoretical time lags corresponding to a 10 m separation (±6.7 ms) are marked with vertical lines in (c).

In order to fine-tune the clock drift estimate $d\tau/dt$, the summation of two 30-min EC estimates is repeated, while slightly shifting the second EC estimate horizontally in time delay, as described in Section IV.C. Figure 3-16 plots the peak value $A$ of the resulting NCF$_{total}$ functions as a function of drift shift, where a drift shift
of ‘0’ on the x-axis represents the 0.2834 s per day clock drift originally obtained from the slope of a 5 hr long NCF estimate. The function $A$ reaches a maximum at a drift shift of 0 ms per day; therefore, both ambient noise results (the 5 hr long computation and the summation of two 30 min NCF estimates) agree with each other. That clock drift result is 13.4 ms per day off from the boat transit clock drift estimate (Table 3-1). The secondary peaks at ±13 ms per day arise from aligning the peak from the positive lag with the peak from the negative lag.

In principle the clock drift (but not clock offset) can be estimated from situations where Eq. (4) is not a good fit to the data, a situation that arises at 20:00 [Figures 3-17 and 3-18]. At this time of the night, we believe croaker fish chorusing dominates the acoustic environment and is preferentially distributed towards deeper waters of the lower lagoon. Therefore, the peak locations do not match the predictions of Eq. (4), as seen in Figure 3-17(c). However, by summing across two 30-min EC estimates computed 24 hrs apart (at 20:00 on March 1st and 2nd) and measuring the maximum value of $NCF_{total}$ as a function of drift estimate (Figure 3-18), the initial estimate of clock drift from ambient noise once again agrees with the long-term NCF slope estimate (Table 3-1). This result indicates that the azimuthal distribution of vocal croaker fish has remained stable over 24 hours. However, in general, using directional distributions of biological noise to time-align sensors in this fashion seems a risky proposition.
Figure 3-16: Peak amplitude $A(d\tau/dt)$ of $NCF_{total}$ functions computed using EC estimates at 04:00 on March 2nd and 3rd, as a function of drift shift in ms per day. A drift shift of 0 represents a 0.2834 s per day drift estimated from boat transit data.
Figure 3-17: Same as Figure 3-15, but at (a)a selected $T_{win,1}$ of 20:00 on March 1\textsuperscript{st}; (b) a selected $T_{win,2}$ of 20:00 on March 2\textsuperscript{nd}; (c) NCF\textsubscript{total} function as the vertical sum of (a) and (b). The theoretical time lags corresponding to a 10 m separation ($\pm 6.7$ ms) are marked with vertical lines in (c).
Figure 3-18: Same as Figure 3-16 but using EC estimates at 20:00 on March 1st and 2nd.

C. Estimation of clock offset $\tau_0$ and clock drift $d\tau_0/dt$ at PP (20 m separation)

Figures 3-19 through 3-27 present results similar in format to those presented in the previous section, but applied to the case of two sensors 20 m apart at the Punta Piedra location. Figures 3-19 and 3-20 show the results of using boat transits to
estimate clock offset $\tau_0$ and clock drift $d\tau_0/dt$, whereas Figures 3-21 through 3-27 depict the computations exploiting the background ambient noise.

Figure 3-19: The time domain EC between two instruments 20 m apart at PP (Units 2 and 1), overlain with time delays estimated from GPS track of boat circle (yellow dots) on March 1st, 2010 between 15:42:00 and 15:52:00, assuming a clock drift of 0.70 s per day and an offset of 5.74143 s. The EC is generated by averaging 4 snapshots (0.0819 s long) of data at 75% overlap for each estimate.
Initially, the time series of Unit 2 was manually aligned by 1 s with respect to Unit 1. Computing the cross-correlation of a transient event produced a $\tau_{TE}$ of 0.2235 s between the two sensors, and the boat circling signature from March 1st at 15:42:00 (Figure 3-19) yielded a $\tau_{BC}$ of 0.0176 s, for a total clock offset $\tau_0$ of 1.2411 s on March 1st at 15:46:33. On March 2nd between 10:39:00 and 10:51:00, the research boat transited by PP, cutting the engine and drifting in the vicinity for a period of 3 minutes, approximately between 15:43:30 and 15:46:00 (Figure 3-20). This second event, 19 hrs after the March 1st circle, was used to estimate a clock drift $d\tau/dt$ of -0.43 s per day.

The initial clock drift estimate between Units 1 and 2 was estimated from the lagoon’s ambient noise in the same fashion as in Section V.B., by computing a 5 hour-long set of EC estimates using 40.96 seconds of data per estimate (or 500 averages of 1024 point FFTs, overlapped 75%). The results shown in Figure 3-21 use the clock offset value previously derived from boat noise ($\tau_0$ of 1.2411 s). By measuring the rate of the drifting peaks in Figure 3-21, a relative clock drift of -0.4294 s per day was established.
Figure 3-20: The time domain EC between two instruments 20 m apart at PP (Units 2 and 1), overlaid with time delays estimated from the GPS track of a boat transit (red dots) on March 2nd, 2010 between 10:39:00 and 10:51:00. The same clock offset and clock drift is used as in Figure 3-19. The EC is generated by averaging 4 snapshots (0.0819 s long) of data at 75% overlap for each estimate.
Figure 3-21: Long-term estimation of NCF between Units 2 and 1 at PP, between 15:46:00 and 20:46:00 on March 1st, 2010 using a clock offset of 2.0631 s and no clock drift: (a) frequency-domain EC; (b) time-domain EC as a function of lag time.

Using identical snapshots of data, 30 min-long estimates of EC were computed for each hour through the complete duration of the raw data file. Figure 3-22 stacks them into a long-term record in the frequency domain, while Figure 3-23 shows the associated time-domain representation. From the relationship $2L/c$ and an assumed sound speed $c$ of 1500 m/s, a predicted separation $L$ of 20 m produces theoretical twin
peaks at ± 13.4 ms, which are indicated in the form of white, vertical bars in Figure 3-23.

Figure 3-22: Long-term frequency-domain EC composed of 30 min estimates per hour over 37 hours, computed at Units 2 and 1 at PP, between 16:00:00 on March 1st and 04:00 on March 3rd. The EC is generated using a clock offset $\tau_0$ of 1.2411 s and clock drift of -0.4294 s per day.

From the long-term coherence plot (Figure 3-22) it is evident that only frequencies up to about 500 Hz are now contributing to the formation of a double peak
structure in the NCF (vs. 1.4 kHz at 10 m separation). Still, as was the case at 10 m separation, the greatest contributions seem to arise from frequencies below 250 Hz.

Diel variability is present again in the ambient noise temporal structure of the lagoon, with the noise field coherence becoming especially strengthened between 18:00 (local sunset) and midnight in the 50 to 250 Hz range (Figure 3-22). These evening bouts of directional activity are associated with peaks at a lag of -10 s in Figure 3-23, which represent a source co-located at the same 48.6° angle from the array’s endfire direction towards the southern portion of the lagoon, as was observed in Section V.B. As was the case at 10 m separation, quick spikes of coherence from directional, transient sources are visible in Figure 3-22, especially during daylight hours, likely related to boat activity. Figure 23 also displays the same 12-hr cyclical fluctuations as Figure 3-12, indicating the effect of tides in the multipath arrival structure.

Figure 3-24 plots two examples of 30 min computations of EC at 04:00 on March 2nd [Figure 3-24(a)] and March 3rd [Figure 3-24(b)], the time periods with the cleanest relationship to Eq. (4). Figure 3-24(c) displays the resulting $NCF_{total}$ function. While the peaks are less evident than at 10 m separation, two peaks that define the endfire noise contributions are clearly visible. The time lag between the peaks indicates that in reality, the relative separation between the two instruments on the ocean floor is 17 m, instead of the 20 m distance measured on the rope.
Figure 3-23: The time-domain EC representation of Fig. 3-22. The theoretical time lags corresponding to a 20 m separation (±13.4 ms) are marked with vertical lines.
Figure 3-24: 30 min-long EC computations in the time-domain as a function of absolute time and correlation lag, generated by averaging 500 snapshots (0.0819 s long) of data at 75% overlap, for a total of 40.96 s of data for each estimate: (a) at a selected $T_{win,1}$ of 04:00 on March 2nd; (b) at a selected $T_{win,2}$ of 04:00 on March 3rd; (c) NCF total function resulting from the vertical sum of (a) and (b) across lags, over time. The theoretical time lags corresponding to a 20 m separation ($\pm 13.4$ ms) are marked with vertical lines in (c).

Due to the noisy structure of the NCF, the peak amplitude function $A(dt/dt)$ (Figure 3-25) fluctuates greatly, and the maximum is not as obvious as in the previous 10 m case. Two candidate peaks are present at 0 ms per day and at 4 ms per day,
signifying that the optimal clock drift $\frac{dT_o}{dt}$ could lie between the estimated -0.4294 and -0.4290 s per day (Table 3-1). The peak visible at -18.6 ms per day arises when aligning the negative peak in Figure 3-24(a) with the positive peak in Figure 3-24(b); therefore that peak can be ignored as a real clock drift candidate.

Figure 3-25: Same format as Fig. 3-16, but derived from instruments separated by 20 m.
If the fine-scale drift estimation is applied to a time period when the background noise is highly directional, for example 21:00 (Figure 3-26), the peak function $A$ does peak at a drift shift of zero, indicating that the relative clock drift estimated from the drift rate of the long-term NCF is consistent with the drift estimate extracted from the summation of two short (30 min) EC computations. This value is different by only 0.6 ms per day from the estimate using motorboat events (Figure 3-27).
Figure 3-26: Same format as Fig. 3-24, but with different time periods used: (a) at a selected $T_{win,1}$ of 21:00 on March 1st; (b) at a selected $T_{win,2}$ of 21:00 on March 2nd; (c) NCF$_{total}$ function resulting from the vertical sum of (a) and (b) across lags over time. The theoretical time lags corresponding to a 20 m separation ($\pm 13.4$ ms) are marked with vertical lines in (c).
Figure 3-27: Same format as Figure 3-25, but using EC estimates at 21:00 on March 1\textsuperscript{st} and 2\textsuperscript{nd}. 
D. Summary of results

Table 3-1: Comparison of time-synchronization results for elements at 10 m and 20 m separation using two methods: a controlled source (boat noise) or diffuse ambient noise.

<table>
<thead>
<tr>
<th></th>
<th>10 m separation</th>
<th>20 m separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using Boat Event</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock offset ($\tau_0$)</td>
<td>2.0631 s</td>
<td>1.2411 s</td>
</tr>
<tr>
<td>Clock drift ($d\tau_0/dt$)</td>
<td>0.27 s/day</td>
<td>-0.43 s/day</td>
</tr>
<tr>
<td>Using Ambient Noise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clock offset ($\tau_0$)</td>
<td>2.0631 s</td>
<td>1.2411 s</td>
</tr>
<tr>
<td>Clock drift ($d\tau_0/dt$)</td>
<td>0.2834 s/day</td>
<td>-0.4294 s/day</td>
</tr>
<tr>
<td>Peak $A(d\tau_0/dt)$(diffuse)</td>
<td>0 s/day</td>
<td>0-0.0004 s/day</td>
</tr>
<tr>
<td>Peak $A(d\tau_0/dt)$(directional)</td>
<td>0 s/day</td>
<td>0 s/day</td>
</tr>
<tr>
<td>Difference in clock drift between boat and ambient noise</td>
<td>$\Delta d\tau_0/dt$</td>
<td>13.4 ms/day</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

A. Ambient noise structure in Laguna San Ignacio

The data spectrograms suggest that at nighttime biological sources dominate the acoustic landscape in LSI (Figure 3-5). This observation agrees with conclusions obtained 25 years ago at the same site (Dalheim, 1984). A particular cluster of directional acoustic sources, located at 48.6° relative to the array’s endfire direction, towards the southern (ocean-facing) end of the lagoon, was found to become active for a period of approximately six hours, starting at sunset. Such chorusing activity seems to be present on a diel cycle over two consecutive days. The repetitive nature of this
noise pattern and its spatial consistency, along with the fact that all boat activity on the lagoon ceases at sunset, suggests a non-human, biological origin, presumably croaker fish. It is known that croaker fish exhibit chorusing behaviors around the early evening, which could explain the strong spatial coherence around those times of the day (D'Spain, 2006) (Figures 3-12 and 3-22). It was croaker chorusing that provided an azimuthally-uniform source for TDGF estimates in much previous work on underwater ambient noise TDGF inversion (Sabra, 2005). Unfortunately, whereas croaker data yielded excellent TDGF estimates in earlier studies, in the data set discussed here the high directionality of this (presumed) croaker chorusing destroys the expected two-peak structure. These time periods are thus rendered unusable for the estimation of TDGF, clock offset or element spacing, although Figures 3-18 and 3-27 demonstrate that the relative clock drift can still be estimated.

A long-term inspection of ambient noise spatial coherence shows transient spikes (Figure 3-12 and 3-22) that match times when heavy boat traffic is present in the lagoon, between 10:00 and 16:00. Though not as common, such spikes sometimes occur at night and could be related to quick bouts of whales vocalizing in close proximity to the array. Mapping the frequency-domain spatial coherence over longer time scales could provide a convenient way to obtain insights about nocturnal patterns in gray whale vocal activity.

Due to the large changes in the ambient noise structure that occur throughout the day, it is not surprising that the quality of the double-peak structure predicted by Eq. (4) changes throughout the day as well. It was empirically determined that the
period between 01:00 and 05:00 yielded the best TDGF estimate. Over the duration of one single data file (40 hrs) this trend was repeated over two consecutive days. Longer-term inspections of this data set could be investigated further to determine if this cyclical pattern holds over periods of multiple days or weeks. In addition, the spatial distribution of the directional sources (group of croaker fish) could also be monitored over longer times to determine whether the directionality shifts over the course of a month.

However, even at times that yield the best TDGF estimate (Figures 3-15 and 3-24), the true element spacing does not perfectly match the measured distance along the array rope, which indicates that despite efforts to keep the horizontal deployment line perfectly straight, the combination of strong tides and currents distort the rope.

B. Comparison between 10 m and 20 m element separation

The sharpness of the TDGF direct-path peaks in the NCF is determined by the frequency bandwidth contributing to the spatial coherence, which can be seen in detail in the frequency domain EC plots (Figures 3-12 and 3-22). At 10 m separation, frequencies up to 1400 Hz present some degree of coherence (Figures 3-11, 3-12, 3-13 and 3-14) whereas at 20 m separation, the coherence is only evident up to about 500 Hz (Figure 3-22). The bandwidth loss between 500-1400 Hz that occurs when extending the separation from 10 m to 20 m highlights the large transmission loss encountered in this complex shallow water environment.
Even with this high-frequency loss the distinctive double-peak structure can still be detected in the time-domain EC images corresponding to both 10 m and 20 m configurations (Figures 3-12, 3-13 and 3-23), so most of the information to create them must stem from the lower frequencies. The noise spectrum between 20-250 Hz in particular presents the strongest spatial coherence at almost all times of day. Wind driven ambient noise is likely a dominant mechanism at those frequencies during the daytime, although diel biological sources can dominate for several hours during the night. Frequencies above 500 Hz contribute little in resolving the timing peaks; thus higher-frequency sources like snapping shrimp are not the main driver of the spatial coherence.

C. Comparison between transient source and ambient noise synchronization

Extracting a TDGF estimate from two different types of sound sources requires appropriate averaging timescales. When utilizing a directional, transient event like circling boats, a small number of snapshots of data (four) were found to be ideal for capturing quick changes in the source-receiver path. Conversely, using the lagoon’s ambient noise requires about 100 times more averaging snapshots (500) to build a strong enough coherence from which double peaks can be extracted.

A two-step approach to computing the clock offset from boat noise (manual alignment of time series, followed by cross correlation of transient and NCF of boat events) was successful at both 10 m and 20 m separation. This clock offset estimate was used as an initial basis for the long-term computations of ambient noise time
synchronization. Therefore, it could be argued that the ambient noise timing estimates are not truly independent of the boat-derived estimates. However, the ambient noise techniques would have still been possible without prior knowledge of clock offset, since a sufficiently large $N_{\text{fft}}$ window was applied to allow detection of a horizontal shift in the peak structure of up to $\pm L/c$. After applying the clock offset estimate from the boat data to the ambient noise computations, no further corrections were necessary, hence noise from boat circles also presented an adequate source for estimating clock offset and the clock drift between the sensors was close to linear with time.

Clock drift estimates computed via long-term ambient noise calculations produced approximations that were only 13.4 ms per day and 0.6 ms per day (at 10 and 20 m, respectively) off from those derived using two boat events more than 12 hours apart (Table 3-1).

In the case of 10 m separation, the ambient noise clock drift estimation from the long-term slope of the double peaks produced an estimate of 0.2835 s per day, which is 13.4 ms per day off from the boat noise drift estimate (0.27 s per day). This result was consistent with an even longer-term measurement that found a zero drift shift in the peak $A$ function, whether diffuse ambient noise (Figure 16) or directional noise (Figure 3-18) was used (Table 3-1). At 20 m separation, the clock drift estimates from boat noise and long-term ambient noise are off by 0.6 ms per day. It was more difficult to distinguish the exact peak in the $A$ function using diffuse ambient noise (Figure 3-25), therefore only defining a range between two candidate peaks (0 to 4 ms
per day) was possible (Table 3-1). However taking advantage of a directional noise source that remains spatially fixed over the course of two days (Figure 3-27), the clock drift between the two 20 m-separated sensors was shown to match the 5 hr NCF prediction and was consistent with the boat-derived estimates.

VII. CONCLUSION

Ambient noise in Laguna San Ignacio, Baja California, Mexico, was recorded for 30 days in 2010 in 8-12 m deep water. The spectral content of and source mechanisms behind the ambient noise at this location remain consistent with those reported 25 years previously by Dahlheim et al.

Autonomous elements of a horizontal array, with elements separated by 10 m and 20 m, were synchronized to within 4 ms per day, using standard methods (a directional boat noise source) and more recent noise cross-correlation methods. The standard method exploited a controlled acoustic source at known locations, in this case a boat outfitted with GPS circling around the array at a radius of about 100 m. The second method exploited the lagoon’s ambient noise to create a noise correlation function (NCF), from which a double-peak structure can be extracted. From Eq. (4) and plots like Figure 15, the element spacing, initial clock offset, and clock drift were determined. The NCF was processed several different ways, by pre-whitening the noise spectrum, calculating its derivative with respect to time and retaining the sign of the raw time series only. The equalized noise covariance $E_{ab}(\omega)$ and its signed
counterpart $S_{\text{all}}(\omega)$ were selected as the best overall tools for resolving a clear double-peak structure at array separations of a few tens of meters. Clock offsets and drifts measured via these two methods are consistent with predictions produced from transient boat sounds.
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CHAPTER 4:

Summary of the Dissertation
I. SUMMARY OF THE DISSERTATION

This dissertation has presented additional insights to the growing body of work concerning how ambient noise (including its anthropogenic components) influences marine mammal passive acoustic monitoring (PAM). Specifically, Chapter 2 of this dissertation investigated the impact of seismic airgun surveys on the diffuse ambient noise spectrum in shallow Arctic waters, which in turn impacts the effectiveness of PAM efforts. Chapter 3 examined how certain features of the diffuse ambient noise background could be exploited as a time-synchronization tool for PAM technologies.

With those final goals in mind, both shallow-water field sites studied in this thesis involved the seasonal presence of large groupings of baleen whales, along with human activities that also produce sound. These anthropogenic sources contribute to, and occasionally even dominate, the local underwater acoustic scene. Although the temporal, spatial and spectral features of the ambient noise background differ significantly between the Alaskan North Slope and the Baja peninsula, this work has demonstrated that acoustic noise can be, colloquially speaking, “both a blessing and a curse,” to marine mammal PAM research: on the one hand, ambient noise can obscure the ability to effectively apply PAM methods as a mitigation tool (Chapter 2). On the other hand, even diffuse ambient noise embeds information that provides a convenient way to time-synchronize lighter and cheaper independent recorders into array form, potentially expanding the capabilities of reliable PAM systems (Chapter 3).
These conclusions still overlook many aspects about impact of anthropogenic noise on the animals’ acoustic ecology, which, as stated initially, constitutes the ultimate motivation for much marine mammal PAM research. Nevertheless, with these results as a starting point, this chapter examines the potential repercussions, as well as recommends complementary directions for future work.

II. IMPLICATIONS OF DISSERTATION RESULTS

In light of the findings from the previous two chapters, I here derive their potential implications to how PAM research is conducted, how the resulting PAM science is interpreted, and how regulatory policies are implemented for mitigation.

Using the methodology developed in Chapter 2, it is now possible to establish the quantified contribution of reverberation arising from industrial impulsive sources to the overall underwater ambient noise budget. This work fills in the gap from previous research that had evaluated this question for continuous sources (Hatch et al., 2008). The results presented here have already helped raise awareness in the bioacoustics community about the important role reverberation can play when developing and standardizing noise level metrics for impulsive noise. Moreover, Chapter 2 raises questions regarding the efficacy of PAM to adequately monitor vocally-active marine mammals in close ranges to a seismic source vessel. Given the large budgets that oil and gas companies dedicate to remaining compliant with federally-imposed marine mammal mitigation practices (Weir and Dolman, 2007), the design of PAM survey protocols should incorporate considerations about the potential
impact from reverberation at various ranges from the source. In general, this evidence reinforces the notion that PAM data should be treated only as a conservative estimate of incidental takes from sound exposure, not as a conclusive assessment.

This reverberation work did not directly explore what the associated repercussion of reduced communication space would be on the acoustic ecology of the surrounding marine life (Clark et al., 2009). However, if PAM recorders were to be considered a proxy for sound exposure to individual animals, the great temporal and spatial variability in metrics like the minimum level metric (MLM) and the reverberation metric (RM) contribute to mounting evidence (Ellison et al., 2012) that rebuffs the current regulatory strategy of utilizing a single, maximum value as a reliable assessment of potential long-term impacts. This supplementary proof also supports the recent shift towards more comprehensive and context-based evaluation frameworks such as in Ellison et al. (2012).

Even as the interpretation of acoustic data becomes more challenging, the actual deployment of these systems may become ever easier. As stated in Chapter 3, arrays built out of autonomous acoustic recorders present many advantages over the traditional, bulky, cabled kind, for example: reduced cost, freedom of configuration and more manageable deployments. The time-synchronization technique presented here may make arrays of independent acoustic sensors more attractive to researchers in the marine bioacoustics community wanting to work with variable array configurations, facilitating and potentially expanding the use of such PAM systems. This surge in access to cheaper acoustic instrumentation may especially benefit small
and relatively new acoustic monitoring projects (like LSIESP), which likely rely on limited resources and cannot finance large vessels to deploy substantial cabling. This promising technology could also boost interest in acoustic monitoring at universities and research institutions in developing countries (like UABCS), driving them to establish local acoustic monitoring efforts, where students could apply their practical research skills, while experiencing a more integrated scientific education.

### III. RECOMMENDATIONS FOR FUTURE WORK

Given economic pressures world-wide, the two industries that drive the shallow-water acoustic sources described here, oil and gas exploration (Chapter 2) and whale-watching tourism (Chapter 3), will certainly only increase in the forthcoming decades (Heitmeyer et al., 2003). Thus the work begun here will undoubtedly continue into the future. Based on my hands-on experience in the field, and the analytical methodologies I developed in Chapters 2 and 3, I offer the following suggestions for improving and implementing future research on both topics.

Since the acoustic monitoring effort that produced the Beaufort Sea data used in Chapter 2 has been ongoing since 2006 (Ireland et al., 2009), it would be interesting to extend the reverberation analysis to the open water seasons of other years before and after 2008, in order to evaluate true long-term trends of the Arctic acoustic environment and the lasting effects of the seismic survey contribution on it. In particular, it would be telling to test the linear regression model correlating wind speed and noise levels (in the form of the MLM) on a year with little-to-no local seismic
survey presence, when the acoustic scene was as close to pre-industrial conditions as possible, providing a continuous, multi-week record of the naturally-occurring background noise levels during summer months. (For example, the summer of 2011 was a season of little local seismic activity on the Alaskan North Slope, and preliminary results indicate that it was possible to detect faint signatures of very distant seismic shots to the north-west of the Beaufort Sea [Thode et al., in prep.]). Validating the correlation between wind speed and noise in the absence of seismic sources nearby would reinforce the conclusions that the reverberation metric truly represents an exclusive estimate of the anthropogenic contribution.

More attention should also be paid to the evolution of the last impulse shot before a shut-down procedure (or the last shot before turning the vessel around). Performing a high temporal resolution (i.e. second by second) analysis of this "final" SEL would provide a means for deriving a “reverberation constant” (Schroeder, 1965), a term used in room acoustics to describe the decay in time of the energy of a disturbance until reaching background levels (as a function of distance to the source). Those background levels however, would still contain an anthropogenic component from the source vessel propeller, an aspect not considered in Chapter 2. Here, all of the non-wind contribution to noise was treated as remnant energy from the seismic pulse, when in reality it is likely that at least the immediate seismic vessel itself is generating a portion of that noise. In view of imminent increases in commercial shipping traffic through the Arctic (Corbett et al., 2010; Wilson et al., 2004), it would seem imperative to improve the methodology to address this issue. One way to tackle
this question would be to again, focus exclusively on periods of time when the seismic airgun array is off but the vessel is nearby, for example while turning around between shooting parallel seismic lines. Eventually other factors ignored in this analysis could be decomposed out of the overall noise budget (Nystuen et al., 2010).

A third suggestion for proposed work based on Chapter 2 involves the stage of calculating the MLM and RM metrics. This analysis contemplated a relationship between the integration parameter $\Delta T_i$ (and thus the FFT length) and the estimated integration time corresponding to the bowhead whale’s hearing, which was inferred from the duration of its most typical call. This species selection reflects the considerable regulatory awareness and large associated resources dedicated in the Alaskan North Slope region to bowhead whale research. However, the resulting metric may not be applicable or ecologically significant to the rest of baleen Arctic whales. Therefore, I would recommend to eventually expand this calculation to other marine mammals, including odontocentes and pinnipeds, by using integration factors that relate to their own particular acoustic perception. Additionally, for all of these species, instead of relying on vocalization duration as an indirect index of hearing integration, this metric could be eventually re-computed to echo advances in our understanding of the functional physiology of marine mammal hearing (Houser et al., 2001; Ketten, 2012; Nachtigall, 2008; Parks et al., 2007) as they become available.

Ultimately, looking forward, the private sector and policy makers should consider standardizing metrics like the MLM and RM into a reporting norm. Beyond that, it could be valuable to invest in turning these metrics into predictive tools that
could adequately estimate levels of noise contributed by seismic surveys through reverberation generated from proposed activities. Together with existing modeling tools like the Acoustic Integration Model (AIM, Frankel et al., 2002), which can estimate point exposure from simulated acoustic footprints in range and depth, these metrics could eventually provide an important step in evaluating the impact from activities within a region in high-temporal resolution, under the framework of the PCAD model (Wartzok and Tyack, 2008) and help aid in the design of parallel PAM studies to ensure that their efficacy is optimal for mitigation purposes.

Another topic in Chapter 3 that was left unexplored is the use of an automated event detector to eliminate episodes (e.g. close-range whale calls) that disrupt the method’s underlying assumption that the ambient noise field between the sensors is azimuthally-symmetric. During the early stages of the thesis research, initial attempts were made to build a gray whale detector based on the “energy integration” feature of the software ISHAMEL (Mellinger, 2002). At the time, the goal was to achieve high levels of detector performance. In accomplishing that, this methodology proved ineffective, because of the high-variability in the parameters of gray whale calls. However, in the context of removing highly directional transient sounds, this limited level of performance may be sufficient to improve the emergence of a clearer NCF or reduce the averaged time required for its emergence.

A second, natural extension to the work in Chapter 3 would be the application of multiple, time-synchronized arrays (by means of ambient noise) to the 2-D localization of an acoustic source, for example, a gray whale. The existence of time-
synchronized arrays permits a variety of techniques to allow the estimation of a source’s bearing. For this project, I suggest calculating source direction from time of arrival differences (TOAD) by cross-correlation of signals corresponding to a pair of sensors (Altes, 1980; Clark and Ellison, 2000; Clark et al., 1986). Similarly to the boat signatures extracted in Chapter 3, inspection of the data has already confirmed that whale calls were recorded on more than one station around Punta Piedra, confirming that this particular acoustic channel supports sound propagation at these frequencies for up to 2 km range.

A gray whale localization application would match the research goals currently carried out by the Laguna San Ignacio Ecosystem Science Project (LSIESP), as it could potentially allow matching between a whale's acoustic activity and its photographic identification or behavioral state. Furthermore, the demonstration of a localization technique at LSI would allow maps to be constructed of call type distribution in the lagoon as a function of time, opening the door for an eventual statistical analysis of correspondence between vocalization repertoire and demographic groups. Furthermore, at an enclosed location like LSI, where a protocol for regular visual censuses is already implemented (by LSIESP), vocally tracking and identifying individuals could potentially lead to the matching of acoustic signatures and individuals.

Finally, given the historical dataset of visual surveys collected by LSIESP/UABCS, once localization is accomplished, the relationship between those census results and our acoustic recordings should be further explored in the context of
population estimates. An initial study at this location (Ponce et al., 2012) has demonstrated that there is potential for the S1-type call rates to correspond non-linearly with visual counts.

Overall, as illustrated by the studies in this dissertation, research into the impact of noise on marine life still tends to focus on the effects of specific and isolated noise sources (commercial shipping, seismic survey, SONAR, etc.) on individuals of a particular species, exclusively located within a determined area during a finite period of time. However, there remains a significant gap in understanding the chronic, cumulative impact of the overall increase in marine noise levels from multiple, diverse sources. Recently, various multi-disciplinary working group efforts have begun undertaking this complex question and are slowly elaborating new frameworks and tools for the assessment of cumulative effects of underwater noise on marine life (Erbe and King, 2009; Streever et al., 2012). Still, more basic research is needed to gain an improved understanding on the impact of a general increase in noise levels across the marine environment, not just the specific impact of a particular development activity.

Given the ranges over which sound can propagate underwater, activities within one location may have an impact many miles from the source and beyond national boundaries, and therefore its regulation may require an international approach. Both field sites presented in this dissertation (Baja California and Alaska) lie within only a few hundred kilometers of major international borders, and the marine mammal species investigated here migrate along corridors that span multiple countries. Thus, I believe that the case studies in this dissertation not only establish near-term results that
can immediately benefit the scientific bioacoustics community, but are representative of the long-term direction of the field of bioacoustic ambient noise studies.
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