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Highlights
- New automatic HFO detection algorithm requires optimization of only one tunable parameter that is related to the number of allowable false positive events. 
- The detector uses an iterative estimate of the background amplitude distribution to choose the threshold. 
- Cross-validation tests indicate that sensitivity is superior to a commonly used automated detector based on RMS amplitude.

Abstract
High frequency oscillations (HFOs) are a promising biomarker of epileptic tissue, but detection of these electrographic events remains a challenge. Automatic detectors show encouraging results, but they typically require optimization of multiple parameters, which is a barrier to good performance and broad applicability. We therefore propose a new automatic HFO detection algorithm, focusing on simplicity and ease of implementation. It requires tuning of only an amplitude threshold, which can be determined by an iterative process or directly calculated from statistics of the rectified filtered data (i.e. mean plus standard deviation). The iterative approach uses an estimate of the amplitude probability distribution of the background activity to calculate the optimum threshold for identification of transient high amplitude events. We tested both the iterative and non-iterative approaches using a dataset of visually marked HFOs, and we compared the performance to a commonly used detector based on the root-mean-square. When the threshold was optimized for individual channels via ROC curve, all three methods were comparable. The iterative detector achieved a sensitivity of 99.6%, false positive rate (FPR) of 1.1%, and false detection rate (FDR) of 37.3%. However, in an eight-fold cross-validation test, the iterative method had better sensitivity than the other two methods (80.0% compared to 64.4% and 65.8%), with FPR and FDR of 1.3%, and 49.4%, respectively. The simplicity of this algorithm, with only a single parameter, will enable consistent application of automatic detection across research centers and recording modalities, and it may therefore be a powerful tool for the assessment and localization of epileptic activity.
1. Introduction

High frequency oscillations (HFOs) are a promising biomarker for the delineation of the seizure-onset zone in epileptic patients (Bragin et al. 2010; Zijlmans et al. 2012), and the removal of brain regions exhibiting HFOs has been correlated with a greater likelihood of seizure-free surgical outcome (Jacobs et al. 2010; Fujiwara et al. 2012). Pathological HFOs are broadly defined as spontaneous electrographic events of at least three to four full oscillations that are clearly distinguishable from the background signal, with frequencies ranging from 80-500 Hz (Buzsáki et al. 1992; Jacobs et al. 2012). Visual identification by expert reviewers is a widely used procedure for detecting HFOs in both scalp and intracranial EEG recordings (Jacobs et al. 2014; Ferrari-Marinho et al. 2015), and it is currently considered the gold standard (Worrell et al. 2012). This type of manual detection affords great adaptability to recordings with different baseline levels, and rejection of artifacts can be accomplished simultaneously. However, the results are subjective; Zelman et al. (2012) reported 60.98% agreement between two trained, human reviewers. The process is also highly time-consuming, as visual identification of HFOs in 2 minutes of EEG recordings with 8 channels can take about two hours. For these reasons, visual analysis is infeasible for longer studies. To overcome these disadvantages, there has been a push to develop automatic detection algorithms to improve the speed and accuracy of detection across different recordings and clinical settings, with the long-term goal of eventually replacing traditional visual identification.

HFO detection typically consists of two steps: (1) initial detection of candidate events and (2) rejection of artifacts and other false positives. A majority of published detectors focus primarily on the first step of this process and rely on human visual validation for the rejection of artifacts (Staba et al. 2002; Gardner et al. 2007; Crépon et al. 2010) or accept the results of detection without post-processing (Zelmann et al. 2010; Dümpelmann et al. 2012; Chaibi et al. 2013). To detect high frequency events that stand out from the background, these algorithms filter the raw data in the frequency band of interest and then estimate the energy of the signal using various techniques, including the RMS amplitude (Staba et al. 2002), line length (Gardner et al. 2007), Hilbert transform (Crépon et al. 2010), Hilbert Huang transform (Chaibi et al. 2013), or a combination of techniques (Zelmann et al. 2010; Dümpelmann et al. 2012). Then a threshold is applied, along with other parameters such as minimum duration, minimum number of oscillations, or minimum time between successive events. Increasing the complexity of the algorithm can improve accuracy, but it also makes implementation more difficult. Most algorithms require a complex optimization of three to four parameters, and this optimization step is critical for achieving accurate performance (Zelmann et al. 2012).

More recently, several algorithms for automated artifact rejection have been developed (Burnos et al. 2014; Cho et al. 2014; Amiri et al. 2016; Gliske et al. 2016). These algorithms are independent from the initial detection, which is accomplished through either human visual analysis (Amiri et al. 2016) or an existing detector (Burnos et al. 2014; Cho et al. 2014; Gliske et al. 2016). These methods reduce the number of false detections, but again increase the complexity and number of parameters, making implementation more challenging.

Overall, both detection and artifact rejection algorithms tend to be optimized for the recordings of a specific research group, as they are highly sensitive to characteristics of the data, including the source and prevalence of artifacts. This makes it difficult to directly compare results of different studies and remains a barrier to the translation of automated HFO detection to the clinical setting. We hypothesize that simplifying the detection procedure will aid in overcoming some of these challenges.
Therefore, we propose a new algorithm for automatic detection of HFOs in human intracranial EEG (iEEG) data focusing on simplicity and ease of implementation. This method requires optimization of only one parameter, the amplitude threshold, which is directly related to the sensitivity and specificity of the detection. We propose two approaches for selection of the threshold: an iterative method and a non-iterative method. The iterative algorithm stems from the idea of distinguishing transient burst-like events from background noise, as is done in single-molecule fluorescence experiments (Grange et al. 2008). In those experiments, the fluorescence intensity is analyzed, which is always a positive quantity; therefore, we adapt the rectified filtered iEEG signal to the algorithm. Based on the amplitude of each oscillation in the filtered data, an estimate of the probability distribution of the background activity is obtained via an iterative process and is used to calculate an optimal amplitude threshold. In the non-iterative method, the threshold is calculated directly from the mean and standard deviation of the filtered, rectified signal. We directly compared the performance of our algorithm to the Root Mean Square (RMS) detector (Staba et al. 2002) by testing them on the same dataset of visually identified HFO events from Zelmann et al. 2012. Because our algorithm achieves accurate performance and requires the optimization of only a single parameter, it offers advantages over alternative methods for the initial detection of candidate HFO events.

2. Methods

2.1 Electrophysiological Recordings

All recordings used in this analysis were previously published by Zelmann et al. (2012). The iEEG recordings were collected between September 2004 and April 2008 from 45 patients with medically refractory epilepsy who underwent depth macro-electrode implantation at the Montreal Neurological Hospital. Recordings were sampled at 2 kHz and low-pass filtered at 500 Hz. The dataset contained 1-minute segments of slow wave sleep from 19 patients, each with 10-39 channels. As in the original study, channels with continuous artifacts, channels containing zero visually-detected HFOs, and channels without distinguishable baseline were excluded, leaving 373 channels for analysis.

2.2 Channel selection and event identification

HFOs were visually identified by two experienced reviewers at the Montreal Neurological Institute. In addition to HFOs, reviewers marked baseline segments of data with no oscillatory activity (no possible HFOs) with a maximum length of 400 ms (NegBASE). If baseline segments exceeded the maximum duration, they were split into multiple 200 ms-long events. For this study, automatic detection was performed on the ripple band (80-250 Hz) because there were very few visually marked fast ripples (250-500 Hz).

Two validation schemes introduced by Zelmann et al. (2012), referred to as “strict” and “open” validation were used to evaluate the performance of the automatic detectors. The strict validation was based on HFOs (PosAND) and baseline segments (NegBASE) jointly marked by both reviewers, representing positives and negatives respectively. In the open validation scheme, events marked by either one or both reviewers (PosANY) were considered, since events marked by only one reviewer are possible HFOs, but with lower probability. In this scheme, the negative baseline was defined as any iEEG segment with a minimum of 25 ms separation from any PosANY event. Sensitivity and FPR were evaluated based on strict validation; on the contrary, false detection rate (FDR) employed open validation.

We excluded four channels because they contained only fast ripples (250-500 Hz) with no ripples, leaving us with 369 channels for analysis. Within these channels, 20% (73 channels) were randomly selected to serve as training channels to
optimize the parameters of the RMS detector. The remaining 296 channels were used to evaluate the performance of both automatic detectors, which contained 7561 PosAND HFOs, 12316 PosANY HFOs, and 43101 NegBASE segments that were visually identified.

2.3 Automatic detection algorithm

The detection procedure starts with a band-pass filter (80-250 Hz; finite impulse response filter, fstop1 = 70 Hz; fpass1 = 80 Hz; fpass2 = 250 Hz; fstop2 = 260 Hz; stopband attenuation = -60 dB) applied to the iEEG recordings. The signals are filtered forward and backward to obtain zero-phase distortion. The filtered signals are then rectified, and the amplitude of each oscillatory cycle is measured by identifying each “peak” (local maximum) in the rectified data (Figure 1). Our algorithm then consists of choosing a threshold for the local maxima and identifying events that have a minimum number of oscillations above that threshold. More specifically, we look for a number of rectified peaks that exceed the threshold within a window of time, e.g., for 6 consecutive peaks, at least 5 are above the threshold.

Here, we propose two methods for choosing the threshold: (1) calculated based on the mean and standard deviation of the peak amplitudes and (2) determined via an iterative process to estimate the amplitude distribution of the background activity. We will refer to these as the “non-iterative” and “iterative” methods, respectively. In the non-iterative method, the threshold is calculated directly from the peak amplitudes (local maxima) of the rectified filtered signal, defined as the mean plus a number of standard deviations. In the iterative process for threshold selection, we first create a histogram of the peak amplitudes (Figure 1E). We model the background activity of the channel with a gamma distribution, \( f(x) \), which can be estimated as

\[
f(x) = \frac{1}{\Gamma(k)\theta^k} x^{k-1} e^{-\frac{x}{\theta}}, \quad x \in (0, \infty)
\]

where \( k \) and \( \theta \) are the shape and scale parameters of the gamma probability distribution, respectively. In channels with HFOs, the presence of the high amplitude activity will cause an observable long tail at the upper end of this distribution, superimposed on the background activity. In the first iterative step, \( k \) and \( \theta \) are estimated using the height of all peaks (via MATLAB function “gamfit”), which will include both background activity and HFOs. The shape and scale parameters are used to construct an estimated probability distribution \( f(x) \) to represent the amplitude of background activity (Figure 2A). We then define a cutoff of \( F(x) > 1 - \alpha \), where \( F(x) \) is the cumulative probability distribution function of \( f(x) \) (Figure 2B). Peaks with amplitude above the cutoff are excluded from the distribution and then \( k \) and \( \theta \) are recalculated for the new improved estimate of the background activity, \( f(x) \). Note that the cutoff value is tuned by a single parameter, \( \alpha \), related directly to the number of peaks that are removed in each step of the process; for example, if \( \alpha = 0.01 \), peaks that fall within the top 1% of the estimated \( f(x) \) will be removed during each iteration. The threshold based on alpha is determined relative to the amplitude of the signal, rather than being an absolute threshold in terms of microvolts. For example, with \( \alpha = 0.01 \), a signal with a mean amplitude of 100 \( \mu V \) will have a higher threshold than a signal with a mean amplitude of 50 \( \mu V \). The process is then repeated with the new estimate of \( f(x) \) until the values of \( k \) and \( \theta \) converge and no additional peaks are removed with each iteration. At this point, \( f(x) \) is the estimate of the underlying background distribution given a tolerance for false positives (\( \alpha \)). We then define the threshold for detection based on the cutoff value of the final iteration (Figure 2B). The threshold will depend on the magnitude of \( \alpha \), with higher values of \( \alpha \) leading to a lower threshold. In both approaches, the user must only provide one parameter to set the threshold, either the number of standard deviations above the mean or the tolerance for false positive
detections, respectively. After threshold selection, all peaks with amplitudes above the threshold are marked, and events with at least 5 out of 6 consecutive peaks above the threshold are defined as HFOs.

We tested the detector performance as a function of the threshold (Section 2.5), and we also measured the robustness of the algorithm to changes in the shape of the amplitude probability distribution, the number of iterations for threshold convergence, and the required number of consecutive peaks above threshold (see Section 3.3).

2.4 RMS detector

The RMS detector (Staba et al. 2002) is based on the energy of the moving average of the root mean square amplitude of the filtered signal. In the original publication, the signal was bandpass filtered from 100-500 Hz, and segments of data in which the RMS value exceeded a threshold for at least 6 ms were marked as pre-qualified events. The threshold was defined as five standard deviations above the mean RMS value. Events less than 10 ms apart were joined together and considered as a single event. Finally, to be qualified as HFOs, the events were required to have at least six rectified peaks above a second threshold, which was three standard deviations above the mean of the rectified filtered signal. Originally, the detector was designed to identify HFOs in hippocampus and entorhinal cortex microwire recordings in humans (Staba et al. 2002), and it was used in the studies of microelectrode recordings in temporal regions (Staba et al. 2004; Staba et al. 2007). The RMS detector is one of the most widely used automatic HFO detectors in published studies (Gardner et al. 2007; Blanco et al. 2010; Zelmann et al. 2012; Gliske et al. 2016).

Before applying the RMS detector to our dataset, we used the training data to optimize all parameters, in order to ensure the best possible performance. We implemented the same filter for both detectors (see Section 2.3), while the following parameters required optimization: duration of moving window to calculate RMS amplitude, minimum event duration, RMS threshold (1st threshold), rectified threshold (2nd threshold), and minimum time gap between consecutive candidate events. All parameters except the RMS threshold, which was selected from the ROC curve, were optimized via the training channels (20% of all channels). We tested 4-10 ms for RMS window size; 4-24 ms for minimum event duration; 1-3.5 times the standard deviation above the mean for the rectified threshold; and 4-13 ms for minimum time gap between consecutive events. The HFO detection was performed in the training channels, and a single ROC curve was constructed for each parameter combination by varying the number of standard deviations for the RMS threshold. The parameter set that gave the best performance at the optimum RMS threshold (the point on the ROC curve that was closest to the upper left corner of the plot) was chosen as default: 10 ms for RMS window size, 6 ms for minimum event duration, one standard deviation for rectified peak threshold, and 13 ms minimum time gap between consecutive events. Then the RMS detector with the optimized parameters was applied to the 296 channels reserved for testing and the RMS threshold was optimized using an ROC curve in the same way as α for our detector (see Section 2.5). Note that these parameters were different from the original study of Staba et al. 2002.

2.5 Evaluation of detector performance

Performance measured from ROC curve

The performances of both automatic detectors were evaluated via an ROC curve, which is plotted using sensitivity and FPR under the strict validation scheme. To calculate sensitivity and FPR, true positives (TP) were defined as detected
events that matched PosAND. False positives (FP) were automatically detected events that corresponded to a visually marked baseline. True negatives (TN) referred to the NegBASE segments containing no automatically-detected HFOs. False negatives (FN) were undetected PosAND. Then sensitivity was defined as TP/(TP+FN), and FPR was defined as 1–TN/(FP+TN). The ROC curves were created by varying $\alpha$ for our detector and varying the first RMS threshold (specifically the number of standard deviations) for the RMS detector. The optimum values of $\alpha$ and the threshold were chosen by identifying the best balance between sensitivity and FPR, the point on the ROC curve that was closest to the upper left corner of the plot. The performance at this optimum value illustrates the best possible performance of the detector. In addition, the area under the ROC curve (AUC), which ranges from zero to one (one indicating perfect performance), is used to represent the detector’s overall performance.

Note that FPR reflects only the falsely detected events within the visually-marked baseline segments; therefore, this measure does not account for the events that are neither HFOs (PosANY) nor baseline (NegBASE), which are likely to be moderate amplitude events. Accordingly, the false detection rate (FDR) was introduced as the number of detected events that did not overlap with PosANY events, including false positives, divided by the total number of detected events.

Optimization of $\alpha$ or the threshold was performed in three different ways: (1) across channels, with $\alpha$ or the threshold optimized for each individual channel, representing the best possible outcome of the detector, (2) across patients with a single value for all channels within each patient, illustrating the robustness of the detector when applied to different patients, and (3) grouping all events together, using a single value for all channels.

**Performance measured from cross-validation**

Cross-validation was used as a more stringent evaluation of the detection performance. Ideally, the detector would be optimized for each channel based on visual markings from a short amount of data within that particular channel, at least one minute free of artifact, and those settings would be used for the remaining data. However, this was not possible here because the dataset contained only one minute of data for each channel. We therefore measure the performance of the detector using independent subsets of channels for training (optimizing) and testing. This implementation method would only be used if visual detection is not available for all channels. It illustrates the performance of the detector when a single parameter setting is applied to new data, without taking the characteristics of the new signals into account.

We apply an eight-fold cross-validation technique, where 296 channels are randomly assigned to eight subsample groups with 37 channels each. For each iteration, one subsample group is selected for testing and the seven remaining groups are used for optimizing. The average optimum $\alpha$ value from all seven training groups (derived from ROC curves) is used to perform automatic detection in the remaining testing group. This procedure is repeated eight times, so each subsample group is tested once.

3. Results

3.1 Detector performance

**Comparing the performance across channels**

The ROC curves for each channel were created using a range of $\alpha$ values or the number of standard deviations to determine the amplitude threshold. The optimum threshold for each channel (the threshold on the ROC curve closest to the upper left-hand corner, representing the best performance) was selected, and then the associated performance was vertically
averaged across all 296 channels (Figure 3). Note that this performance, in which the threshold was optimized for each channel, represents the best possible detection performance for the detector. For our detector with iterative threshold selection, the averaged AUC was 0.995. The average sensitivity was 99.6%, and the FPR and FDR were 1.1% and 37.3%, respectively (Table 1). For the non-iterative method, the sensitivity, FPR, FDR and AUC were 99.5%, 1.1%, 36.9%, and 0.995, respectively (Table 2). The RMS detector had 98.9% sensitivity, 0.7% FPR, and 34.6% FDR, with an area under the ROC curve of 0.995 (Table 3). The difference in detection performance was tested with a Wilcoxon signed rank test. The test failed to reject the null hypothesis when comparing the two different thresholding schemes for our detector. This was expected, as the only difference was how the threshold was selected. However, the sensitivity and AUC of our detector, with the iterative method, were statistically significantly higher than the RMS detector, at p<0.01 and p<0.05, respectively, but the FDR was significantly higher, p<0.05. Our detector, with the iterative method, exhibited error-free performance in a large number of channels. In 257 of 296 total channels (86.8%), all visually marked PosAND events were identified at the optimum threshold (100% sensitivity), and 187 of them (63.2% of all channels) had all PosAND events detected with zero FPR, representing perfect performance (AUC =1). Only 9 of the 296 channels (3.0%) had sensitivity below 95%.

The optimum RMS threshold ranged from -1.7 to 8.5 (mean 2.15) standard deviations above the mean RMS value. Similarly, in our detector with the non-iterative approach, the standard deviation of the rectified peak amplitude ranged -0.5 to 10.0 (mean 2.41). The negative values of standard deviation for the optimum threshold need to be interpreted with caution because this indicates that the optimum threshold was lower than the mean value for the signal.

Comparing the performance across patients

We then assessed the performance of each detector when a single value of α or number of standard deviations was used for all channels within a patient’s dataset. This illustrates the robustness of the detector when it is applied to channels with different amplitudes and background characteristics. All ROC curves within each patient were averaged together with equal weighting, and the average AUC, sensitivity, FPR, and FDR were obtained for each of the 19 subjects (Figure 4). Here, a single α value or number of standard deviations cannot optimally represent all channels due to the variation in background activity in each channel. In channels with an active background, the detector requires a higher α (lower threshold) to capture more peaks because there are random peaks from background activity mixed in with the detected peaks of HFOs, while HFOs can be detected with a lower α (higher threshold) in quiet channels. Therefore, the performance of our detector with iterative threshold selection decreased (0.980 AUC, 93.6% sensitivity, 5.2% FPR, and 66.9% FDR; see Table 1) compared to the case where it was optimized for every single channel. A similar trend can be observed for both the non-iterative method (0.976 AUC, 92.7% sensitivity, 6.0% FPR, and 66.6% FDR; see Table 2) and the RMS detector (0.973 AUC, 92.2% sensitivity, 5.4% FPR, and 64.0 % FDR; see Table 3).

Comparing the performance across all events

Both detectors were tested when a single α value or number of standard deviations was used across all 296 channels. Again, all channels were weighted equally. As in the previous section, we expected a decrease in detection performance because the level of background activity varies across channels and subjects. For our detector with iterative threshold selection, the optimum value of α was 0.065. At this parameter setting, it identified 75.3% of PosAND events (5696 out of 7561) and 65.4% of PosANY events (8051 out of 12316); further, 95.1% of baseline segments (NegBASE, 40985 out of 43101) were free of detected HFO events. The performance indicates that reliable detection was achieved by using one single
value of $\alpha$ to iteratively select a threshold in all channels, with an average sensitivity of 93.1%, FPR of 6.4%, FDR of 71.6%, and AUC of 0.981. Similar outcomes were found for our detector with the non-iterative approach (92.3%, FPR of 6.1%, FDR of 68.0%, and AUC of 0.979 at the optimum threshold, which was 0.80 standard deviations above the mean of rectified peak amplitude). The RMS detector also illustrated comparable accuracy, with an average sensitivity of 92.0%, FPR of 7.0%, FDR of 66.2% and AUC of 0.976 at a threshold equal to the mean plus 0.63 standard deviations of RMS amplitude. The ROC curves for both detectors are shown in Figure 5.

**Cross-validation of the automated detection algorithm**

In the previous sections, optimization of the threshold was based on the prior knowledge of all visually detected events as a “true” reference via ROC curve. However, in practice, it may not be realistic to complete visual detection on all channels, especially in the case of intracranial recordings, which often have over one hundred channels. Cross-validation techniques serve as a measure of this worst-case scenario, in which the detector is optimized on one set of channels and the parameters are applied to a different set of channels. This is the most stringent test of performance, as each channel’s background characteristics and HFO amplitude are independent from those of the other channels. We implemented eight-fold cross-validation, in which seven subgroups of channels were used to optimize the threshold and subsequently tested on the remaining channels. Note that this is not typically how the detector would be implemented. In general, it is best to use a portion of the data within each particular channel to optimize the parameters for that channel, e.g. use the first minute of a ten-minute recording.

For our detector with iterative threshold selection, the optimum $\alpha$ value of the eight cross-validation iterations ranged from 0.036 to 0.038. The average sensitivity, FPR, and FDR were 80.0%, 1.3%, and 49.4%, respectively. In the case of our detector paired with non-iterative thresholding, the performance decreased to 64.4%, 0.4%, and 31.2% for sensitivity, FPR, and FDR respectively. The optimum number of standard deviations for the threshold ranged from 2.35 to 2.5. Similarly, the RMS detector had 65.8% sensitivity, 0.5% FPR, and 33.4% FDR. The optimal thresholds for the RMS detector ranged from 2.10 to 2.20 standard deviations above the mean RMS. There was a large decrease in sensitivity for both detectors when the threshold was determined using the amplitude of the signal (mean plus number of standard deviations). These results indicate that the iterative method for threshold selection is more robust than directly using the statistics of the amplitude because it adapts to the characteristics of each channel.

**3.2 Parameter optimization to reduce the false detection rate**

When optimizing $\alpha$ individually for each channel, our detector demonstrated very high sensitivity, but the FDR was 37.3%. False detection of events remains a barrier to the practical implementation of automatic algorithms. There are several means to reduce the FDR, e.g. applying post-processing steps (Burnos et al. 2014; Cho et al. 2014; Amiri et al. 2016; Gliske et al. 2016) or using human validation (Staba et al. 2002; Gardner et al. 2007; Crépon et al. 2010). Here we propose another approach, in which $\alpha$ is optimized based on FDR instead of FPR.

More specifically, we optimized the threshold using the precision and recall curve, which is the plot of sensitivity and 1-FDR, rather than the ROC curve. Here, the optimum threshold was defined as the point on the curve that was closest to the upper right corner of the plot. Our detector with iterative threshold selection achieved a sensitivity of 89.1% (originally 99.6%), but the FDR was reduced by more than half to 16.5% (from 37.3%; see also Table 1). There were only 20 channels (6.8%) in which the FDR exceeded 50% and only 2 channels (0.7%) with sensitivity less than 50%. Both the non-iterative
method and RMS detector performed similarly; see also Table 2 and 3. Note that, as with all other results presented here, the only parameter involved in the optimization of our detector was \( \alpha \) or the number of standard deviations. Therefore, adjusting this single parameter enables us to choose whether we prioritize high sensitivity or high specificity.

### 3.3 Algorithm design

In addition to the parameter \( \alpha \), the design of the automatic detection algorithm involved several important elements. For example, we also chose a probability distribution to model the amplitude of the background activity, the maximum number of iterations for convergence of the threshold, and the number of consecutive oscillations required to define an HFO event. However, we found that changes to these elements did not have a significant effect on the detection performance, as demonstrated below.

**Probability distribution for the background activity**

A key step in the detection algorithm is the estimation of the amplitude probability distribution for the background activity. To estimate the true distribution with minimal influence from HFOs, the 33 channels with the fewest visually detected HFOs (i.e. PosANY was less than three events) were used as representative of background activity. We compared gamma distributions to the amplitude histograms of the rectified band-pass filtered iEEG recordings. A Kolmogorov-Smirnov test showed that 31 channels were consistent with a gamma distribution (\( p < 0.05 \)). Furthermore, a Q-Q plot showed that the peak amplitude distribution was a good match to the reference distribution at low quantiles (data not shown). At high peak amplitudes, however, the sample distributions deviated from the reference. Therefore, both the Kolmogorov-Smirnov test and the Q-Q plot confirmed our hypothesis that without HFOs, the gamma distribution would be a good model for the peak amplitude distribution of the background activity. We performed the same tests with a zero-truncated normal distribution to determine whether it could be used as a model of the probability distribution of the peak amplitude. Interestingly, the two distributions gave comparable performance, which suggests that the detection outcome is robust to a change of the model distribution. For all results presented here, we selected a gamma distribution as the default model for the background activity.

**Number of consecutive peaks above threshold**

For the purposes of detection, the definition of an HFO may vary slightly depending on the automatic detector algorithm and the study. Generally, an HFO is required to have 3-5 consecutive cycles above a threshold (Staba et al. 2002; Jacobs et al. 2008). Here we used the number of local maxima (“peaks”) in the rectified filtered iEEG recordings to count the oscillations, with one oscillation consisting of two consecutive rectified peaks. We tested performance while varying this parameter from 4 to 8 consecutive peaks. When a high number of consecutive peaks was required, the optimum \( \alpha \) value was increased (indicating a lower threshold value), enabling events with more consecutive peaks to be detected. Our results indicated that detector performance was robust to changes in the required number of oscillations; because the threshold was recalculated each time, \( \alpha \) increased as a function of the number of consecutive peaks. As shown in Figure 6, the difference between each condition was primarily in the FDR value (more than 3% difference between the top three conditions with highest sensitivity, 42.5%, 39.3%, and 40.3%), while the sensitivity difference among the best conditions was less than 0.5% (99.7%, 99.4%, and 99.2% in the 4 out of 5, 5 out of 6, and 6 out of 7 conditions, respectively). We chose 5 out of 6 consecutive peaks within the test window, i.e. for a group of 6 consecutive peaks, at least 5 needed to exceed the threshold, as a default setting for our detector because it offered the best balance of sensitivity and FDR at the optimum threshold.
Number of iterations

Our algorithm employed an iterative process together with the estimate of the peak amplitude distribution, which enabled us to optimally adjust the threshold based on the selected $\alpha$. After a number of iterations, e.g. up to 10-11 iterations in channels with very high $\alpha$ value, the estimate of the peak amplitude distribution converged and the stable cutoff value was used as the detection threshold. Once this occurred, additional iterations of the algorithm did not affect the final estimate of the distribution. The rate of convergence varied and depended on the magnitude of $\alpha$ and the peak amplitude probability distribution. In our study, 15 iterations were sufficient for all channels while still minimizing the computational cost. With our desktop system (CPU: intel i7-4790k, 16 GB of RAM), one minute of iEEG with 20 channels recorded at a 2 kHz sampling rate required approximately 1-2 seconds for filtering and rectification; after that, the detection procedure took an additional 2-3 seconds per channel for a single value of $\alpha$. To calculate the ROC curves, 40-60 different values of $\alpha$ were tested, which took 4-6 minutes for each channel.

3.4 Optimum alpha values

Alpha ($\alpha$) was the only parameter in our algorithm that had a substantial impact on the accuracy of HFO detection. Since $\alpha$ is related to the threshold, it affects the number of detected events. Lowering $\alpha$, which raises the threshold, reduces the detection sensitivity together with the FPR and FDR. In this case, the detected events have a higher probability of being real HFOs, but overall fewer HFOs are detected. On the contrary, increasing $\alpha$, which decreases the threshold, allows more falsely detected events which results in an increase in sensitivity; however, the FDR and FPR also increase as more peaks are detected.

In section 3.1, we showed that the detection performance was best when $\alpha$ was individually optimized for each channel, rather than using a single value of $\alpha$ for multiple channels. Recall that alpha determines the percentage of peaks in each iteration that are marked by the detector as being possibly associated with an HFO. Therefore, in a channel with a quiet background and prominent HFOs, we can select very few peaks (high threshold, low alpha) and still detect all HFOs. On the other hand, when there is an active background, the peaks associated with HFOs are mixed with “noisy” peaks, which may be approximately the same height. In this case, the detector must mark many more peaks as possibly associated with HFOs (high alpha) in order to detect the events. Across all channels, the optimum alpha values ranged from 0.0001 to 0.135. Most channels had $\alpha$ values on the order of $10^{-3}$ when we optimized the detector with an ROC curve (Figure 7A). When $\alpha$ was optimized using a precision and recall curve, its value tended to be lower, which increased the threshold and reduced the number of falsely detected events, (Figure 7B); however, there were some channels in which $\alpha$ was significantly higher. Overall, detection performance in those channels was poor, but these channels tended to have a very few or only a single visually marked HFO.

4. Discussion
Here we have presented a simple automatic detection algorithm for HFOs that consists of filtering and rectifying the data, then counting consecutive peaks above a threshold. An optimum threshold can be determined using an iterative process to estimate the statistical properties of the background activity, or it can be based on the mean and standard deviation of the peak amplitudes. The algorithm requires optimization of only a single parameter, greatly simplifying the implementation of automatic detection. Importantly, we have shown that the performance of this detector is comparable to or better than the most commonly used published algorithm, which makes it a suitable technique for the initial detection of candidate HFOs. It could also be paired with an algorithm for the automatic rejection of artifacts and false positive detections; because these post-processing steps increase the number of parameters and overall complexity, it is advantageous to use the simplest possible approach for the initial detection of candidate events.

The iterative and non-iterative methods used in our detection algorithm gave comparable results in most cases, but sensitivity using iterative threshold selection was superior in a cross-validation test. When the threshold was optimized for each individual channel, both approaches performed similarly: average sensitivity, FPR, and FDR were approximately 99%, 1%, and 37%, respectively. This result was expected, as the only difference was the method of threshold selection; therefore, the ROC curves of both cases were theoretically the same. A slight difference in the observed performance between the two approaches, which was not statistically significant, resulted from differences in the smoothness of the ROC curve. Using a fixed threshold for all channels caused a decrease in detection performance, due to the variation between channels. However, our detector still provided satisfactory results with approximately 93% sensitivity, 6% FPR, and 70% FDR for both the iterative and non-iterative approaches. The biggest difference between the two approaches occurred for the cross-validation test. The iterative method yielded better sensitivity (80.0% compared to 64.4% for our detector with the non-iterative method). While the non-iterative method resulted in lower FPR and FDR, the sensitivity is the most crucial factor, as false detections can be reduced by post-processing procedures. Therefore, when optimizing channels independently, the iterative method is more robust to variation across channels compared to the non-iterative method in which the threshold is directly calculated from the mean and standard deviation of the amplitude.

The two thresholding schemes each have strengths and weaknesses. The non-iterative method is the simplest method we tested, and it is also the least computationally expensive. However, our results showed that there is no intuitive way to choose the number of standard deviations for the threshold. When the threshold was individually optimized for each channel, the optimum number of standard deviations ranged from -0.5 to 10.0 (mean 2.41). Thirteen of 296 channels had a negative number of standard deviations as the optimum threshold, resulting in a threshold that was below the mean. In those channels, the overall amplitude of the signal was significantly higher than other channels, causing the mean and standard deviation to be much larger than usual. The amplitude distribution was non-normal and highly skewed; therefore, the mean and standard deviation were not appropriate metrics for the selection of a threshold. Overall, the wide range and possibility of needing negative values presents an obstacle for appropriate selection of a threshold. On the other hand, the iterative method is more complex and computationally intensive, but it is able to adapt to the characteristics of the data in each channel. It therefore performs better when the detector is optimized on one dataset and then applied to an independent set of data. Moreover, the optimal \( \alpha \) values ranged from 0.0005 to 0.145 (mean 0.037); selection of this parameter is easier, as its range is narrower and its value is always positive.
The detection performance of our algorithm was either comparable or superior to the RMS detector when tested using the same iEEG data, visually-marked HFOs, and evaluation scheme. It was comparable when testing the best possible performance using an ROC curve, but the sensitivity for the iterative method was superior in the cross-validation test (80.0% for iterative method, 65.8% for RMS). This is somewhat expected because the RMS detector was initially designed for use with microwire data, and it has been shown that the characteristics of high frequency activity depend on electrode size (Worrell et al. 2008). However, the RMS detector has been successfully implemented in various recording schemes, including microwire electrodes (Staba et al. 2002; Staba et al. 2004) and macro- and microelectrodes (Zelmann et al. 2012; Gliske et al. 2016). Importantly, the results of our tests demonstrate that good performance is dependent on proper optimization of all parameters, not just the threshold. Optimization of four parameters using the training channels was necessary to achieve detection performance similar to our detector. Here, most of the optimum parameters that were used for the RMS detector were different from the original study, especially the RMS threshold. The average RMS threshold across the 296 test channels was only 0.80 standard deviations above the mean, while the original study recommended 5 standard deviations. Similar to the non-iterative method, the optimal RMS threshold had a wide range of values, including negative values of the standard deviation. If we had limited the standard deviation to positive values to ensure that the HFO amplitude was greater than the mean, the performance of the RMS detector would have been significantly worse.

Taking all of these results into consideration, we recommend the following guidelines for implementation of an automated detector. The best performance will be achieved if visual detection is first performed on a small segment of data from each channel, approximately one minute. These visual detections can be used to optimize \( \alpha \) or the number of standard deviations for each channel, which can then be applied to detection in the remainder of the dataset. In this situation, we anticipate that our detector and the RMS detector will perform similarly, but the four parameters of the RMS detector must be optimized on an independent dataset prior to this procedure. Our detector does not require this initial optimization step. On the other hand, if visual detection is only available for a subset of channels, the parameter \( \alpha \) can be optimized using that group of channels and then applied to the rest of the dataset. This is analogous to the cross-validation test we performed. Therefore, in this case, the best performance will be achieved with our detector, using the iterative method of threshold selection.

The high number of falsely detected events remains a challenge in the implementation of automated detection. While threshold optimization based on the ROC curve yields high sensitivity and extremely low FPR, this low FPR must be interpreted with care because it does not reflect all falsely detected events. The FPR includes only the detected events that lay within visually marked baseline segments. Detected events that occurred within unmarked sections of the signal (not clearly baseline and not an HFO) were not included in this number, but instead contributed to the FDR. The FDR for both detectors was as high as 36.1%, which means that approximately one third of detected HFO events occurred outside of the PosANY visual markings. Several techniques can be implemented to reduce this value. Here, we optimized the threshold based on a precision and recall curve, rather than using an ROC curve. When we did this for the iterative method, the average sensitivity across all channels decreased from 99% to 89%, but the FDR showed a much greater decrease, from 36% to 17%. This trade-off between sensitivity and specificity may be desirable in some applications, such as the analysis of long datasets in which visual rejection of falsely detected events is not feasible. Note that the detection performance in several channels suffered due to very few HFOs (there were 17 channels with only one visually-marked HFO), a very active background with continuous
high frequency activity, and the detection of artefactual waveforms (the sensitivity was below 50% in two channels, and the FDR exceeded 50% in 27 out of 296 channels). Another option to reduce the FDR and detection of artifacts is to apply a post-processing step to eliminate falsely detected events and leave only “true” HFOs. This can be done either automatically, using an artifact rejection algorithm (Burnos et al. 2014; Cho et al. 2014; Amiri et al. 2016; Gliske et al. 2016) or data classification via clustering (Blanco et al. 2010; Malinowska et al. 2015), or manually with supervision by experts.

There are two possible limitations to the automatic algorithm presented here. First, for the iterative threshold selection, we assumed that HFOs were rare and that the high amplitudes associated with these events would be superimposed on a stable distribution of the background amplitude. If HFOs occur frequently, the estimation of the background activity will be inaccurate and will result in a drop in performance. However, channels with this characteristic are typically quite difficult to interpret, even for human reviewers, so it is perhaps not surprising that it also provides a challenge for automatic detectors. Moreover, the dataset used for testing contained such channels, and this method still demonstrated good overall performance. Second, because the detection relies on identification of local maxima in the rectified filtered EEG signals, the accuracy may be sensitive to high amplitude events, including artifacts. On the other hand, the requirement that each event have a number of consecutive peaks above the threshold will help reduce the detection of short, sharp transients, as they usually cause only a few full oscillations in which the amplitude is high enough to exceed the threshold in the filtered data. It is important to note that the dataset we used for performance testing contained epileptiform discharges and other artifacts, and we compared the automated detection results to a gold standard of visual detection.

The iterative procedure presented here has some similarities to the one utilized in the MNI detector (Zelmann et al. 2012), however there are several important differences. First, the MNI detector incorporated two different algorithms for HFO detection, depending on whether or not the iEEG channel contained continuous high frequency activity. The iterative procedure for determining the threshold was used only in cases where an insufficient amount of baseline activity was detected. Here, we use a single algorithm for all channels. Second, the iterative procedure in the MNI detector is based on the moving average of the RMS within a window of data. In our algorithm, the iterative choice of threshold is based on detection of local maxima in the filtered, rectified data. This enabled us to detect high amplitude oscillations directly, rather than indirectly through energy measures. Third, the MNI detector requires the optimization of many parameters. The baseline detection requires selection of a time window, amount of overlap, and a threshold for the wavelet entropy; the HFO detection relies on selection of time windows for calculation of the RMS and the moving average of the RMS, a threshold for the cumulative distribution function, an energy threshold, and a minimum amount of time between events. Here, our simplified detection algorithm used only four parameters (α, the choice of background probability distribution, the max number of iterations, and the number of required consecutive oscillations), and we were able to show that the choice of α was the only one that affected the performance of the detector. While our algorithm provides levels of accuracy that are similar to other published detectors, we feel that the value of our detector lies in the simplicity of the optimization, which is based on only one parameter. This will enable it to be applied broadly to a variety of data types.

Roehri et al. (2016) also reported a technique to estimate the background activity for the purposes of HFO detection. A continuous wavelet transform was applied to the data and distributions of the real and imaginary coefficients were created at each frequency. It was then assumed that the background noise could be represented by a Gaussian fit to the central portion of those distributions. This enabled estimation of the background activity without requiring manual selection of a baseline
segment of data. The distributions for each frequency were normalized using this technique, thus whitening the data. Whitening of electrophysiological data can prevent HFO detection from being dominated by low frequencies, which naturally have higher amplitude. This procedure is related to the non-iterative approach presented here, but we create amplitude distributions using local maxima (“peaks”) in the filtered data, rather than using all data points. Moreover, our results suggest that iterative estimation of the background provides a distinct advantage in choosing a threshold; therefore, combining the whitening methods suggested by Roehri et al. with iterative background estimation may be a powerful technique for HFO detection. On the other hand, if the goal is to match visually marked HFOs, whitening may not be desirable, as humans viewing bandpass filtered data will naturally be biased toward low frequency events.

There are several remaining barriers to achieving automated detection accuracy which is sufficient for clinical use. The physiological mechanism underlying HFOs is not fully understood, and therefore detection is based on empirical definitions (Engel and da Silva 2012; Jefferys et al. 2012). To complicate matters further, the shape of the HFO waveform can vary depending on the position of the electrode and its distance from the generating tissue (Buzsáki et al. 2012). This implies that a rigid template of HFO shape may be insufficient for detection. While these ideas can be loosely factored into visual detection, a precise physiological definition of HFOs will be crucial for the next generation of automatic detection. Until that definition is understood, however, visually-detected HFO events will act as the gold standard for evaluating the performance of automated algorithms.

Furthermore, the distinction between physiological and pathological HFOs is not understood. There is evidence that a high rate of ripples and fast ripples is indicative of the seizure onset zone, even without attempting to distinguish between pathological and physiological events (Bragin et al. 2010; Zijlmans et al. 2012). Both ripple and fast ripple rates are higher in seizure onset zones, confirmed by surgical outcome (Jacobs et al. 2010). Other studies have suggested that HFOs should be divided into two categories based on frequency (Bragin et al. 1999; Staba et al. 2002), where ripples are considered to be physiological events and fast ripples are associated with epileptogenicity (Staba et al. 2007). However, to differentiate between pathological and physiological HFOs, frequency alone is insufficient (Matsumoto et al. 2013). In the present study, the default parameters were configured for the detection of ripples, but we expect the algorithm to work for other frequency bands as well, simply by changing the bandpass filter. By iteratively estimating the background amplitude distribution and choosing the threshold, the procedure adapts to the characteristics of the data, regardless of the frequency band or recording modality.

In conclusion, this simple algorithm can be used to automatically detect HFOs with a high degree of accuracy, confirmed by comparison to visually marked events. When compared directly using the same dataset, our detector’s performance equaled or exceeded the most commonly used HFO detection method based on the RMS amplitude. The statistical detection of HFOs at different confidence levels was done by estimating the peak amplitude probability distribution of the background activity and then identifying oscillatory iEEG events with amplitudes that were statistically higher than the background. Because the algorithm requires the optimization of only one parameter, related to the percentage of allowable false positive events, this technique can be applied consistently across data from different research centers and different recording modalities. Due to its high detection sensitivity and simple optimization procedure, our detector provides advantages over other techniques for the initial detection of candidate HFO events. It is suitable to be paired with an algorithm for the automatic rejection of artifacts and false positives, or it may be used with human validation. Overall, this
type of automated algorithm is less subjective and much faster than visual HFO detection, and it has the potential to be a powerful tool for the assessment and localization of epileptic activity.

**MATLAB code for HFO detection**
Code to perform HFO detection in MATLAB using the iterative method described here will be provided as supplementary material.
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Figure 1. Detection procedure and an example of an HFO event (orange bar). (A) The algorithm starts with unfiltered EEG signal. (B) Then the EEG signal is bandpass filtered from 80-250 Hz. (C) The filtered signal is then rectified. (D) We define “peaks” as local maxima in the rectified, band-pass filtered data (blue triangles). (E) A histogram of peak amplitudes resembles a gamma distribution. HFOs will be superimposed upon this distribution, causing an extraordinarily long tail on the right side.
Figure 2. Iterative procedure for threshold optimization. (A) The amplitude probability distribution for a single channel, including both HFOs and background activity (gray bars). Lines represent the estimated background distribution \( f(x) \) over 8 iterations. For each iteration, the amplitude values that are higher than the cutoff \( F(x) > 1 - \alpha \) are removed before re-estimation of the new distribution. After a number of iterations, the estimate of the background distribution converges, providing an optimum threshold for the detection of HFOs. (B) The cutoff value is based on the cumulative probability distribution function \( F(x) \) (blue line), and it is directly related to the amplitude threshold in the iEEG data.
Figure 3. Detector performance based on ROC curves when the threshold was individually optimized to each channel. The subfigures show ROC curves for all 296 channels (thin lines) and the vertical average ROC curve (thick black line) of (A) our detector with iterative threshold selection and (B) RMS detector. The reported optimum threshold was the point on each ROC curve that was closest to the upper left corner.
Figure 4. The ROC curves when a single α value was applied to all channels within the same subject in (A) our detector with iterative threshold selection and (B) the RMS detector. The thin lines represent the average of all channels within a subject, and the thick black line is the vertical average of all equally weighted 19 patients.
Figure 5. A comparison of ROC curves when both automatic detectors are tested in three different ways. The solid lines represent the ROC curves for our detector, while dashed lines show the results for the RMS detector. First, the threshold was optimized for each individual channel and averaged across all channels (red lines). Second, averaged across patients with a constant threshold for all channels within each patient (green lines). Third, a single threshold value for all channels (blue lines).
Figure 6. A comparison of Sensitivity, FPR, and FDR when α was individually optimized for each channel, as a function of the number of consecutive peaks for HFO detection. Results are shown for nine different criteria for the number of peaks required for each HFO, including 4 consecutive peaks (4/4), 4 out of 5 consecutive peaks (4/5), and up to 8 consecutive peaks (8/8). Recall that two “peaks” (local maxima) in the rectified, filtered data constitute one full oscillation. As a default configuration, we chose 5 out of 6 consecutive peaks above threshold (5/6) as it resulted in marginally better performance than the other choices. Note that better detection performance corresponds to high sensitivity, but low FPR and FDR.
Figure 7. Histogram of α values at optimum thresholds for all 296 channels. (A) α values when the threshold was optimized using sensitivity and FPR. (B) α values when the threshold was optimized using sensitivity and FDR.
Table 1. Detection statistics of our detector with iterative threshold selection at the optimum threshold. Sensitivity, FPR, and AUC were computed based on strict validation (PosAND and NegBASE); FDR was calculated with open validation (PosANY).

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity (%)</th>
<th>FPR (%)</th>
<th>FDR (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ± SD</td>
<td>Median</td>
<td>Min, Max</td>
<td>Mean ± SD</td>
</tr>
<tr>
<td>Average across 296 channels (Single α for each channel)</td>
<td>99.6 ± 1.4</td>
<td>100.0</td>
<td>87.5, 100.0</td>
<td>1.1 ± 5.1</td>
</tr>
<tr>
<td>Average across 19 patients (Single α for each patient)</td>
<td>93.6 ± 3.7</td>
<td>94.7</td>
<td>86.0, 98.2</td>
<td>5.2 ± 2.9</td>
</tr>
<tr>
<td>All events pooled together (Single α for all channels)</td>
<td>93.1</td>
<td>-</td>
<td>-</td>
<td>6.4</td>
</tr>
<tr>
<td>Average across 296 channels (Optimized threshold by FDR)</td>
<td>89.1 ± 13.8</td>
<td>94.4</td>
<td>33.3, 100.0</td>
<td>6.1±23.6</td>
</tr>
<tr>
<td>Eight-fold Cross-validation</td>
<td>80.0 ± 3.4</td>
<td>80.3</td>
<td>74.9, 84.8</td>
<td>1.3 ± 0.6</td>
</tr>
</tbody>
</table>
Table 2 Detection statistics for our detector with non-iterative threshold selection at the optimum threshold. Sensitivity, FPR, and AUC were computed based on strict validation (PosAND and NegBASE); FDR was calculated with open validation (PosANY).

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity (%)</th>
<th>FPR (%)</th>
<th>FDR (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ± SD</td>
<td>Median</td>
<td>Min, Max</td>
<td>Mean ± SD</td>
</tr>
<tr>
<td>Average across 296 channels</td>
<td>99.5 ± 1.4</td>
<td>100.0</td>
<td>87.5, 100.0</td>
<td>1.1 ± 5.0</td>
</tr>
<tr>
<td>(Threshold optimized for each channel)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average across 19 patients</td>
<td>92.7 ± 4.3</td>
<td>94.7</td>
<td>85.0, 98.8</td>
<td>6.0 ± 3.8</td>
</tr>
<tr>
<td>(Single number of SD used for threshold for each patient)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All events pooled together</td>
<td>92.3</td>
<td>-</td>
<td>-</td>
<td>6.1</td>
</tr>
<tr>
<td>(Single number of SD used for threshold for all channels)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average across 296 channels</td>
<td>88.7 ± 13.6</td>
<td>92.7</td>
<td>33.3, 100.0</td>
<td>1.0 ± 9.4</td>
</tr>
<tr>
<td>(Optimized threshold by FDR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eight-fold Cross-validation</td>
<td>64.4 ± 4.3</td>
<td>64.4</td>
<td>58.9, 71.2</td>
<td>0.4 ± 0.3</td>
</tr>
</tbody>
</table>
Table 3. Detection statistics of RMS detector at the optimum threshold (Staba et al. 2002). Sensitivity, FPR, and AUC were computed based on strict validation (PosAND and NegBASE); FDR was calculated with open validation (PosANY).

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity (%)</th>
<th>FPR (%)</th>
<th>FDR (%)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ± SD</td>
<td>Median</td>
<td>Min, Max</td>
<td>Mean ± SD</td>
</tr>
<tr>
<td>Average across 296 channels (Threshold optimized for each channel)</td>
<td>98.9 ± 4.3</td>
<td>100.0</td>
<td>48.3, 100.0</td>
<td>0.7 ± 2.0</td>
</tr>
<tr>
<td>Average across 19 patients (Single number of SD used for threshold for each patient)</td>
<td>92.2 ± 5.1</td>
<td>93.7</td>
<td>76.3, 98.2</td>
<td>5.4 ± 3.4</td>
</tr>
<tr>
<td>All events pooled together Single number of SD used for threshold for all channels</td>
<td>92.0</td>
<td>-</td>
<td>-</td>
<td>7.0</td>
</tr>
<tr>
<td>Average across 296 channels (Optimized threshold by FDR)</td>
<td>88.6 ± 14.4</td>
<td>95.5</td>
<td>33.3, 100.0</td>
<td>7.3 ± 25.6</td>
</tr>
<tr>
<td>Eight-fold Cross-validation</td>
<td>65.8 ± 4.7</td>
<td>65.0</td>
<td>58.1, 71.7</td>
<td>0.5 ± 0.4</td>
</tr>
</tbody>
</table>