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1. INTRODUCTION

It is a pleasure to comment on such a well-written and obviously important paper.

We agree with the basic explicit message of Lange, Hunter, and Yang (LHY). Their so-called “optimization transfer” algorithms form a very interesting and versatile class. One of the main reasons for this is that taylormade statistical techniques written in interpreted languages are becoming more and more common. For such techniques, and in such computational environments, taylormade algorithms in the “optimization transfer” class are, at least initially, very convenient, although perhaps ultimately not optimal.

We also agree with what we read as a more implicit message in LHY. The usual derivations of the EM algorithm tend to be somewhat mysterious, because they confound statistics and numerical analysis. The notion of likelihood and of missing data can be used to provide statistical interpretations of the algorithm, but the engine that drives EM is majorization based on Jensen’s inequality (or, what amounts to the same thing, on the concavity of the logarithm function).

1.1. Terminology. Although we realize that this a minor point, we are not very happy with the “optimization transfer” terminology. The basic reasoning behind it is that optimization is transferred to a surrogate function that approximates the original function but is simpler to handle. This, however, is much too general for our taste. In the steepest descent method, we minimize the one-dimensional surrogate in the direction of the negative gradient. In Newton’s method we minimize a quadratic approximation. Both algorithms consequently use “optimization transfer”, but LHY deal with a much more specific class of algorithms.

Consequently we shall continue to use the more specific term “majorization methods”, to distinguish them explicitly from other “optimization transfer” methods.
1.2. **Presentation.** For obvious reasons, LHY start with the derivation of the EM algorithm and then strip away the statistical interpretations to arrive at the core of the algorithm, which is based on majorization. In our presentation, we will follow a somewhat different route.

Convergence (both local and global) of majorization algorithms follows easily from the fact that they are block relaxation algorithms. Thus we discuss this larger class first, in particular because it includes many interesting statistical algorithms, and because there are some interesting relationships with Gibbs sampling. Augmentation algorithms form an intermediate class of algorithms, which also deserve some attention, if only because the general idea of augmentation also plays a role in Markov Chain Monte Carlo techniques.

Because the didactic bottom-up approach, which is to start with EM and then generalize it, has been presented so well by LHY, we take the top-down approach. The presentation is similar to [de Leeuw](1994). Many more details, examples, and references can be found in the unpublished, and sadly incomplete, monograph by [de Leeuw and Michailidis](1999a).

2. **Block Relaxation**

The most general class of algorithms we discuss are Block Relaxation (BR) algorithms. The problem is to minimize a function \( g(x, y) \) defined on \( X \otimes Y \), where \( X, Y \) are usually subsets of \( \mathbb{R}^n \); that is, the arguments of the function can be partitioned into two blocks. The algorithm starts with some \( x^{(0)} \), then computes a corresponding \( y^{(0)} \) by minimizing \( g(x^{(0)}, y) \) on \( Y \), then computes \( x^{(1)} \) by minimizing \( g(x, y^{(0)}) \) on \( X \), and so on.

This idea can easily be generalized to more than two blocks, although we then face the problem of deciding how we are going to cycle through the blocks.

2.1. **Examples.** The most familiar forms of BR are **Cyclic Coordinate Descent** (CCD), in which each block corresponds to a single coordinate, and **Alternating Least Squares** (ALS), in which the loss function is a sum of squares and each sub-problem corresponds to a linear least squares problem. CCD is used in the Jacobi method for computing eigenvalues and in the Gauss-Seidel, Gauss-Jacobi, and similar relaxation methods for systems of linear equations [Golub and Loan](1997). In multivariate analysis, ALS algorithms are a natural alternative to computing singular value decompositions, correspondence analysis solutions, and canonical correlation analysis [Gifi](1990).

Applications of BR in statistics are discussed in [Oberhofer and Kmenta](1974) and [Jensen et al.](1991), although in both cases various wheels are reinvented.
2.2. **Global Convergence.** The nice property of BR is that it is convergent from any starting point under quite weak conditions. It is sufficient that $f$ is continuous and $X \otimes Y$ is compact, but even weaker conditions are possible. However, it is not necessary that the minima in both subproblems are unique. The easiest way to prove global convergence is to use the general theory due to Zangwill [1969].

A common variation on BR is not to go all the way. Thus we do not minimize $g(x, y^{(k)})$ over $x \in X$, say, but we use a map $U : X \otimes Y \rightarrow X$ so that $g(U(x^{(k)}, y^{(k)})) < g(x^{(k)}, y^{(k)})$; and similarly, perhaps, for the other block. As long as the map $U$ is continuous (more precisely closed) Zangwill’s general theory applies.

2.3. **Local Convergence.** Under quite general conditions BR methods converge linearly, and the convergence rate corresponds to the largest eigenvalue of the matrix

$$M = D_{11}^{-1}D_{12}D_{22}^{-1}D_{21}$$

constructed from the corresponding blocks of second partials of $g$. Obviously this supposes these partials exist. Also the formulas must be adapted analogously in case the subproblems incorporate either equality or inequality constraints.

3. **Augmentation**

Suppose the problem is to minimize a function $f(x)$ on $X \subseteq \mathbb{R}^n$. One possible strategy is to find a second function $g(x, y)$ on $X \otimes Y$, where $Y \subseteq \mathbb{R}^m$, such that

$$f(x) = \min_{y \in Y} g(x, y)$$

for all $x \in X$. Such a function $g(\bullet, \bullet)$ is called an augmentation of $f(\bullet)$. Augmentation algorithms now minimize $g$ by applying block relaxation.

3.1. **Examples.** The most familiar example for statisticians is perhaps the Yates algorithms for unbalanced factorial designs [Yates 1934]. The design is made balanced by adding a suitable number of pseudo-observations to each cell. The least squares loss function is then minimized over both parameters and pseudo-observations using ALS.

Other examples include the Thomson refactoring method in factor analysis [Thomson 1934], where the diagonal elements of the correlation matrix (communalities) are used to augment the least squares loss function, a similar refactoring method in least squares squared distance scaling, and imputation methods for missing values in singular value decomposition and matrix approximation.
3.2. Local Convergence. Since the Hessian of $f$ is given by

$$D^2 f = D_{11} - D_{12} D_{22}^{-1} D_{21}$$

it can be seen that the local convergence rate for augmentation algorithms is the largest eigenvalue of

$$M = I - D_{11}^{-1} D^2 f.$$ 

4. Majorization

In majorization algorithms the problem is, once again, to minimize $f(x)$ on $X$. Moreover, suppose that we have a second function $g(x, y)$ on $X \otimes X$ such that

$$f(x) \leq g(x, y) \quad \forall x, y \in X,$$

$$f(x) = g(x, x) \quad \forall x \in X.$$ 

Another way of saying this is that

$$f(x) = \min_{y \in X} g(x, y),$$

$$x = \arg\min_{y \in X} g(x, y).$$

We see that majorization algorithms are a narrower class than augmentation algorithms, because (i) $X = Y$ and (ii) the presence of the argmin condition, which makes one of the BR subproblems trivial to solve. In majorization, we also have that $D^2 f = D_{11} + D_{12}$, and thus $M = -D_{11}^{-1} D_{12}$.

Global convergence follows from the Sandwich Inequality

$$f(x^{(k+1)}) \leq g(x^{(k+1)}, x^{(k)}) \leq g(x^{(k)}, x^{(k)}) = f(x^{(k)}),$$

where the first inequality is due to the majorization conditions, and the second one from the fact that the majorization function $g$ is minimized in each step.

4.1. History. As LHY point out, majorization algorithms were perhaps first used systematically in statistics in the area of multidimensional scaling [de Leeuw, 1977]. The general EM algorithm [Dempster et al., 1977] was discussed around the same time, and comparing the two clearly showed what they had in common. As soon as the general principle was isolated, it became quite popular in various multivariate analysis procedures [de Leeuw, 1990; Kiers, 1990; Heiser, 1995; Verboon, 1994], mainly in psychometrics.

Recently, various applications of majorization to graph drawing and location analysis are discussed in [de Leeuw and Michailidis, 1999b]. One of the classical algorithms in that area is the majorization algorithm of Weiszfeld [1937] (see also Vosz and Eckhardt [1980] and Eckhardt [1980] for a more modern exposition).
4.2. **The Classical Inequalities.** In order for majorization algorithms to work in practice, we need to find a majorizing function $g$ that is easy to minimize. In [de Leeuw (1994)] we distinguish type I majorizations, that employ linear majorizers for convex functions, and type II majorizations, that use quadratic majorizers for functions with bounded second derivatives (some simple examples are provided in [Borg and Groenen (1997)]). The two approaches are combined in a clever way in [Groenen et al. (1997)].

Any inequality of the form $F(x, y) \leq G(a(x), b(y))$, with equality if and only if $x = y$, can be used to derive majorization algorithms. We have seen that Jensen’s inequality leads to the EM algorithm, while Young’s inequality is used in [de Leeuw and Michailidis (1999b)], and its special case, the Arithmetic Mean-Geometric Mean inequality, features in [Heiser (1987)].

4.3. **Dinkelbach Majorization.** It is perhaps useful to point out that again, as in EM, the assumptions that drive the majorization algorithm can be relaxed. As in GEM, it suffices to decrease the majorization function with a continuous map. More importantly, the concept of majorization itself can be relaxed. The Sandwich Inequality guarantees that

$$g(x^{(k+1)}, x^{(k)}) \leq g(x^{(k)}, x^{(k)}) \Rightarrow f(x^{(k+1)}) \leq f(x^{(k)})$$

But actually this implication is all we need to construct a convergent majorization algorithm. Consider the (common) problem of minimizing a ratio $f(x) = a(x)/b(x)$ over $x \in X$, where $b(x) > 0$. Define $g(x, y) = a(x) - f(y)b(x)$. Then $g(x^{(k)}, x^{(k)}) = 0$, and if $g(x^{(k+1)}, x^{(k)}) \leq 0$ then $f(x^{(k+1)}) \leq f(x^{(k)})$. Thus minimizing $a(x) - f(x^{(k)})b(x)$ over $x \in X$ in each step provides a convergent algorithm. In the context of fractional programming this was proposed by [Dinkelbach (1967)]. An application of this idea in the field of psychometrics can be found in [Kiers (1995)].
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