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The ambient noise recorded in the ocean has traditionally been treated solely as the noise that a desired acoustic signal must overcome. Nevertheless, it contains environmental information relating to the physical characteristics of the ocean where the noise was recorded. Different types of ambient noise (i.e. diffuse fields vs. independent sources of opportunity) provide the signals for extracting various types of information from the environment. By cross-correlating time-aligned recordings of ambient noise, it is possible to extract time-of-arrival information of the acoustic ray path between
the sensors which recorded the data – even with no a priori knowledge of the sound field which contributed to the noise recording. When correlation processing fails due to anisotropy in the ambient noise field, information about the physical environment may still be extracted given trackable sources of opportunity.

Due to the nature of the ocean noise field and the fluctuations of the environment itself, difficulties arise in extracting the time-of-arrival information quickly and accurately before environmental changes corrupt the result. The use of arrays of sensors incorporating standard array processing techniques into the noise correlation function is shown to dramatically improve the correlation results both theoretically and when applied to experimental data. In addition, the effects of the directionality of the noise field and the relationship between the directionality of the incoming energy and the signal-to-noise ratio defined from the noise correlation function are examined both theoretically and using ambient noise recordings from experiments. When the ambient noise field is dominated by loud source events, these sources of opportunity may be used directly to invert for environmental characteristics. A model is presented for the use of independent, low frequency, loud sources of opportunity (ice calving events) to invert for the propagating sound speed over very long distances.
Chapter 1

Background

1.1 Introduction

1.1.1 Noise in the ocean

The modern field of undersea acoustics developed during World War II as scientists and researchers were tasked to find ways to combat the threat of German U-boats [1]. The subsequent Cold War continued government interest and funding in ocean acoustics. During these early years there was interest in exploring the nature of the noise in the ocean. Much of this early work characterized the ambient noise field by spectra and source type. The Wenz curve [2] published in 1962 is still used as the standard for ocean ambient noise characterization today. Later interest encouraged the determination of the spatial properties of ambient noise [3]. Much of this early work emphasized understanding the properties of ambient noise in order to mask or work around. This noise
interfered with the desired signal and had to be overcome.

1.1.2 Noise as the signal

One of the first uses of ambient noise as the source of the signal was the development of the acoustic daylight theory which used the ambient noise in much the same way the human eye uses the ambient light field to see [4, 5]. This work involved using the backscatter of ambient noise from an object to locate and ‘see’ it. Additionally ambient noise has been used as the energy source for determining bottom properties [6]. The majority of the work in this thesis proceeds from early work not in the ocean context but in solid state matter. After designing extremely sensitive sensors to measure the brownian acoustic thermal fluctuations in a solid block of aluminum, Weaver and Lobkis [7, 8] confirmed that the cross-correlation of the recorded signal at two sensors gave a very close approximation of the time domain Green’s function (TDGF) as if one of the sensors was a simple virtual source or excitation point, and the other was recording the received signal. This theory quickly expanded to underwater acoustics [9, 10, 11, 12] and seismics [13, 14, 15, 16]. Separately, a similar technique developed in helioseismology using surface velocity and intensity fields on the surface of the sun to image the propagation of solar waves through and about sunspots [17, 18, 19, 20].
1.1.3 Ocean applications

Two applications quickly grew out of this early noise correlation work. By using the correlation of noise recorded by sensors in two time-aligned arrays laid out on the shelf, Sabra et al [21] used the arrival time of the direct path arrival between pairs of hydrophones to map the position of all the array elements relative to each other. This array element localization required only that there be sufficient ambient noise that traveled directly between the pairs of sensors and a measurement of the sound speed in the region of the arrays. Focusing the measured signal on a passing noise source during the recording allowed the resolution of the ambiguity inherent in the least squares position estimation for two dimensional arrays.

The passive fathometer [22, 23, 24] uses a vertical array suspended from the surface and the correlation of the downward propagation of surface noise with the upward reflection of that noise from the bottom. The time-of-arrival information in this case relates the two-way travel time between the hydrophone array and the bottom and sub-bottom reflections.

1.2 Work presented

This thesis explores the use of ambient noise recorded at horizontally separated sensors to extract physical characteristics of the local environment. The remainder of chapter 1 provides an overview of the theory and mathematics of the concepts used throughout the thesis. We begin with an overview of a derivation of extracting time-of-
arrival information using the cross-correlation of diffuse ambient noise. Additionally we introduce the definition for the signal-to-noise ratio (SNR) used for ambient noise correlations, as well as modeling and optimization theory used in chapter four. Chapter 2 shows the use of the cross-correlation function on ambient noise recorded along a single horizontal line array in shallow water. The noise field for this data contains both near-field somewhat diffuse volumetric noise (from croaking fish), and surface noise propagating from further afield. Using only the ambient noise recorded along the array we can extract the time-of-arrival information for multiple arrivals for the range of distances possible given the array size. Chapter 3 continues with the use of the noise correlation function, this time using data from the Noise10 Experiment. This data provides the opportunity to use higher frequency (1-2 kHz), diffuse surface noise recorded on two dimensional horizontal, horizontally separated arrays in shallow water to analyze the improvement of the correlation function signal when various shapes and sizes of arrays are used and beamforming is incorporated in the correlation function. The measure of ‘improvement’ used is both in terms of the calculated signal-to-noise ratio (SNR) of the correlation result, and the amount of time needed for the given signal to build up. Chapter 4 examines the potential for deep water, basin scale passive acoustical thermometry using ambient noise recorded for the Comprehensive Nuclear Test Ban Treaty (CTBT). We find that the previous techniques of noise correlation using diffuse noise are highly problematic given the measured noise field and the existing arrays. Sources of opportunity recorded on the arrays (specifically noise generated by ice calving in and around Antarctica) combined with alternative processing methods appear to
provide sufficiently strong signals to resolve sound speed variability to as little as .02 m/s sound speed. A model testing this hypothesis is presented.

The emphasis throughout this thesis is the use of real ocean data analysis and processing to support the theories presented, and extrapolating from the data results we have for situations which do not yet have data available.

1.3 Theory

Imagine if you will, the ocean. The idea of 'the silent depths' put forth by romantic literature is misleading - though little of the noise under the surface escapes, the oceans themselves are filled with sound. There are bubbles popping and waves crashing, fish and marine mammals sounding off, ships moving about... so much noise that in the traditional acoustics of source localization the source signal has to be made loud enough to sound out over all these other sounds. This background noise was usually just thrown out, ignored, or the signal of interest was amplified or isolated to be louder than it. Yet this ambient noise can contain the same information of interest as the known signal received at a hydrophone.

Let us begin by defining our ocean coordinate system. Figure 1.1 gives a schematic for the convention used for axis throughout this thesis. The cartesian $x$ and $y$ axes are horizontal, and the $z$ axis denotes the vertical with $z = 0$ at the surface and increasing down. In polar coordinates, $\theta$ is used for the azimuthal angle about $z$, and $\phi$ is the vertical, or elevation, angle from the seafloor.
The notation convention used throughout is that plain text either upper- or lower-case letters represent scalar values. Vectors are given by bold face, lower case letters (v) and are understood to be column vectors. Matrices are denoted by bold face capital letters (M). Matrix transpose is denoted by $M^T$ or $M^+$, the later representing the conjugate transpose. For scalar values, the conjugate transpose may also be given by $x^*$.

Additionally, the majority of the computation referred to in this thesis is done in the frequency domain. As such, we define the transform pairs:

$$x(\omega) = \int_{-\infty}^{\infty} \tilde{x}(t)e^{-i\omega t},$$

(1.1)

**Figure 1.1**: Coordinate system used throughout this thesis. The horizontal axes x and y are orthogonal to each other and parallel to the plane of the sea surface. The vertical axis z is defined as pointing down from the sea surface, with z=0 at the surface. In polar coordinates, the azimuthal angle about z is $\theta$, and the elevation from the seafloor is $\phi$. 

\[
\tilde{x}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(\omega) e^{i\omega t} \tag{1.2}
\]

where \( x(t) \) is the time signal recorded on a sensor and \( x(\omega) \) is its frequency transpose.

Parallel spatial transforms transform between range \( r \) and wavenumber \( k_r \) domains.

In the following sections we introduce and derive the theory and mathematics that will be used throughout the thesis.

### 1.3.1 Noise correlation

Now let us imagine two hydrophones placed in the ocean, as in Fig. 1.2. The signals recorded at points \( A \) and \( B \) show the random wavefields propagating past each sensor. We assume that the individual noise events that make up the ambient noise field are uncorrelated. Between the two sensors there are discrete propagation paths that sounds that propagate through first one sensor then the other will have followed. These paths are the same whether the noise occurs at one location and is recorded at the second, or if the noise happens far away and propagates through both locations; the ray paths are a function of the environment – not the source signal. When we cross-correlate the signals recorded on the two hydrophones after very many source events have occurred (i.e. over some substantial period of time) those signals which propagated through first one sensor and then the other (and along the discrete raypaths) will produce peaks in the correlation function at time lags equal to the travel time of a source from one sensor to the other on the various possible raypaths. This travel time information gives information about the physical environment between the two hydrophones - such
as the average sound speed (if we know the exact position of the sensors), depth (due to surface or bottom reflected paths for a multipath environment), etc.

![Noisy ocean schematic](image)

**Figure 1.2**: Noisy ocean schematic showing two sensors, labeled A and B suspended in an ocean waveguide at positions \((r_A, z_A)\) and \((r_B, z_B)\), along with a sample timeseries for each sensor showing the random wavefield it records when noise field is dominated by uncorrelated ambient noise sources.

The noise correlation function takes the ambient noise recorded at multiple hydrophones (time signals \(\tilde{x}_A\) and \(\tilde{x}_B\)), separated either horizontally or vertically, and compares the recordings using the cross-correlation function

\[
CC(x_A, x_B, \tau) = \int_{-\infty}^{\infty} \tilde{x}_A(t)\tilde{x}_B(t + \tau)dt.
\]  

(1.3)

From this, it is possible to obtain the same time-of-arrival information for raypaths between the hydrophones as if there was an active source at one point and a hydrophone receiving that signal at the other. This works despite having no a priori knowledge of
the sound field being recorded.

**Isotropic white noise derivation**

To begin explaining this mathematically let us start with an isotropic noise field (i.e. noise coming in evenly from all directions). In addition, we will assume an infinite bandwidth, white noise frequency spectrum. We now have our same two sensors within a three dimensional noise field as shown in Fig. 1.3. If we imagine our noise field as a sphere about the sensors, the recorded field at each sensor can be given (in the frequency domain) by:

\[ x_A(\omega) = \int_0^{2\pi} \int_0^\pi F(\theta, \phi) \sin \theta d\theta d\phi. \]  

(1.4)

As we are beginning our derivation with the assumption of isotropic noise, then \( F(\theta, \phi) \), our measurement of the power from a given direction, is a constant. Given the azimuthal symmetry of this example we can reduce Eqn. (1.4) to:

\[ x_A(\omega) = 2\pi \int_0^\pi F(\theta) \sin \theta d\theta. \]  

(1.5)

Given the known distance \( R \) between the two sensors \( A \) and \( B \), and knowing our sound-speed \( c \) and thus our wavenumber \( k = \omega / c \), we know the signal received at the second sensor is:

\[ x_B(\omega) = 2\pi \int_0^\pi F(\theta, \phi) e^{-ikR\cos \theta} \sin \theta d\theta \]  

(1.6)

In the frequency domain where we perform our calculations, we calculate the
normalized cross-spectral density of \( x_A \) with \( x_B \). The cross-spectral density (CSD) between points \( x_A \) and \( x_B \) is defined in the frequency domain as \( x_A(\omega)x_B^+(\omega) \), and is the frequency domain transform to the cross-correlation in the time domain. The normalized cross-spectral density function - sometimes called the coherence function – is defined as the cross-spectral density of \( x_A \) and \( x_B \) divided by the square root of the cross-spectral density of \( x_A \) with itself times \( x_B \) with itself: \( \frac{\text{CSD}_{AB}}{\sqrt{\text{CSD}_{AA}\text{CSD}_{BB}}} \). If we define our noise field \( F(\theta) \) such that the normalization 

\[
\frac{1}{2} \int_0^\pi F(\theta)\sin \theta d\theta = 1
\]  

(1.7) holds, then for our isotropic noise field \( F(\theta) = 1 \) and the normalization \( \sqrt{\text{CSD}_{AA}\text{CSD}_{BB}} \) is equal to 2. Therefore \( C_{AB}(x_A,x_B,\omega) \) is given to be:

\[
C_{AB}(x_A,x_B,\omega) = \frac{1}{2} \int_0^\pi F(\theta)F^+(\theta)e^{ikR\cos \theta}\sin \theta d\theta.
\]  

(1.8)

and solving by integrating over all angles this reduces to:

\[
C_{AB}(x_A,x_B,\omega) = \frac{\sin(kR)}{kR}.
\]  

(1.9)

Transforming back to the time domain the sinc function becomes a rectangular function in time, with bounds at \( \tau = \pm R/c \). Thus the time derivative of the correlation function
is given by

\[
\frac{d}{dt} CC_{AB}(\tau) = \frac{c}{R} [\delta(\tau + R/c) - \delta(\tau - R/c)]
\]

(1.10)

which consists of a peak at \( \tau = -R/c \), and a negative peak at \( \tau = R/c \). This peak at \( \tau = R/c \) is the time lag for a signal traveling from sensor A to sensor B. By the same token, the negative peak represents the opposite signal - from sound traveling from sensor B to A. It simply shows up in our correlation as a negative time signal.

Figure 1.3: Schematic for isotropic noise field derivation. A and B are sensors with separation R, within an infinite sphere of isotropically distributed noise sources.

This derivation helps show the fundamental theory behind extracting the time-of-arrival information from correlations of ambient noise. A more complete derivation
of the spatial correlation of ambient noise can be found in Cox [25].

**Surface noise derivation**

In the ocean the ambient noise field is generally distinctly *not* isotropic. A more accurate model of the ocean ambient noise field is to model it as an infinite sheet of noise sources at some small distance $z'$ below the surface. The following derivation parallels the derivation provided in the literature [3, 26]

The field recorded at some sensor $x(r, z)$ due to this infinite sheet of noise sources can be given by:

$$\phi(r, z) = \int S(r') g(r, r'; z, z') d^2 r'$$  \hspace{1cm} (1.11)

where $\phi(r, z)$ is the acoustic field at $(r, z)$, $S_\omega(r', z')$ denotes the surface noise source field, and $g(r, r'; z, z')$ is the Green's function which describes the transfer function of a sound field from source location $(r', z')$ to the sensor at $(r, z)$.

The average cross-spectral density for two sensors $A$ and $B$ with positions $(r_A, z_A)$ and $(r_B, z_B)$ is

$$C_\omega(r_A, r_B, z_A, z_B) = < \phi(r_A, z_A) \phi^+(r_B, z_B)>$$

$$= \int \int < S(r') S^+(r'')> g(r_A, r'; z_A, z') g^+(r_B, r'; z_B, z') d^2 r' d^2 r''.$$  \hspace{1cm} (1.12)

The ensemble average of the surface noise functions $< S(r') S^+(r'') >$ is wide sense stationary and thus only a function of the separation $s = r' - r''$ between the sources.
We simplify the notation by defining the integral of the wavenumber spectrum $P(kr)$ of the surface source correlation such that

$$
\frac{1}{2\pi} \int P(kr) \exp(ikr \cdot s) d^2kr = < S(r')S^+(r'') > / q^2,
$$

(1.13)

where $kr$ is the spatial transform of $r$ and $q$ is the source strength. The average cross-spectral density due to an infinite surface source sheet can then be reduced in the frequency/wavenumber domain to:

$$
C_{AB}(R, z_A, z_B) = 2\pi q^2 \int P(kr) g(kr, z_A, z') g^+(kr, z_B, z') \exp(ikr \cdot R) d^2kr.
$$

(1.14)

For the case of uncorrelated noise sources, which is generally the case in the ocean, equation (1.14) reduces to the usable form:

$$
C_{AB}(R, z_A, z_B, \omega) = \frac{8\pi^2 q^2}{k^2(z')} \int_0^\infty g(kr, z_A, z') g^+(kr, z_B, z') J_0(krR) dr dkr,
$$

(1.15)

where $R = r_A - r_B$, $kr$ is the horizontal wavenumber, and $J_0(krR)$ is the Bessel function of the first kind, of order zero.

**Arrival time structure**

The arrival time structure of the correlation of ambient noise corresponds to the propagation of coherent noise signals between receivers. These signals are buried within the incoherent noise, but through averaging over time these coherent signals will
Figure 1.4: Superposition of free-space propagation paths ($R^-$ and $R^+$ displayed in dashed lines) for the first five image sources solutions ($|l| \leq 1$) in an ideal waveguide (depth $H$), between a source located at $(0,0,z_1)$ and a receiver located at $(L,0,z_2)$. The corresponding physical propagation paths are indicated in plain lines in the waveguide. The various depths of each image of the two receivers are also displayed. Figure courtesy of Sabra, Roux & Kuperman [11].

build up. By method of images [11] or stationary phase [27, 28] condition we can determine which sources contribute to the correlation for particular noise propagation paths, and thus at specific arrival times. These sources generally lie in-line with the sensors being correlated, in the endfire beamlobes or also called the first Fresnel and anti-Fresnel zones. Figure 1.4 from Sabra, Roux & Kuperman [11] shows a schematic of the superposition of free-space propagation paths for the first five image solutions. Figure 1.5 [11] shows a top view of the ocean surface corresponding to the regions in which the noise events would contribute to a propagation path shown in Fig. 1.4.
Figure 1.5: Top view of the ocean surface. The noise events occurring in the shaded regions indicated contribute to a propagation path between the sensors at positions 1 and 2. Source events from outside the endfire regions yield correlation results at less than the expected arrival time ($\tau$) for the direct path between the sensors. Figure courtesy of Sabra, Roux & Kuperman [11].
Fundamentally, the energy which contributes to our signal comes from either direction endfire to the sensors being correlated. Noise that is not in-line with the sensors will tend to cancel (in a diffuse, isotropic environment) or, more commonly in the ocean where our environment is almost never isotropic, contribute to correlation peaks at times less than the expected arrival time. The size of the endfire lobe which contributes the energy useful for our correlation is a function of the distance between the sensors. The further the sensors are from each other, the smaller the region from which noise events will contribute to the correct arrival time. The closer the sensors being correlated are to each other, the wider the endfire lobe representing the region contributing to the coherent correlation signal.

Given the nature of noise in the ocean, the arrival time structure of the time domain Green’s function is what we are looking to extract from the ambient noise. From theory we understand from where the energy which contributes to the coherent peaks of the correlation function propagates. This will be discussed in greater detail in chapter 3.

Generally when we determine the arrival time of a signal we are interested in the direct path between the sensors, or from a modeled source to a receiver. In a shallow water environment this is the first arrival. When dealing with the correlation of ambient noise we often can not distinguish between a direct arrival and a surface reflection arrival. In the case where the surface reflection path arrives at an angle below the critical angle, this is the path which will dominate (this is discussed further in chapter 2). Although this path is, by definition, going to arrive later than the direct path, if we cannot distinguish temporally between the two (i.e. the surface reflection arrives within the
pulse width of the direct arrival) we will accept this dominant signal as our measured arrival time. Thus for shallow water environments, the arrival time we seek to measure is the strongest arrival at approximately the expected arrival time. When dealing with noise correlations in an anisotropic noise field it is important to not accidentally use the arrival time of a signal due to a strong source event not in-line with the sensors.

In shallow water environments, if we have the option of many arrivals from a signal we generally wish to pick the first arrival. In a deep water environment where the signal is propagating through the sound channel axis we are generally interested in the last arrival. This arrival - generally the peak of the ‘crescendo’ - represents the propagation along the most direct path (at the slowest sound speed) through the sound channel axis. In chapter four where we model deep water noise propagation through the sound channel axis, the arrival time we seek to measure is this last axial arrival.

### 1.3.2 Modal propagation

For the propagation of signals over large distances we can model the propagation as the sum normalized mode functions. The individual propagating modes \( m \) are characterized by a mode shape functions \( \Psi_m(z) \) and distinct horizontal propagation constants \( k_{rm} \). Said another way, \( k_{rm} \) are the eigenvalues associated with the eigenfunctions \( \Psi_m(z) \). Leaving aside a full derivation of normal modes which can be found in the literature [26], we express the received pressure field at a point due to a single source as a
function of distinct propagating modes:

\[ p(r, z) = \frac{i}{4\rho(z_s)} \sum_{m=1}^{\infty} \Psi_m(z_s) \Psi_m(z) H_0^{(1)}(k_{rm} r), \]  

(1.16)

where \( z_s \) is the source depth and \( H_0^{(1)} \) is the Hankel function of the first kind (representing outward propagation).

When we focus on the correlation of noise between horizontally separated sensors, the dominant noise we expect to use often comes from the far-field. Thus we can use a normal mode representation of the noise field to describe the correlated noise. The depth dependent green’s function to which we refer in section 1.3.1 is solved by:

\[ g(k_r, z, z') = \frac{1}{2\pi\rho} \sum_m \frac{\Psi_m(z') \Psi_m(z)}{k_r^2 - k_{rm}^2}, \]  

(1.17)

where \( \Psi_m(z) \) is the normalized mode amplitude function and \( k_{rm} \) is the propagation wavenumber for the \( m \)th mode. Thus our equation for the cross-spectral density of uncorrelated surface noise takes on the form:

\[ C_{AB}(R, z_A, z_B, \omega) = \frac{\pi q^2 \rho^2(z')}{2k^2} \sum_m \frac{\Psi_m(z')^2 \Psi_m(z_A) \Psi_m(z_B)}{\alpha_m \kappa_m}, \]  

(1.18)

where the complex wavenumber \( k_m \) is given by \( k_m = \kappa_m + i\alpha_m \) where \( \alpha_m \) is the modal attenuation coefficient for the \( m \)th mode. The term \( \alpha_m \kappa_m \) can be calculated by \( \int \alpha(z) \frac{\omega}{c(z)} \Psi_m^2(z) \rho(z) dz \) where \( \alpha(z) \) is the depth dependent absorption coefficient. Additional detail on this derivation can be found in the literature [26, 9, 3].
1.3.3 Signal vs. noise

In order to quantify the work presented, we define a signal-to-noise ratio (SNR). This will allow us to compare the effectiveness of various processing applied to the cross-correlation. We define the SNR of the noise correlation function as the maximum peak value at the time of interest (representing the propagation path of interest) over the standard deviation of the full correlation signal. Unlike the signal to noise ratio as defined in traditional signal processing, the ‘noise’ portion of the SNR contains the the coherent signal as well. So in effect our SNR is a measure of the coherent energy which contributes to a single correlation peak to the total energy incorporated in the correlation function.

The specifics of the SNR metric will be discussed in greater detail in chapter three.

1.3.4 Solving the inverse problem

In chapter four we model the inverse problem of finding the sound speed given a number of arrival time measurements. The following is a brief derivation and explanation of inversion technique used and follows the derivation from Wunsch [29].

A set of observations can be written as $\mathbf{E}\mathbf{x} + \mathbf{n} = \mathbf{y}$ where $\mathbf{E}$ represents the linear coefficients applied to the variables $\mathbf{x}$ which combined with the noise vector $\mathbf{n}$ describe the measurement values $\mathbf{y}$. We define our best possible solution as the solution which minimizes $\mathbf{n}^T\mathbf{n}$. Written another way, we wish to minimize the cost function $J$ which is
defined as:
\[ J = ||Ex - y||^2 = (Ex - y)^+(Ex - y). \]  \hspace{1cm} (1.19)

In order to solve for \( x \) we differentiate \( J \) with respect to \( x \) and set \( dJ = \sum (\delta J / \delta x_i) dx_i = 0 \). This leads to what is termed the \textit{normal equations}:
\[ E^+Ex = E^+y \]  \hspace{1cm} (1.20)

which for most cases (and for our purposes) can be rewritten as
\[ \tilde{x} = (E^+E)^{-1}E^+y. \]  \hspace{1cm} (1.21)

We differentiate between \( x \) and \( \tilde{x} \) to maintain the distinction between \( \tilde{x} \) which is our solution for the normal equations versus the ‘true’ solution \( x \). In the case where the equation we must solve for is not linear we can adapt our equation to work by linearizing (for instance by using a Taylor expansion to the first order) about a best guess of \( x \). In this case the solution of our cost function \( \tilde{x} \) is the difference between our guess for \( x \) and the best fit for \( J \).

For the context in which we will use this inversion, it is also necessary to account for the error in our measurements. We use Gauss-Markov estimation to determine the weights to apply to the equations. For instance, if \( y \) represents a set of time measurements but not all of these measurements are taken to the same level of accuracy we wish to account for this in our cost function by giving greater weight to the
more accurate measurements. To do this we introduce a weighting matrix $\mathbf{R}$ such that

$$
\tilde{\mathbf{x}} = (\mathbf{E} + \mathbf{R}^{-1} \mathbf{E})^{-1} \mathbf{E} \mathbf{R}^{-1} \mathbf{y}.
$$

We can choose arbitrary values for $\mathbf{R}$, but for our context we wish to account for the measurement error in $\mathbf{y}$. Thus we will define $\mathbf{R}$ as the diagonal matrix $\sigma^2_y \mathbf{I}$ where $\sigma^2_y$ gives the resolution of the measurement $y_i$. Thus $\mathbf{R}$ is the gaussian prior for the distribution of the noise, sometimes called the error covariance matrix.

Additionally we wish to account for the error in the values for $\mathbf{x}$. To do this we can incorporate a second weight matrix $\mathbf{P}$. Similar to $\mathbf{R}$, $\mathbf{P}$ is a diagonal matrix this time made up of the expected variance of the elements of $\mathbf{x}$: $\mathbf{P} = \text{diag}(\sigma^2_x)$. Thus $\mathbf{P}$ is the gaussian prior for the distribution of the unknown parameters. It is also called the model covariance matrix as it accounts for the variance in the guessed or ‘model’ values.

Incorporating these weights into our cost function gives:

$$
J = (\mathbf{E} \mathbf{x} - \mathbf{y})^+ \mathbf{R}^{-1} (\mathbf{E} \mathbf{x} - \mathbf{y}) + \mathbf{n}^+ \mathbf{P}^{-1} \mathbf{n},
$$

and whose solution is given by

$$
\tilde{\mathbf{x}} = (\mathbf{E}^+ \mathbf{R}^{-1} \mathbf{E} + \mathbf{P}^{-1})^{-1} \mathbf{E} \mathbf{R}^{-1} \mathbf{y}.
$$

A fundamental aspect of this analysis is the resolution to which we can determine the solution. We can find the variance associated with the solution for each variable solved for in $\mathbf{x}$. If we define $\mathbf{S}$ to be the covariance uncertainty matrix of the solution as
in:

\[ S = (E^+ R^{-1} E + P^{-1})^{-1}, \]  

(1.24)

then the error associated with the inversion for each variable \( x_i \) of \( x \) is given by \( \sqrt{S_{ii}} \).

### 1.4 Early work in correlation ocean ambient noise

One of the first experimental proofs of the extraction of accurate time-of-arrival information using ocean acoustic ambient noise data was by Roux et al.[9]. In this case the data was data of opportunity from the NPAL (North Pacific Laboratory) group which consisted of time-aligned ambient noise recordings from vertical arrays suspended in the water column. Figure 1.6 shows the initial results from the analysis of this data taken when a ship was endfire to the arrays. The analysis was done with 70-130 Hz noise from the ships. Shown in plots (b) through (g) are the correlation of a single element (at 500 m depth) on either array 1 (plots (b) - (d)) or array 4 (plots (e)-(g)) with each of the sensors on the other three arrays. The horizontal axis on each figure is of the correlation time; the vertical axis is the depth of the sensors on the arrays. Each horizontal line of each plot is the result of the correlation function (in dB) of the ship noise between the reference sensor on array 1 or 4 with the sensor of the labeled array that is at the depth marked by the vertical axis. With this setup we can see not only that the correlation of noise in the endfire direction between the sensors being correlated produces the time-of-arrival structure of the time domain Green’s function (TDGF), but also the arrival structure of the coherent propagating wavefronts between the arrays.
Figure 1.6: The noise-derived amplitude-shaded time domain green’s function (TDGF) extracted from the NPAL data. (a) The array geometry indicating a sloping bottom. Note that array 4 is made of twice as many elements as arrays 1-3. (b)-(d) Time-domain correlation functions between a receiver at depth 500 m in array 1 and all receivers in the other arrays. Traveling wave fronts are clearly observed in the direction of the arrow as if they emanated from the receiver in array 1. (e), (f), and (g) Time-domain correlation functions between a receiver at depth 500 m in array 4 and all receivers in the other arrays. Here we see traveling wave fronts in the direction of the arrow, opposite case (b), (c) and (d), as if they emanated from the receiver in array 4. The wave fronts for this direction are more vertical because of the slope effect - further confirming the correct extraction of the arrival structure of the TDGF. In (b)-(g), the x and y axes correspond to the time axis of the correlation function and the receiver depth, respectively. The color scales are in dB. Figure courtesy of Roux & Kuperman [9].
Subsequent work developed the theory [10, 11, 12, 30], and adapted the technique for several applications. Using this same technique for a single vertical array, Siderius et al [22, 23, 24] created the passive fathometer. Using ambient noise measurements along a single array, Sabra et al. [21] used the correlation time lag between sensors to self-localize the position of the individual elements of a pair of arrays.
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Chapter 2

Single element correlation along a horizontal array

Using only ocean ambient noise recordings it is possible to approximate the local time domain Green’s function (TDGF) and extract the time delays associated with different ray path between the elements of a bottom hydrophone array. Comparing the strength of the noise correlation function taken over increasing time windows with residual fluctuations points to an optimum time window to use in the noise correlation function. Through comparison with computer simulations the resulting timeseries is shown to accurately approximate noise responses in the environment. Analysis of the TDGF gives accurate environmental detail, specifically the critical angle at the water-sediment interface.


2.1 Introduction

There has been significant work recently in extracting coherent signals from random noise data. Early work successfully extracted the time domain Green’s function (TDGF) from an aluminum cube by correlating the brownian noise recorded at sensors on two faces of the cube [1]. The same theory of correlating the random signals to extract their coherent aspects has been applied theoretically and experimentally to both land seismic and ocean environments. For land environments, seismograms were passively obtained in the stationary environments that accurately reflected active seismic results [2, 3]. The noise correlation processing of ambient ocean noise has been shown to successfully extract coherent propagating wavefronts between hydrophone arrays[4] though correlation times are limited due to the dynamic medium. Practical applications of this technique include using a vertical array suspended from a towed buoy to create a passive fathometer [5] and array element localization of hydrophone receivers in a horizontal array [6].

This paper will illustrate that it is possible to passively extract the local TDGF from ambient ocean noise recording taken along a bottom-mounted horizontal array where each receiver is turned into a virtual source. An ideal window of processing time is determined which allows for the maximum average signal correlation strength over the distance of the array. The resulting timeseries is shown to be consistent with previous active acoustic experiments of the region, and allows us to extract individual environmental details. This is illustrated by identifying the critical angle at the water-
sediment interface.

2.2 Theory

The time derivative of the noise correlation function (NCF) has been proved both theoretically and experimentally[7, 8, 4] to be approximately the sum of the TDGF and the time-reversed TDGF between the two hydrophones [8]:

$$\frac{d\langle C_{a,b}(\tau) \rangle}{d\tau} \approx -G(\vec{r}_a, \vec{r}_b; \tau) + G(\vec{r}_b, \vec{r}_a; -\tau)$$

where $C$ is the cross-correlation of the time-aligned signal between receivers $a$ and $b$ located at $\vec{r}_a$ and $\vec{r}_b$ respectively, and $\tau$ is the time delay between those two receivers. The cross-correlation isolates and accumulates the time-average of those source events in the environment which propagate through both hydrophones. The specifics of the length of time necessary for performing the cross-correlation is dependent on the environment around the hydrophones and especially the distribution of noise sources.

The data used in the present analysis is the same data that was used for array element localization (AEL) using the NCF technique [6]. In that analysis 11-minute time averages of data were used to extract the coherent wavefronts between close (less than 28 m apart) hydrophone pairs. Here we have increased the length of time averaged in order to resolve the greatest distance between hydrophones (up to 115 m) on the array.
2.3 Experimental results

Data

The data used in this analysis was originally taken in May 1995, 3.4 km off the coast of southern California for the Adaptive Beach Monitoring (ABM 95) experiment[9, 10]. This work used the ambient noise data recordings from one of the two bottom mounted horizontal arrays located parallel to the shore in roughly 21 m of water. The environment around the hydrophone arrays was measured and modeled using active geoacoustic methods; two nearby conductivity, temperature, and density (CTD) casts provided the sound speed profile for the water column. The measurements of the environment found this area to be essentially range-independent. Each array of 64 hydrophones recorded almost continuously for 2.5 weeks at a sampling frequency of 1500 Hz. Throughout that time the hydrophones recorded significant biological activity, dominated by noise from the croaker fish (Sciaenidae) family[9]. The ambient noise levels were especially high at night as the fish migrated from the surf zone out to the area where the hydrophones were located. That the noise field was dominated by biological activity within the water column (as opposed to physical effects like waves breaking which localize sound at the surface) made this data set particularly useful for extracting the approximate TDGF. That is, because the noise sources were volumetric a more accurate representation of the amplitude of the time of arrivals can be expected versus having only surface noise sources[4].
Results

Approximating the local Green’s function using only the ambient noise recordings is limited by the characteristics of the noise that is recorded. Ideally the noise should be fairly isotropic, or at least spread throughout the area of the hydrophones. The recording should not contain individual loud events (such as source pings, motor noises, etc) which may bias the correlation process. To that end, the noise recordings are filtered and smoothed (both the time series amplitude and in frequency spectrum) in order to minimize the influence of isolated unique loud events.

Deciding the length of time to use in the NCF is one of the challenges of this technique. To get the cleanest result the strength of the strongest arrival versus the residual fluctuations was tracked as successive additional successive 5-minute samples were averaged into the correlation. The correlation of hydrophones with a greater distance between each other required a longer time correlation to produce a clear result. The changing ocean environment (and coastal pumps which turned on and off every few hours) meant using as short a continuous time recording as possible. In order to minimize interference from pumps and coastal noise the data was filtered to the 250-750 Hz frequency band. Each five minute segment of data was individually processed and then averaged until the strength of the strongest arrival found in the NCF compared with the residual fluctuations of the correlation function began to deteriorate. The cleanest result appeared to be a 3 hour 50 minute window in the early morning hours. After this point there appears to be a change in the environment or the ambient noise such that averaging
additional time began degrading the desired signal.

Since the environment was fairly homogeneous throughout the time of the recordings, different pairs of hydrophones with the same separation from each other give essentially the same response. The Green’s function approximations for distinct pairs of hydrophones were then sorted by the distance between the pair of hydrophones. When stacked in order of increasing separation distance between hydrophones the NCF exhibits a time of arrival structure consistent with what would be expected from the theoretically calculated (using wavenumber integration techniques[11]) Green’s function. Figure 2.1 shows the processed data stacked by separation distance between pairs of hydrophones and a simulation of the Green’s function as though there was a sources and receivers at the same positions along the array. The environment for the simulation is taken from the geoacoustic inversion of the same environment[10]. This comparison of the processed data with the simulated TDGF demonstrates that the processed data gives an accurate time of arrival sequence for a signal traveling the given distance.

Clearly visible are multiple returns (most clear at greater distances) in the NCF of the data, which match the expected time of arrival of different ray paths between a source and receiver from the simulated Green’s function. To verify this, a Monte Carlo noise simulation was made of a two dimensional noisy ocean environment model of the region around the hydrophone array. Discrete sound events were simulated randomly in time and range (up to 2 km) and located at depths within 2 to 3 m of the surface
and bottom and theoretically propagated along the array. The noise was modeled in this way for computational efficiency and to better simulate the actual noise field which was primarily fish noise near the bottom and physical interactions along the surface. The resulting simulated timeseries was then NCF processed in exactly as the real data. Figure 2.2 shows the time of arrival of the peak strength for the direct and surface reflected
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**Figure 2.1**: Comparison of the calculated and theoretical local TDGF shown in normalized dB. (a) Time averaged noise correlation function result: y axis is the distance between hydrophones, x axis is the correlation time. The location of the peaks show the propagation time of sound between the two hydrophones for the direct and surface reflected paths. (b) Spectral simulation of TDGF assuming a source and receiver at the given distance (along y axis) separation. Peaks show time of arrival (along x axis) of sound from theoretical source to receiver. Environment used for simulated Green’s function is based on previous active acoustic inversions and measurements.
raypaths for both the NCF processed data and the noise simulation. Both accurately extract the time of arrival for the direct and surface reflection paths, although the surface reflection path is most visible for shallower reflection angles (i.e. greater separation distance between hydrophones). At distances greater than 100 m, the surface reflection path begins to dominate over the direct path. At distances less than approximately 40 m, the strength of the surface reflection path return dissipates and a distinct second arrival becomes undetectable.

When isolated and plotted by distance the strengths of the surface path arrival by the theoretical reflection angle along the ocean bottom the resulting curve begins to approximate a curve for reflection coefficient. This is because of the greater attenuation of steeply reflected raypaths from sources far from the array[12]. Due to clipping and smoothing in the NCF processing though, it is only possible to isolate the relative strengths of the reflection at different angles of incidence and not the actual reflection coefficient. The strength of the surface reflection return was normalized by the distance the sound had traveled, and then normalized from zero to one. Figure 2.3 shows the normalized reflection strength for the NCF processed data and the Monte Carlo simulation. The resulting curve appears unfinished and is limited by the length of the array, but it points to a critical angle of incidence of around 20 degrees. This agrees with the expected critical angle from the previously calculated active geoacoustic inversions[10] of \( \theta_c = \cos^{-1} \frac{c_{\text{center}}}{c_{\text{sediment}}} = \cos^{-1} \frac{1495 m/s}{1607 \pm 45 m/s} \approx 21.5 \pm 4 \text{deg} \). This value is shown on the figure with a dotted black line.
2.4 Conclusion

Using only ambient noise on a horizontal array a representation of the local TDGF was accurately extracted. By tracking the strength of the noise correlation function over time an optimum time to correlate can be chosen for a given noise environment. The resulting timeseries is shown to accurately approximate the local TDGF by comparison.

**Figure 2.2:** Comparison of peak time of arrivals (x axis) for direct and surface reflection paths for both the NCF processed data and the Monte Carlo noise simulation for increasing distance between hydrophone pairs (y axis). At smaller distances (less than around 60 m) the surface reflection does not tend to give a strong enough return to be accurately extracted. At greater distances the two paths approach each other enough that the stronger path can dominate. There are still two paths but at distances greater than approximately 100 m the surface path begins to dominate the data TDGF and it becomes difficult to isolate the peak arrival of the direct path arrival as it is overshadowed by the surface reflection return.
with simulations of the same environment. Analysis of the timeseries allowed us to accurately resolve environmental detail – in this case the critical angle for the ocean-sediment interface.

**Figure 2.3:** Strength of the surface reflection raypath return by theoretical angle of incidence on sediment floor (x axis) for both the processed data (x’s) and the noise simulation (+’s). The strength of the return was normalized by the surface reflection pathlength (to negate 1/R spherical spreading term) and normalized from zero to 1. Reflection strength curve indicates a critical angle just over 20 degrees which agrees with the theoretical critical angle (dotted black line) given the assumed environment from previous active geoacoustic inversion [10].
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Chapter 3

Effect of ambient noise directionality and array geometry on the emergence of the noise correlation function using data from the Noise10 experiment

The cross-correlation of low level ocean noise across horizontal distances poses problems in resolving the correlated signal. The use of arrays of horizontally separated sensors and fundamental array processing techniques provide a way of extracting the desired signal from the fluctuations of the correlation function using less correlation time. The evolution of the cross-correlation function is directly related to the specifics of the noise field recorded in the ocean. By defining a signal-to-noise ratio (SNR) by which to
quantize the results of the cross-correlation function and comparing this with the measured noise field, we show a relationship between the evolution of the cross-correlation function and directionality of the incoming noise field. This chapter examines, with experimental data, the effect of varying the shape and size of horizontally separated sensor arrays on the evolution of the correlated signal as well as the directionality of the incoming noise field.

3.1 Introduction

Cross-correlation of ambient noise fields first done in the context of solid state matter [1, 2] was quickly applied to seismics [3, 4, 5, 6] and underwater acoustics [7, 8, 9]. In all these cases, the the ambient noise processing yields temporal peaks in the correlation function representative of the travel time between the two sensors used as though one sensor was actually a source and the other a receiver. In the first two environments the noise is essentially a diffuse field and the physical environment is static over the period of time of the correlation. Thus individual sensors can record data for long enough to build up the desired correlation signal, and the resulting correlation approximates the time domain Green’s function between the sensor points. In the ocean, though, the constantly changing environment means that the propagation path could change before a useful correlation result can emerge. That the noise field is directional [10] can also affect the emergence of the correlation function. One method of reducing the time needed to build up the correlation is to use arrays of sensors in place
of individual sensors.

Using an array of sensors to improve the correlation result has been done with a vertical array for a passive fathometer [11, 12, 13]. The fathometer processing takes advantage of the fact that the noise field in the ocean is dominated by surface noise. However, when dealing with horizontally separated sensors the arrival structure sought is often in conflict with the vertically dominant noise.

Theoretical and mathematical derivations of the cross-correlation of ambient noise fields from horizontally separated sensors both in the ocean [8, 9, 19] and generally [14, 15] have been well established. Yet the ocean environment rarely if ever provides an ideal noise field such as is commonly assumed. There has been recent interest in accounting for movement of receivers and in the environment [16]. The specifics of the noise distribution, though, directly affect the noise correlation and in particular the average time needed to clearly extract the correct time-of-arrival information from the correlation. The majority of the experimental results using horizontally separated sensors take advantage of ship noise [7] or a volumetrically distributed local noise field [17, 18].

This chapter will analyze the use of planewave beamforming between horizontally separated sensor arrays laid along the ocean bottom. We will examine the relationship of the array size and geometry of and between the arrays and the directionality of the measured noise field to the resulting cross-correlation both theoretically and with ambient noise data. The results indicate significant enhancement to the correlation processing using planewave beamforming of arrays. The improvement by a given array
geometry and the effect of the directionality of the noise field can be understood by examining the beampattern of the arrays. For any given array shape, the average SNR measured for the correlation of ambient noise agrees with the theoretical build up as a function of the square root of the amount of time used in the correlation.

### 3.2 Theory

The cross-correlation of the received signal at two horizontally separated sensor is given by

\[
CC_{1,2}(\tau) = \int_{-T/2}^{T/2} p(r_1;t)p(r_2;t + \tau)dt
\]  

(3.1)

where \(r_1\) and \(r_2\) are the locations of the two sensors, \(p\) is the pressure field recorded at each sensor, and \(T\) is the time over which the correlation is being performed. Given an ambient noise field propagating through the sensors, the resulting timeseries can approximate the time-of-arrival structure of the Green’s function between the two sensors as if one was a source and the other a receiver [7, 8, 9, 19].

As a majority of the processing is done in the frequency domain we define the transform pairs:

\[
x(\omega) = \int_{-\infty}^{\infty} \tilde{x}(t)e^{-i\omega t}dt,
\]

(3.2)

\[
\tilde{x}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} x(\omega)e^{i\omega t}d\omega
\]

(3.3)

where \(\tilde{x}(t)\) is the time signal recorded on a sensor and \(x(\omega)\) is its frequency domain transpose. We can also define the cross-spectral density function (CSD) as the frequency
domain counterpart of the cross-correlation:

\[ C_{1,2}(\omega) = \frac{1}{T} \int_{-\infty}^{\infty} CC_{1,2}(t)e^{-i\omega t} dt \]

\[ = \frac{1}{T} x_1(\omega)x_2(\omega)^* , \]  

where \( x^* \) is the complex conjugate of \( x(\omega) \) and \( T \) is the length of time over which the correlation was taken.

To improve the results of the cross-correlation function, the signals from two arrays of hydrophones can be beamformed and used in place of the signal from two individual sensors. This beamformed signal can then be incorporated into the cross-spectral density function. In the simplest beamforming case of planewave beamforming performed in the frequency domain, the signal output from the array is given by

\[ x_A(\omega) = \sum_{m=1}^{M} e^{i k \cdot R_m} x_m(\omega) \]  

where \( x_A(\omega) \) is the beamformed signal from array \( A \), \( M \) is the number of elements in the array, \( k \) denotes the directional components of the wavenumber \( k \), and \( R_m \) is the position vector for sensor \( m \). If the array is steered in the \([\theta, \phi]\) direction, \( k \cdot R_m = k R_m r \cos \theta \cos \phi \) For simplicity of notation we shall use the notation \( x_A \) to denote the beamed signal on array \( A \), as opposed to \( x_m \) which represents the signal from a single sensor \( m \).

To simplify notation we will use bold to denote vectors, which we will assume to be column vectors. Thus if we define \( \mathbf{w} \) as the vector of weights used in the beamformer,
\( \mathbf{w}^+ \) as its conjugate transpose, and \( \mathbf{x} \) as the vector of the measured signals \( x_m(\omega) \) where \( m \) is the sensor number, then equation (3.6) becomes

\[
x_A(\omega) = \mathbf{w}^+ x_m(\omega).
\] (3.7)

In the beamforming used in this chapter, \( \mathbf{w} \) is defined for each element \( m \) of the array by \( w_m = e^{-i\mathbf{k} \cdot \mathbf{R}_m} \). The beam \( x_A(\omega) \) is the noise field as seen by the array when steered in the direction defined by the weight vector \( \mathbf{w} \). When incorporating beamforming into the cross-spectral density function it is these beams (as formed separately on each array) which are used.

The cross-spectral density function using beams becomes:

\[
C_{x_A x_B} = \mathbf{w}_A^+ (\mathbf{x}_A \mathbf{x}_B^+) \mathbf{w}_B
\] (3.8)

where \( \mathbf{x}_A \) and \( \mathbf{x}_B \) represent the signal measured at each element of array \( A \) or \( B \) respectively, and \( \mathbf{x}_A \mathbf{x}_B^+ \) forms the sample cross-spectral density matrix (CSDM) of all the sensors on one array (\( A \)) with all the sensors on the other (\( B \)). This CSDM is fundamentally the noise field as measured between the arrays. The cross-spectral density function we are interested in, and are referring to as the frequency domain counterpart of the cross-correlation function, is the weighted CSDM as shown in Eqn. (3.8).

The distance between the two arrays, the path the sound travels, and the sound speed environment are what fundamentally determine the arrival time in the correlation
signal. When using beams in the correlation (or equivalently the cross-spectral density) function, we are attempting to isolate a single direction to look for correlated signals. Generally this means we are isolating a single travel path between the arrays, although often aliasing effects or high side lobes can interfere. Unlike traditional array processing done to isolate a signal, in the case of correlation processing each array is generally steered in the same direction – in the direction of a ray path between the two arrays. So if arrays are lined up and 0 degrees is chosen to represent the azimuthal axis running through both arrays (which is the convention used), then the beams would be looking to isolate the direct path between the arrays by both beamforming to either 0 degrees (to isolate plane waves traveling in the 180 degree direction) or 180 degrees (to isolate plane waves traveling in the 0 degree direction).

In order to quantify the effectiveness of any array processing versus single element correlations, we define the signal-to-noise ratio (SNR) as the strength of the correlation at the given time peak of interest $\tau = \tau_0$ over the standard deviation of the cross-correlation signal:

$$SNR = \frac{CC_{xy}(x, y; \tau = \tau_0)}{std(CC_{xy}(x, y))},$$

where $x$ and $y$ are the time series used in the correlation. These can be either the signal from individual sensors being cross-correlated, or in the case of arrays, of the beamed signal from each array (i.e. similar to shown in Eqn. (3.6) $x(t) = \sum_{m=1}^{M} x_m(t - R_m cos(\theta) cos(\phi)/c)$). From here out we shall stop distinguishing between the two signals (single element vs. array beams) and understand that the correlation of single sen-
sors is equivalent to the correlation of two arrays each comprised of only a single sensor. In terms of the frequency components this equation can be written as

$$\text{SNR} = \frac{\int C_{xy}(\omega)e^{i\omega \tau_0}d\omega}{\text{std}(\int C_{xy}(\omega))e^{i\omega t}d\omega}. \quad (3.10)$$

Expanding equation (3.10) using the definitions for the cross-spectral density function and standard deviation[20] of signals, and then rearranging the denominator gives:

$$\text{SNR} = \frac{\int x^+y^ie^{i\omega \tau_0}d\omega}{\sqrt{\frac{1}{N}\int (|x+y|e^{i\omega t})^2d\omega}}. \quad (3.11)$$

where $N$ is the number of points used in the correlation. This equation can be rearranged to give:

$$\text{SNR} = \sqrt{N} \frac{\int C_{xy}(\omega)e^{i\omega \tau_0}d\omega}{\int \sqrt{C_{xx}(\omega)C_{yy}(\omega)e^{i\omega t}}d\omega}. \quad (3.12)$$

By breaking up the parts of the SNR we can better understand how changes to our correlation affect the resulting SNR. The numerator describes the energy of the correlated beam that is coherent between the two arrays, and adds up coherently at time $\tau = \tau_0$. The denominator describes the total energy in each beam averaged over the length of the correlation, where the total energy of $C_{xy}^2$ is statistically the same as $C_{xx}C_{yy}$. When we incorporate beamforming into the correlation or cross-spectral density function we change the ratio of energy that is incorporated from the direction which yields the correlation peak versus the total energy that is propagated through the arrays, so it is important to note that the $C_{xy}$, $C_{xx}$, and $C_{yy}$ referred to here are all weighted by
the array processing we are applying.

We can also look at the effect on the SNR as we increase the amount of time averaged in the correlation. If our noise field is statistically the same over the time we are looking at and we increase the time averaged in the correlation, we can see that we would expect the response of the SNR to increase as a function of the square root of the time averaged. So increasing the length of the correlation by two will, on average, increase the SNR by $\sqrt{2}$.

### 3.3 Data

In February of 2010 two arrays were set out on the seafloor off the coast of southern California in approximately 20 m depth water and anchored 323.7m apart. Each array was an L shaped array, positioned as shown in Fig. 3.1. The data included in this paper is from 4 days of the experiment (when there was minimal ship activity). The data used was also filtered to use between 1 and 2 kHz in order to minimize loud episodic noises such as passing ships.

The noise coming from 0 and 180 degrees azimuthal and approximately 0 degrees vertical is the noise that will build up as the correlation peak showing the propagation from one array to the other. The surface arrival will come in from about 7 degrees vertically, and at a close enough arrival time that the two peaks overlap, and thus will also contribute to the build up of this same signal.

Given the geometry of the arrays it is difficult to accurately measure the energy
Figure 3.1: Experimental setup showing array shapes and location of anchors off the coast of San Diego, California. Each array is made up of 32 sensors set out in two perpendicular line arrays along the seafloor. The North-South line arrays (16 sensors on each array) have 1 meter spacing, the East-West line arrays (16 sensors on each array) have 0.5 meter spacing. The anchors (joining the two lines of each array) were 323.7 m apart. The water depth was approximately 20 meters throughout this region, and the measured sound speed profile was linearly uniform throughout the water column.

coming from different directions, but we can get a rough comparison of the energy coming from the north or south as compared with the total incoming energy. The noise is measured on each array using only the sensors which constitute the North-South line array (elements 1-16 of each full ‘L’ array). These 16 sensors are beamformed to look north (0 degrees) or south (180 degrees) using planewave beamforming in the frequency domain. The measured field to the north or south is then normalized by the sum of the
field measured to all directions divided by the beamwidth for each direction.

\[ N(\theta_0) = 10\log\frac{\sum_\omega \sum_m e^{-ikR_m\cos(\theta_0)}x_m(\omega)}{\sum_{\theta}[(Bw(\theta))^{-1} * \sum_\omega \sum_m e^{-ikR_m\cos(\theta)}x_m(\omega)]}, \]  

(3.13)

where \( N \) is the measured field in direction \( \theta_0 \), \( R_m \) is the distance on the line array of sensor \( m \), \( x_m(\omega) \) is the signal in the frequency domain at sensor \( m \) due to frequency \( \omega \), and \( Bw(\theta) \) is the -3 dB beamwidth [21] of the main beam lobe when the array is steered to direction \( \theta \) and averaged over all frequencies.

3.4 Results

3.4.1 Overview of data

The frequency spectra over the four days of the experiment is shown in Fig 3.2. The data used in the processing was filtered for the band from 1 to 2 kHz. The loud event at around 2200 minutes was not filtered out; however as all the results are averaged over the course of the experiment the effect on the SNR measurements due to that event will be averaged out.

The decision to use only the 1-2 kHz frequency band was made not only on the basis of the measured spectrum, but also after comparing the correlation results from this limited band with the results from a 250-2500 Hz band. Figures 3.3 compares the correlation of the full ‘L’ arrays for 30 minute average correlations throughout the 4 day period of the experiment showing the correlations around the expected time-of-arrival in both positive and negative correlation time. Figure 3.3(a) shows the correlation centered...
Figure 3.2: Spectrogram of ambient noise data recorded over approximately four days of Noise10 Experiment. Horizontal axis show the frequency range, band limited to 250-3000 Hz. Vertical axis gives the minute index from the start of the experiment. Color scale is in normalized dB.
around the negative and positive expected correlation time using the 1-2 kHz bandwidth. Figure 3.3(b) shows the correlation for the 250-2500 Hz bandwidth.

From Figs. 3.3(a) and 3.3(b) we see that there are distinct times in the experiment where including the lower frequency noise substantially degrades the results of the correlation: for instance between minutes 1300 and 2700, especially for the correlation of noise coming from the South (i.e. the negative correlation lag). This means that the noise field is sometimes substantially different above vs below 1 kHz, and when we limit our correlations to the 1-2 kHz range we are getting what appears to be more diffuse noise results.

We can start off our analysis by looking at the correlation of an individual sensor from one array with its counterpart on the other array. These single element cross correlations of one sensor on each array are shown in Figs. 3.4 and 3.5 for 1 and 3 hour averages respectively. We can contrast these with the correlations of beams as in equation (3.7) using the full arrays and averaged for 5 and 15 minutes; these are shown in Figs. 3.6 and 3.7. We find that if the SNR measured is below 5 (i.e. the peak arrival at the expected arrival time is less than five times the standard deviation of the signal) then this correlation peak is generally not strong enough to make out through the background fluctuations. Note that we cannot distinguish between the direct and surface reflection arrivals in this setup.

Figure 3.4 shows the cross correlation of a hydrophone # 1 of one array with hydrophone # 1 of the other and the SNR measured for both 60 minute long correlations (left and center plots). Figure 3.5 shows the same sensors correlated for 180 minute
(a) Thirty minute averaged correlations using 1-2 kHz bandwidth.

(b) Thirty minute averaged correlations using 250-2500 Hz bandwidth.

**Figure 3.3:** Thirty minute averaged correlations between the two ‘L’ shaped arrays throughout the four days of the experiment. Plots show the correlation centered around the expected arrival time (+/- 0.22s). Negative correlation lag represents arrays beamed south, positive correlation lag represents arrays beamed north. The vertical axis is the index minute of the experiment. Color is in normalized dB.
correlations (left and center plots). The sensors were 323.7 m apart, so the expected arrival time should be approximately 0.22 seconds. On each figure, the left and center plots show the correlation for 60 or 180 minute correlations throughout the four days of data. For each of these the vertical axis shows the minute index of the experiment, and the horizontal axis shows the expected arrival time for both the positive (center plot) and negative (left plot) correlation time. The subplot on the right in both figures gives the measured SNR for each line of correlation shown. The blue x are the measured SNR for the arrival at the positive time lag, the green + are the SNR for the negative time lag. We can see that even one hour of data is rarely long enough to make out the correlation peak; the average SNR measured is approximately 6.7. Even 180 minutes of data only sometimes gives a clear correlated signal with a mean SNR of 7.8.

When we incorporate beamforming of all the sensors on each array we can generally make out the desired signal with only minutes of data. Figure 3.6 shows the correlation of the elements of each array using 5 minutes of data. Figure 3.7 shows the correlation of the elements of each array using only 15 minutes of data. As with Figs. 3.4 and 3.5 the left and center plots show the correlation result, this time for the beamed signal. The vertical axis shows the minute index of the experiment, and the horizontal axis shows the expected arrival time for both the positive and negative correlation time. The left plots show the correlated signal centered around the expected time-of-arrival for a negative $\tau$, the center plots shows the correlation centered around the expected positive time-of-arrival. For both Figs 3.6 and 3.7, the right hand plots give the measured SNR (blue x for positive time lag, green x for negative time lag) for each line of
Figure 3.4: Cross correlation of a hydrophone 1 of one array with hydrophone 1 of the other and the SNR measured for 60 minute long correlations throughout the 4 days of data. Left hand and center plots show the correlation signal for positive (center plot) and negative (left plot) time lag. The sensors were 323.7 m apart, so the expected arrival time should be approximately 0.22 seconds. The vertical axis shows the minute index of the experiment, and the horizontal axis shows the correlation time centered around the positive and negative expected arrival time. The color bar is in normalized dB. The right hand plot shows a measure of the SNR for each line of the plots to the left: blue x’s show the SNR measured for the positive time arrival, green x’s show the measured SNR for the negative time arrival.
Figure 3.5: Cross correlation of a hydrophone 1 of one array with hydrophone 1 of the other and the SNR measured for 180 minute long correlations throughout the 4 days of data. Left hand and center plots show the correlation signal for positive (center plot) and negative (left plot) time lag. The sensors were 323.7 m apart, so the expected arrival time should be approximately 0.22 seconds. The vertical axis shows the minute index of the experiment, and the horizontal axis shows the correlation time centered around the positive and negative expected arrival time. The color bar is in normalized dB. The right hand plot shows a measure of the SNR for each line of the plots to the left: blue x’s show the SNR measured for the positive time arrival, green x’s show the measured SNR for the negative time arrival.
the correlation shown to the left. In contrast to the correlations shown in Figs. 3.4 and 3.5, even five minutes of data often gives a strong enough correlation peak to pull out the correct time-of-arrival (especially in the negative time lag, so for noise propagating north) with an average SNR of 6.4. With 15 minutes averaged into each correlation the correlation peak becomes much clearer and consistently stronger with a mean SNR of 7.7.

### 3.4.2 Effect of array geometry

If the signal used in the correlation is made up beams which successfully lower the energy filtered through the array from the directions not inline with the arrays we can expect the resulting SNR of the correlation signal to be higher since a higher percentage of the energy within the beams is what will contribute to the desired signal. The beampatterns for different sized and oriented sensor arrays give us an understanding of the effect on the SNR in terms of the energy filtered through the arrays.

The experimental setup for the Noise10 Experiment allows us to compare the effects of different array shapes in the correlation of ambient noise. We can look at three array shapes - the full ‘L’ shaped arrays correlated with each other, the line arrays made up of elements 1 through 16 of each array (the North-South line arrays), and the line array made up of elements 17 through 32 of each array (the East-West line arrays). The beams used by the North-South arrays when correlating the noise are endfire to the line of the arrays, so we term these line arrays the *endfire* arrays. The beams used by the East-West line arrays are broadside to the line of the arrays, so we term these line arrays
Figure 3.6: Cross correlation of the full arrays with each other and the SNR measured for 5 minute long correlations throughout the 4 days of data. Left hand and center plots show the correlation signal for positive (center plot) and negative (left plot) time lag. The sensors were 323.7 m apart, so the expected arrival time should be approximately 0.22 seconds. The vertical axis shows the minute index of the experiment, and the horizontal axis shows the correlation time centered around the positive and negative expected arrival time. The color bar is in normalized dB. The right hand plot shows a measure of the SNR for each line of the plots to the left: blue x’s show the SNR measured for the positive time arrival, green x’s show the measured SNR for the negative time arrival.
Figure 3.7: Cross correlation of the full arrays with each other and the SNR measured for 15 minute long correlations throughout the 4 days of data. Left hand and center plots show the correlation signal for positive (center plot) and negative (left plot) time lag. The sensors were 323.7 m apart, so the expected arrival time should be approximately 0.22 seconds. The vertical axis shows the minute index of the experiment, and the horizontal axis shows the correlation time centered around the positive and negative expected arrival time. The color bar is in normalized dB. The right hand plot shows a measure of the SNR for each line of the plots to the left: blue x’s show the SNR measured for the positive time arrival, green x’s show the measured SNR for the negative time arrival.
the broadside arrays. Examining the beampattern resulting planewave beamforming on each of these array shapes can help us understand the effectiveness of the array shapes. Figure 3.8 shows the broadband averaged beampatterns resulting from using the full ‘L’ array or the individual line arrays as shown in Fig. 3.1. In all the plots the x axis shows the azimuthal direction and the y axis shows the vertical direction. The colorscale in all plots is in dB. Plot (a) shows the beampattern using the full ‘L’ arrays, plot (b) shows the beampattern using only the broadside (East-West) line arrays, and plot (c) shows the beampattern using only the endfire (North-South) line arrays. Each plot is of the beampattern as applied to an isotropic medium. When we look at the three dimensional beampattern for each of these cases relative to the portion of the main lobe from which the energy that contributes to the correlation function (shown in plot (d)) we can predict that the broadside beam should give a better result than the endfire beam. This makes sense intuitively as the broadside beam is so much narrower; averaged over the 1 kHz bandwidth the broadside beam is an average of 6 degrees wide, the endfire beam 27 degrees.

When we combine both endfire and broadside beams as with the experimental setup shown in Fig. 3.1, we would expect additional improvement over the single direction line array case. The beampattern for this case is shown in Fig. 3.8(a). In this case the average beamwidth is approximately 5 degrees wide. Regardless of the individual array setup, the portion of main beampattern lobe which contributes to the correct correlation time is determined by the geometry – in particular the distance – between the arrays. For our array setup this corresponds to a region only 4 degrees wide. Figure
3.8(d) shows the portion of the main lobe which will contribute to the correlation peak - this is the same for any sensor setup within the arrays - whether using a single element or the full array.

**Figure 3.8:** Beam pattern given various array shapes and denotation of the region contributing to the correlation peak. Each plot shows the beam pattern assuming a 0 degree steering angle both azimuthally and vertically and plots the azimuthal degrees about the arrays from 0 to 360 degrees and the elevation angle in degrees as radius of each circle from 0 to 90 degrees elevation. The color axes are all in normalized dB. (a) Beam pattern from using all 32 elements on each array. (b) Beam pattern due to only the 16 broadside elements (East-West line) on each array. (c) Beam pattern due to on the 16 endfire elements (North-South line) on each array. (d) Region of space that contributes to the peak of the correlation function for the desired signal.

By using this method to understand the effect of the array geometry and beam-forming on the cross-correlation result it becomes possible to predict how well other
array shapes would work. For instance we can see that horizontally separated vertical arrays will have significant difficulty reducing side lobes. If one imagines Fig. 3.8(b) applied to a vertical array - in that case the narrow main lobe is not much of an advantage because it would be unable to distinguish azimuthally.

### 3.4.3 Effect of noise directionality

If we could clearly measure three-dimensional ambient noise field, overlaying that field on the beampatterns shown in Fig. 3.8 would show directly the effect of the directionality of the noise field on the correlation function. The energy that builds ups coherently in the cross-correlation is the energy from the region marked on plot (d) of Fig. 3.8. The energy that contributes to the residual fluctuations of the correlation is the energy included in the beams for the given array shapes (Fig. 3.8(a), (b), and (c)).

Unfortunately, for this experiment we can not cleanly measure the three-dimensional noise field. Due to the geometry of the arrays, we can either measure the noise field at low enough frequencies to remove aliasing effects which occur when beaming our arrays, or we can measure the noise field at the frequencies we are interested in and suffer the effects of high aliasing. We know from our look at the correlations of the data shown in Fig.3.3 that there must be substantial differences in the characteristics of the noise field below 1 kHz, as there are distinct differences between the correlations which include the lower frequencies and those which do not.

Having decided that we must measure the noise field within the frequency range of interest, we must find some way to minimize the effects of the aliasing that occurs due
to the array geometry. The location of the aliased lobes are a function of frequency and
the array geometry. The aliased lobes occur in different locations at different frequencies
while the main lobe remains in the same place. Thus when averaging the noise measure-
ment over the full 1-2 kHz band we average down the effects of individual aliasing lobes
while building up the main lobe. Our measurements still incorporate errors due to the
aliasing effects, but for a noise field with the energy distributed across the frequency
band we’re using we end up getting a broadband-averaged main lobe that is approxi-
mately 10 dB higher than the side lobes. Figure 3.9 shows the theoretical beampattern
resulting from this broadband averaging.

Thus, we can at least compare the correlation results for the arrays correlating
noise from the north versus the south with the measured two-dimensional (horizontal)
noise field from the north or south.

Figure 3.10 compares the measured SNR in dB (where $SNR(dB) = 20\log(SNR)$)
corresponding to the correlation of the noise from the south to the measured noise (nor-
malized by the noise measured in all directions) in dB. The SNR shown correspond to
the SNR shown in blue in Fig. 3.3(a), of 30 minute averaged correlations due to the
noise coming from the south. The measured noise is an average of the measured noise
from the south as measured independently on the two North-South line arrays. As the
noise measured is far from precise (being severely limited by the geometry of the array)
we expect to only see a general resemblance between the two. We do find that the two
lines correspond well (correlation strength of .45).

Figure 3.11 compares the difference between the north and south measured noise
**Figure 3.9**: Average beampattern produced on the North-South line array when steered to 0 degrees and incoherently averaged across the 1-2 kHz frequency band. The beam pattern is shown in normalized dB. The main lobe (to 0 degrees) is approximately 25 degrees wide, and 10 dB higher than the side lobes.

field with the difference between the SNR measured from the correlation of noise from the north vs the south. The blue line is the difference in the SNR measurement in dB from the correlation corresponding to noise from the south vs noise from the north given 30 minute correlations of the noise (i.e. the minute-by-minute difference of the two SNR values shown in the right hand plot of Fig. 3.3(a)). The green line shown is the difference between the noise measurement to the south vs the noise measurement to the north, in dB. The horizontal axis is of the difference in dB between the north and the south information - positive corresponds to greater noise from the south. The vertical
Figure 3.10: Comparing the measured SNR (in dB) corresponding to the correlation of the noise from the South to the measured noise (normalized by the noise measured in all directions) in dB. The horizontal axis is in dB. The vertical axis is of the minute index of the experiment. The SNR shown correspond to the SNR shown in blue in Fig. 3.3(a) - 30 minute averaged for the noise coming from the south. The measured noise is an average of the measured noise from the south as measured independently on the two North-South line arrays. As the noise measured is far from precise (being severely limited by the geometry of the array) we expect to only see a general resemblance between the two. We do find that the two lines correspond well (correlation strength of .45).
axis is the minute index of the experiment. Although the two lines often agree, there are distinct time when they do not. This is still reasonable as the measurement of the noise is of a much broader area than solely the direction which builds up in the correlation. Thus, if there is loud noise coming from slightly off the direction which builds up the correlation it will dominate the measured noise field (which cannot tell the difference as the beam lobe is fairly broad) and actually interfere more with the correlation of noise from that side than in the other. For the correlation averages of 30 minutes shown, the sign of the difference in the strength of the correlation (where positive means a stronger correlation signal when pointing to the south) versus the sign of the difference in the noise energy between the north and south (again positive means more energy from the south) agree 73.3% of the time.

Since we find the noise from the south to be both consistently greater (on average 30% stronger) and generally providing the clearer correlations, for the remainder of the analysis in this section we will focus on these correlation results.

### 3.4.4 Effect of array size

As the array size and shape varies, the beampatterns shown in Fig. 3.8 will change. This means the ratio of energy filtered through the arrays is changing. For an isotropic noise field we can calculate the ratio of energy contributing to the correlation peak to the total energy filtered through the array for any array shape or permutation. A three dimensional directional noise field can also be incorporated into this calculation to look at the effect of a directional noise field in the ratio of peak to total energy. In
Figure 3.11: Comparison of the difference between the north and south measured noise field and the difference of the SNR measured from the correlation of noise from the north vs the south. The blue line is the difference in the SNR measurement in dB from the correlation corresponding to noise from the south vs noise from the north given 30 minute correlations of the noise (i.e. the minute-by-minute difference of the two SNR values shown in the right hand plot of Fig. 3.3(a)). The green line shown is the difference between the noise measurement to the south vs the noise measurement to the north, in dB. The horizontal axis is of the difference in dB between the north and the south information - positive corresponds to greater noise from the south. The vertical axis is the minute index of the experiment.
an isotropic noise environment, and for spatially independent sensors, the improvement in the SNR due to increased array size scales linearly with the number of sensors. In other words, for two arrays of \( N \) elements each, the best-case improvement in SNR for an isotropic noise field would be of \( N \). For a non-isotropic, or directional noise field the scaling is not as simple. In that case superimposing the measured directional field over the beam pattern of the array used and comparing the ratio of the energy in the beamed direction to the total energy can give an idea of the effect on the SNR.

These general trends in the ratio of peak to total energy parallel the effect on the SNR measured when different numbers and arrangement of sensors are used in the correlation. Figure 3.12 shows the average SNR measured over four days of correlation for the stronger correlation direction (i.e. looking south) when using various different number and orientation of sensors. The beams from the arrays were correlated using ten minutes of data and then the resulting SNR measured for all possible periods of ten minutes of data were averaged to give the result shown. The horizontal axis gives the number of sensors on each array used in forming the beams; the vertical axis shows the mean SNR calculated for all possible correlations of data for each array shape and size using 40 minutes of data. The red diamonds show the results using increasing sized ‘L’ shaped arrays, the blue x’s are the results for broadside arrays, and the green circles are the results for endfire arrays. The results for the full array and the broadside elements show a general linear trend, although not quite the theoretical array gain of \( N \). The endfire array does very badly due to the large main lobe it produces (especially with fewer elements) and the interference from noise just off the endfire direction between
the arrays which this array setup cannot filter out and which corrupts the correlation
signal.

![Figure 3.12](image)

**Figure 3.12**: Average SNR calculated for correlations of various beams, averaged over
four days of data. The horizontal axis gives the number of sensors on each array used in
forming the beam; the vertical axis shows the mean SNR calculated for all correlations
of data for each array shape and size using 40 minutes of data. The red diamonds
show the results using increasing sized ‘L’ shaped arrays, the blue x’s are the results for
broadside arrays, and the green circles are the results for endfire arrays.

When looking at correlations of data, it is important to note that SNR measure-
ment below 5 have a much greater error range (i.e. when the peak is less than 5 times
the standard deviation of the signal it is not generally a strong enough signal to make
out the correct peak from the background fluctuations).
3.4.5 Build up of SNR with time

We can also examine the mean improvement in SNR with increasing time averaged in the correlation function for each basic array geometry. From theory we would expect that for an unchanging, ‘ideal’ environment the SNR would increase as a function of the square root of the length of time averaged in the correlation. As we know that this is not the case in the real world we would expect the improvement to be less than this $\sqrt{T}$ rate. Figure 3.13 compares the mean SNR buildup for the broadside to broadside arrays, endfire to endfire, and ‘L’ to ‘L’ shaped arrays for the correlations of data when looking north (i.e. in the stronger noise direction). The horizontal axis shows the number of minutes averaged in one beam-to-beam correlation. Each value shown is the average SNR measured at all possible segments of that many minutes throughout the same four days of data. The red diamonds show the mean values from the full ‘L’ arrays, the blue x’s are from beams made up of only the parallel portions of each array (i.e. the broadside beams), the green circles are from the in-line portion of the arrays (i.e. endfire beams), and the black + symbols are for a single element from each array. The dotted line shows a reference $\sqrt{T}$ curve. As expected from our analysis of the beampatterns produced by the arrays, we see that the full ‘L’ arrays give the best results, and the broadside beams outperform the endfire beams. Also, on average the single element correlations do not attain an SNR of 5 even when using 3 hours. Regardless of the array configuration used, though, the mean SNR builds up as expected increasing with time. For small correlation time the increase is similar to (but less than) the ideal $\sqrt{T}$
expected for an ideal environment, but as the environment changes the improvement with time falls off.

Figure 3.13: Mean SNR buildup for the broadside to broadside arrays, endfire to endfire, and ‘L’ to ‘L’ shaped arrays. The horizontal axis shows the number of minutes averaged in one beam-to-beam correlation. Each value shown is the average SNR measured at all possible segments of that many minutes throughout the same four days of data. The red diamonds show the values from the full ‘L’ arrays, the blue x’s are of beams made up of only the parallel portions of each array (i.e. the broadside beams), the green circles are of the in-line portion of the arrays (i.e. endfire beams), and the black + symbols are of a single sensor from each array. The dotted line shows a reference $\sqrt{T}$ curve.
3.5 Conclusion

The use of arrays of sensors dramatically improves the strength of the correlated signal and reduces the time needed to build up the signal peak when correlating ambient noise recorded at horizontally separated sensors. The measurement of the buildup of the SNR over four days of experimental data agrees qualitatively with the theory that the signal should build up as a function of the amount of time used in the correlation and the ratio of energy filtered through the arrays. As the SNR measurements were averaged over four days of recordings the variance in the measured SNR due to the fluctuations of the environment were averaged out to show the overall trend. Thus the small fluctuations in the environment were removed but the effects due to the gross directionality were maintained. The measured average SNR of the ambient noise cross correlations increases with the length of time averaged in the correlation function, at a rate less than the $\sqrt{T}$ rate expected for an ‘ideal’, unchanging environment. By looking at the ratio of the energy field which contributes to the correlation peak at the time-of-arrival of interest to the total energy field filtered through the array for various array sizes and shapes we can understand the general effect on the emergence rate of the desired signal. The measurement of the relative strength of the noise field from different directions has been shown to effect the emergence of the peak of the correlation function. When comparing the energy from the directions in-line with the arrays, the side with higher energy measurement corresponded greater than 73% to the higher SNR measurement.
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Chapter 4

Passive acoustic thermometry of the ocean

4.1 Introduction

Much of the work done in the correlation processing of ambient noise has focused on fairly small distances - on the order of ten to a couple hundred times the wavelength of the noise used. From traditional acoustics, though, we expect sound to travel much greater distances than that. By a scaling argument based on the results in the previous two chapters we show that passive tomography due to diffuse noise is at best problematic. Passive thermometry may be possible, though, when taking advantage of discrete loud events. To that end, the following work using data of opportunity from the Comprehensive Nuclear Test Ban Treaty’s (CTBT) International Monitoring System (IMS) is a feasibility study of using very low frequency (1-10 Hz) loud noise events to
extract the time-of-arrival information between arrays that are thousands of wavelengths apart. This acoustic thermometry of the ocean – of determining an average sound speed change in a region – requires only the ‘last’ signal arrival.

From our previous work using correlations of diffuse, mostly isotropic ambient noise we can predict that the buildup time for the correlation signal for single sensors or even beamformed triad arrays over thousands of wavelengths to be unusably long. However, ice breaking along the Antarctic shelf provides individual loud (estimated up to 245dB re 1 µPa at 1 m[1]) sound events which can easily propagate thousands of kilometers. By locating the source of the noise event, we can use the correlation of the received signal of individual loud events to successfully extract an average sound speed for the region.

In traditional tomography, tomographers determine characteristics of the environment by distinguishing between early arrivals at varying depths. These are the higher propagating modes and interact with more of the sound channel. Figure 4.1 shows the field intensity of a 20-50 Hz signal at 3000 km propagated through a range independent Munk profile with the source at 1300 m. The horizontal axis is arrival time, the vertical axis is depth, and the color scale is in dB. As they need to distinguish between distinct arrivals, tomographers find the high intensity region about the last arrival to be generally unusable as the arrivals are indistinguishable. In contrast, we are interested in the average sound speed through the sound channel axis. As such we are most interested in this last arrival which represents the lowest modes - which are the energy which travels at that slowest sound speed through the sound channel axis and provides generally the
Figure 4.1: Field intensity of a 20-50 Hz signal at 3000 km propagated through a range independent Munk profile with the source at 1300 m. The horizontal axis is arrival time, the vertical axis is depth, and the color scale is in dB.

strongest arrival signal. Figure 4.2 shows the field intensity for a 1-10 Hz source (which is the spectrum we are interested in) propagated through the same range independent Munk profile with the source at the sound channel axis at 1300 m. The axes of the top plot are the same as in Fig. 4.1. The bottom plot shows a cross-section at 1300 m. We are interested in the arrival time of this high-intensity, last axial arrival - i.e. the peak of the ‘crescendo’.

As we are looking to very great distances, small changes in the arrival time can reflect the minute changes in sound speed due to changing ocean temperature.
Figure 4.2: (a) Field intensity of a 1-10 Hz signal at 3000 km propagated through a range independent Munk profile with the source at 1300 m. The horizontal axis is arrival time, the vertical axis is depth, and the color scale is in dB. (b) Cross section of field at 1300 m depth.
Dushaw et al. [2] provide an overview of measured and modeled sound speed variability. The seasonal mesoscale-induced variability averages roughly 0.2 m/s. The variability due to global changes in ocean temperature measured on a yearly scale is estimated on the order of one tenth that, or 0.02 m/s.

4.2 Deep water noise

4.2.1 CTBT arrays

Deployed as a portion of the Comprehensive Nuclear Test Ban Treaty (CTBT), the International Monitoring System (IMS) is composed of sets of hydroacoustic arrays at various locations throughout the world. Each are triads of three hydrophone sensors with 2 km spaced moorings placed within the deep water sound axis. These arrays were deployed for the purpose of identifying nuclear events. Figure 4.3, courtesy of the Swiss Seismological Service, shows the locations of these arrays. Of interest for this work are the two marked arrays. These arrays are continuously recording ambient noise at low (100 Hz sampling rate) frequencies. Our interest is in primarily the 1-10 Hz range as we wish to minimize the distortion caused by internal waves which would affect the higher frequency regimes more strongly.

Figure 4.4 shows the setup of the IMS hydroacoustic arrays. Three omnidirectional hydrophones are suspended within the deep water sound channel axis in a triangular shape with 2 km spacing. The data from the sensors are transmitted back to shore via an underwater cable. Figure 4.5 gives the position of the individual sensors of each
Figure 4.3: Location of International Monitoring System (IMS) network of hydroacoustic listening stations set out for the Comprehensive Nuclear Test Ban Treaty (CTBT). The stations referred to in this work are marked with small squares. Figure courtesy of the Swiss Seismological Service.
Figure 4.4: Setup of CTBT arrays. Three hydroacoustic sensors are moored in deep water and each sensor is suspended within the deep water sound channel axis. The three sensors are setup in a triangular shape with 2 km sides.
**Figure 4.5:** Location of the individual sensors of the Cape Leeuwin (CL) and Diego Garcia South (DGS) arrays.
of the two arrays we are interested in.

### 4.2.2 Initial results

An initial look at the correlation of ambient noise for a 130 day period in early 2006 (starting January 1, 2006) is shown in figures 4.6 and 4.7 for the stations at Cape Leeuwin (CL) and Diego Garcia South (DGS) respectively. Each figure shows running 10 day average cross-correlations of the noise recorded at the station, between pairs of hydrophone elements. Each plot shows the correlation time in the horizontal and the index of the day in the vertical. The color axis is of the correlation signal in dB. The data was preprocessed to remove loud peaks and frequency whitened; the correlations were each bandpass filtered to use the 1-10 Hz band.

When the sensors are 2 km apart we expect the correlation delay time for the path between the sensors to be approximately 1.33 seconds. This time is shown with dotted lines in each figure.

One thing that is quickly apparent when looking at this data is the highly directional nature of the ambient noise field. In an isotropic noise field the correlation signal would show a peak at the time lags (in both positive and negative correlation lag) equal to the travel time between the two sensors. In this case we generally see a much stronger peak in some directions than others, and virtually no signal in some directions. This means the noise field that was correlated came dominantly from only certain directions. For instance at the CL station, we see that the dominant noise comes between sensor 2 and 3, but only in one direction. Given the geometry of the array as shown in Fig. 4.5,
Figure 4.6: Cross-correlation of each pair of sensors at the Cape Leeuwin station. Each plot shows a 10 day running average of the cross correlation between a pair of sensors at the CL station: (a) sensors 1 and 2, (b) sensors 1 and 3, (c) sensors 2 and 3. Each plot shows the correlation time in the horizontal, the day index in the vertical, and the correlation signal in dB in color. The dotted lines at +/- 1.3 seconds represent the expected time-of-arrival for a signal traveling 2 km. The raw data was preprocessed to remove strong arrival peaks and frequency whitened. The correlations were filtered to use only the 1-10 Hz bandwidth.
Figure 4.7: Cross-correlation of each pair of sensors at the Diego Garcia South station. Each plot shows a 10 day running average of the cross correlation between a pair of sensors at the DGS station: (a) sensors 1 and 2, (b) sensors 1 and 3, (c) sensors 2 and 3. Each plot shows the correlation time in the horizontal, the day index in the vertical, and the correlation signal in dB in color. The dotted lines at +/- 1.3 seconds represent the expected time-of-arrival for a signal traveling 2 km. The raw data was preprocessed to remove strong arrival peaks and frequency whitened. The correlations were filtered to use only the 1-10 Hz bandwidth.
this shows that the dominant noise is traveling from the south. This is what we expect given our knowledge of the loud ice breaking events occurring along Antarctica.

Also, the highly varying nature of the correlation signal - both in intensity and time-of-arrival - denotes that the noise field is dominated by individual loud events, and that these events are not necessarily occurring endfire to the two sensors whose signals are being correlated. Especially apparent when looking at Fig. 4.6 are the strong arrivals all occurring at correlation times less than the expected time-of-arrival. This denotes strong signals which occur to some degree broadside (or not in-line) with the sensors being correlated. Again, this agrees with our knowledge of the noise field being dominated by ice breaking events, most of which are not going to be at the endfire direction between the sensors. In Fig. 4.7 we can see a strong arrival structure at times apparently greater than the expected arrival time. As this should not be possible, we surmise these are in fact the correct arrivals, but that the positioning of the sensors may be slightly off (due to drift they may be off by as much as +/- 150 m, which would easily account for this time-of-arrival discrepancy).

In order to quantify the results of the correlation at various distances and for differing averaging times we wish to relate the signal-to-noise ratio (SNR) we are measuring for different cases. We define the SNR for the noise correlation function as the ratio of the magnitude of the strongest arrival at the expected arrival time to the standard deviation of full correlation function:

\[
SNR = \frac{\text{Corr}(x_A, x_B, \tau = \tau_0)}{\text{std}(\text{Corr}(x_A, x_B, \tau))},
\]  

(4.1)
where $x_A$ and $x_B$ are the time signals being correlated and $\tau_0$ is the correlation delay time of interest.

Figures 4.8 and 4.9 show the mean SNR measured for each pair of sensors for the two stations. These SNR measurements are for the strongest peak (regardless of direction) measured at a time close to the expected travel time for a signal between the two sensors (i.e. for 2 km spacing we expect the correlation to show a peak at approximately +/- 1.3 seconds). In each figure, the horizontal axis is the number of days of ambient noise correlated, the vertical axis is the mean SNR. Although these figures show roughly the expected increase in SNR due to increased time averaging (increase by approximately $\sqrt{T}$), they do not speak to the variance in the SNR measured, which in this case is quite high. We know this from examining the individual correlations as in Figs. 4.6 and 4.7. Additionally, the large difference in results for the same amount of correlation time for different pairs of elements shows that the field is not a diffuse field, and that we cannot predict the measured SNR due to time averaged.

4.2.3 Long distance propagation

Using the results the 2 km correlations shown above, we can make an estimate of the change in the SNR due to the transmission loss (both due to cylindrical spreading and dispersion) if we were to correlate sensors 4000 km apart.

As the distance between the arrays increases, we expect to need more time to buildup the correlation signal. As the cross-correlation of ambient noise approximates the time domain green’s function for a source propagating, we can approximate the
change in SNR with respect to distance to decrease in a comparable fashion. Thus given an SNR measurement for a given distance, frequency range, and noise regime, we can calculate the expected change in SNR for some greater distance for the same sound field. Figure 4.10 shows the received time signal for a modeled broadband source propagated through the deep sound axis to distances of 2 km and 4000 km. The signal is a 1-10 Hz broadband signal. The top plot shows the received signal at 2 km from the source,
Figure 4.9: Average SNR measured between the various pairs of sensors at the Diego Garcia South station for 130 day period. The x’s give the mean peak SNR measured for the travel path nearest the expected arrival time (not including peaks from events that are not close to endfire between the sensors). The horizontal axis gives the number of days averaged in the cross-correlation. The vertical axis gives the mean of the measured SNR for each pair of sensors (blue for the correlation between sensors 1 and 2, green for sensors 1 and 3, and red for sensors 2 and 3).
Figure 4.10: Result of modeled normal mode propagation of a simple 1-10 Hz broadband source through deep water. Top plot is signal to 2 km, bottom plot is signal to 4000 km. The horizontal axis on each plot shows the arrival time in seconds around the estimated arrival time. The vertical axis on each plot shows the strength of the arrived signal. The peak strength of the signal at 4000 km is less than 1% of the peak strength of the signal at 2 km.
the bottom plot shows the received signal at 4000 km from the source. The horizontal axis on each plot shows the arrival time in seconds for short window about the estimated arrival time. The vertical axis on each plot shows the strength of the arrived signal. The peak strength of the signal at 4000 km is less than 1% of the peak strength of the signal at 2 km.

Given a statistically time invariant noise field, we can predict the build up of the SNR with time. To illustrate this, let us assume we are increasing the time averaged in the correlation function by a factor of $T$. We begin by expanding the denominator of Eqn (4.1) by the definition for the standard deviation to get

$$SNR = \frac{\text{Corr}(x_A, x_B, \tau = \tau_0)}{\sqrt{N^{-1} \sum N \text{Corr}(x_A, x_B, \tau)^2}} \quad (4.2)$$

where $N$ is the number of points in the correlation. If we increase the amount of time used in the correlation function by a factor of $T$, we expect the strength of the peak to increase by $T$. In the denominator, the number of points that will be averaged over becomes $T$ times $N$, and the total energy gets increased by $T$ as well. Equation (4.2) becomes

$$SNR(T) = \frac{T \cdot \text{Corr}(x_A, x_B, \tau = \tau_0; N)}{\sqrt{(N \cdot T)^{-1} \cdot (T \sum N \text{Corr}(x_A, x_B, \tau))^2}} \quad (4.3)$$
which reduces to

\[
SNR(T) = \sqrt{T} \frac{Corr(x_A, x_B, \tau = \tau_0)}{\sqrt{N^{-1} \sum N Corr(x_A, x_B, \tau)^2}}
\]  

(4.4)

\[
= \sqrt{T} * SNR
\]  

(4.5)

where \(SNR(T)\) denotes the SNR for an increase of a factor of \(T\). So if an SNR is calculated for a 20 minute interval of time, we would expect that the SNR for a 1 hour averaging – given the same noise environment and distribution – to increase by a factor of \(\sqrt{3}\).

With this analysis and the calculated transmission loss due to both spreading and dispersion as approximated above, we would expect it to take on the order of \(10^4\) times as long to build up to the correlated signal between sensors that are 4000 km apart versus sensors only 2 km apart. Thus if it took on average five days to achieve an average SNR value of 10 for sensors 2 km apart when using only noise contributing in the endfire, then we would expect it to take about 140 years to achieve the same results for sensors 4000 km apart. From Figs. 4.8 and 4.9 we see that the amount of time needed to reach a measurable SNR (which ideally would be on the order of 10) is highly varying, thus we suspect that this analysis is optimistic at best.

Experimental results from the Noise10 Experiment give us some reference for the buildup of the correlation in the 1-2 kHz regime due to a mostly-isotropic, diffuse noise field. For that case, the arrays used were 323 m apart. The correlation of single elements from each array at this distance began to pick out the signal peak after no less
than one hour of averaging, with an average SNR measure of approximately 6. We know that the SNR of our correlation is a function of time, frequency, and distance between the sensors being correlated. For a rough calculation we wish to say that - in the theoretical, best case scenario - $SNR \propto \sqrt{T(\Delta \omega)_{rms}R^{-1}}$, given $T$ as the total time correlated, $(\Delta \omega)_{rms}$ as the rms frequency bandwidth[3], and $R$ as the distance between the sensors. If we scale the Noise10 results to the parameters of our problem – i.e. for a frequency regime of 1-10 Hz (whose windowed rectangular pulse gives $(\Delta \omega)_{rms} = 8.6$), and sensor separation of 4000 km – then we would expect it to take on the order of 146 years to get this level of signal on average.

Thus for the case of diffuse ambient noise, we would not expect the correlation to be able to produce recognizable results for sensors on the order of thousands of wavelengths apart. If the noise field we had to work with contained only diffuse ambient noise we would not expect the correlation processing to yield results. Happily, this is not the case.

4.2.4 Propagation of individual loud events

Ice calving in and around Antarctica creates loud (up to 245 dB), low frequency noise events which can propagate for thousands of kilometers [4, 1]. These events may provide a source of ambient noise that would allow us to extract the average local sound speed to within the error margins we are interested. This analysis is primarily a question of accounting for the location where a sound event occurred and the difference in the travel time of the source signal to each array.
Munk et al [3] provide insight on the best case error in estimating the arrival time as a function of the SNR of the signal and the rms bandwidth by

$$\sigma_T = \left[(\Delta \omega)^{\text{rms}} \sqrt{\text{SNR}}\right]^{-1}. \quad (4.6)$$

Thus, if we can achieve an SNR of 10 for our correlation, this would translate to a resolution of approximately .004 seconds. The IMS hydroacoustic sensors record at 250 Hz, given the above calculation we find we should be able to resolve at this sampling frequency.

According to Chapp et al [1] the ice calving events recorded at the CTBT stations range in level from approximately 119-133 dB (at Diego Garcia South station) and 126-142 dB (at Cape Leeuwin station). Using the values from the Wenz curve [5] for the 1-10 Hz range in deep water, we would expect the ambient noise which would interfere with these signals to be between 60-115 dB. Given these values, we expect that a significant portion of the ice calving events to be observable with SNR greater than the 20 dB SNR recommended for tomography [3]. On average we might expect closer to 45 dB SNR for events recorded at the further station (Diego Garcia South) and even higher - closer to 60 dB SRN - for events recorded at Cape Leeuwin.
4.3 Model

From our initial look at the correlation of data, and our understanding of the noise field we wish to create a simplified model to test the use of individual loud noise events occurring due to ice breaking near Antarctica as the noise used to perform passive tomography between the Cape Leeuwin and Diego Garcia IMS stations. The model is designed as a simple proof-of-concept model, and does not take into account the curvature of the earth, range dependent environment, or additional complexities such as internal waves (which we assume to have minimal effect at the low 1-10 Hz frequencies we are using). We model the environment as a simple Munk profile with the sound channel axis centered at 1300 m, and a minimum sound speed of 1500 m/s. For this model we assume a range independent profile with both source and receiver at 1300 m.

Much of the work in ocean acoustics dealing with correlating ambient noise fields has focused on using noise endfire to the two sensors or arrays begin correlated, whether this noise is part of a mostly isotropic noise field[6, 7, 8], or surface noise endfire to a vertical array as in the passive fathometer application[9, 10, 11], or surface ships passing through the endfire direction[12]. In this case, though, we have no control over the location of the source events and there is no assumption that a source event will ever happen endfire to the arrays.

The challenge of this model is to resolve the average sound speed to within the 0.2 and .02 m/s margin for mesoscale-induced, and global temperature change-induced variability [2].
4.3.1 Using loud events

Let us imagine an ice calving event which occurs at some point along the antarctic continental shelf and is loud enough to propagate to all the hydrophones. We can model each source event propagating thousands of kilometers to each sensor using a normal mode propagation model for a deep water environment. We model the sound-speed as a Munk profile with a minimum sound speed of 1500 m/s centered at a sound channel axis at 1300 m depth. The received signals, as shown in both the simulated arrival in Fig. 4.10 and from Chapp et al. [1] in Fig. 4.11 show the expected deep water ‘crescendo’ where the lower modes, which are the modes trapped in the sound channel axis and traveling at close to the sound speed minimum, arrive last. Since we are interested in finding this minimum sound speed, these final (and loudest) arrivals are the arrivals we wish to track.

In our very simple model we are assuming a range independent environment. In reality, we expect the source events to come from surface events in Antartic (i.e. polar) waters. As such we wished to ensure that our assumptions of the crescendo peak being dominated by the higher frequencies would carry if we modeled a range dependent profile. Figure 4.12 compares an adiabatic approximation for a simplified range dependent sound speed profile as from polar waters to a Munk profile, and the propagation for the same simplified Munk sound speed profile. Both plots are for a normal mode propagation of a 1-10 Hz source out 3000 km. The top plot shows the range-dependent plot with source at 10m, receiver at 1300 m, the bottom shows the
Figure 4.11: Compilation of ice event arrivals from Chapp et al. [1]. Top plot is time series, bottom is spectrogram of recordings at Cape Leeuwin beginning 2002, JD 177 at 20:43. Of note are the distinct crescendo shape of the arrivals - with matching spectrogram showing the frequency arrival structure from low to high frequencies. Figure courtesy of Chapp, Bohnenstiehl, & Tolstoy, 2005 [1].
Figure 4.12: Normal mode propagation of a 1-10 Hz source out to 3000 km. The top plot shows the range-dependent plot with source at 10m, receiver at 1300 m, the bottom shows the range independent plot with both source and receiver at 1300 m.

In both cases the peak of the crescendo is dominated by the lower frequencies. A notable difference is the higher energy of lower modes (earlier arrivals) for the range dependent case. In addition, the very low frequency effects just after the peak of the crescendo of the of the range independent timeseries - which come from low frequency, low modes which interact with the bottom - are absent in the range dependent case where the source is set at the surface.

Using the difference in the signal arrival time at each sensor we can calculate the location of the source event. Once we know the location of a sound event, we can calculate the difference in the distance between the source and each array and shift the
output of the correlation between the two arrays accordingly. The time-of-arrival information given by the correlation between sensors on the two arrays is of this difference in the distance. If the source signal happened endfire to the two arrays, then the time-of-arrival of the correlation peak would relate to the distance between the two arrays. Using the measured correlation peak as well as these calculations for the source position and the average sound speed, we can use a least squares fit to find the best fit value for the sound speed for all source events.

According to Gavrilov[14], these loud ice events happen on a seasonal cycle, but generally range (during a 7 year analysis beginning in January 2002) from around 50 to 150 events per week. Expecting not all of these events to successfully propagate to both arrays, he still finds over one thousand events in a 2 year period which clearly propagate to both arrays and were successfully localized. Figure 4.13 shows the Antarctic region from which the recorded ice event propagate. Figure 4.14 shows the distribution within one region of those noise events from 2002 and 2003 which were successfully localized at both IMS arrays. Over a thousand signals (out of the almost twelve thousand detected at CL) from the 2002-2003 time period were identifiable at both CL and DGS stations as the same event[14].

### 4.3.2 Creating the model

As mentioned above, for this model the received signals are modeled as low frequency signals propagating through a deep water environment. The propagation is done using a normal mode propagation routine. Since we know the location of the individual
Figure 4.13: Schematic of the region of the Antarctic shelf and waters which contribute the noise events recorded at the two IMS stations. Figure courtesy of Gavrilov, 2011 [14].
Figure 4.14: Location of ice events within one region of the Antarctic coast and waters by using the recorded signals from CL and DGS stations in 2002 and 2003. Figure courtesy of Gavrilov, 2011, [14].
hydrophones in each array, we can calculate the directions of the arriving signals for each array. The delay times $\Delta t$ between the sensors on one array can be found using the correlation of the signal between each pair of sensors on the array. Using this information, and the positions $\mathbf{x}$ of each element of the array, we can find the direction of the arriving signal ($\alpha$) via $\alpha = tan^{-1}(v_y/v_x)$, where $v_y$ an $v_x$ are the horizontal components of the velocity and are found by solving the least squares equation[1, 15]:

$$\mathbf{v}^{-1} = (\mathbf{x} + \mathbf{x})^{-1} \mathbf{x}^+ \delta t.$$  

(4.7)

It is important to note that the calculation of this angle is regardless of the sound speed, and relies only on the difference in time-of-arrival of the signal to each sensor in the triad array and the position of each sensor. The intersection of these rays gives the location of the source event. The error for each angular measurement is calculated given the variance in the calculations for each $v$:

$$cov(\mathbf{v}^{-1}) = [(\mathbf{x} + \mathbf{x})^{-1} \mathbf{x}^+] \sigma_t [(\mathbf{x} + \mathbf{x})^{-1} \mathbf{x}^+]^+$$

(4.8)

given the time-of-arrival resolution $\sigma_t$. This can then be used to calculate the uncertainty for the source position. Since we know where the source event occurred, we can find the average sound speed at which the signal propagated by taking the difference in the distance from the source event to each array and dividing it by the difference in the arrival time at each array.

Once we have a localization for each source event, we combine the position and arrival time results from all modeled source events to invert for the average sound speed.
using a Gauss-Markov estimation [16].

The fundamental equation we are solving is simple enough:

\[ T = \Delta T + \sqrt{(x_a - x_s)^2 + (y_a - y_s)^2 / c}, \]  

(4.9)

where \( T \) is the measured time-of-arrival for the signal at sensor with position \([x_a, y_a] \), \( \Delta T \) is any offset in measuring the time-of-arrival, \([x_s, y_s]\) gives the position of the source event, and \( c \) is the average sound speed. This equation is linearized and adapted to the form \( Ax = b \) to solve for the minimum mean square error in the expected value for each \( \Delta T, x_s, y_s \), and \( c \). The solution to the inversion for \( c \) and each source \( \Delta T, x_s, y_s \) is given in matrix notation by

\[ x = (A^+ R^{-1} A + P^{-1})^{-1} A^+ R^{-1} b \]  

(4.10)

where \( A \) is the matrix of coefficients from solving the linearized partial derivatives of Eq. (4.9), \( R \) is the error covariance matrix to account for the temporal resolution in the time-of-arrival measurements, \( P \) is the model covariance matrix and accounts for measurement error for the input values, and \( b \) is the difference in the measured time-of-arrival for the signal from each source to each sensor and the expected time-of-arrival calculated from the inputs. The matrix \( R \) is given by \( R = \sigma_t^2 I \) where \( \sigma_t^2 \) is the temporal resolution equal to \( 1 / \text{sampling frequency} \). Similarly, \( P \) is a diagonal matrix of the variance of the inputs - i.e. the \([\Delta T, x_s, y_s]\) of each source and \( c \) for the model. The variances for each of these values are calculated individually (see Eqn. (4.8) and subsequent analysis for calculation of error in source position) and stem from the temporal
resolution. The resolution used in this analysis is assumed to be 1/sampling frequency, or .004 seconds. According to Eq. (4.6) we can relate this resolution to the bandwidth and SNR of the received signals. Thus for this analysis we are assuming that the source signals we are using arrive at the sensors with a minimum SNR of 10.

As a fundamental aspect of this analysis is the resolution to which we can determine the sound speed, we can find the error associated with the solution by calculating the variance of each variable solved for in $x$. If we define $S$ to be the matrix of variances of the solution as in:

$$S = (A^+ R^{-1} A + P^{-1})^{-1},$$

then the error associated with the calculation of the sound speed is given by $\sqrt{S_c}$ where $S_c$ is the element of $S$ associated with the calculation of the sound speed $c$.

### 4.3.3 Results

Figure 4.15 shows a setup of the model used with the arrays marked by black x’s, and the sources are evenly distributed along the region of the blue line. The arrays are approximately 4200 km apart. The northern array is approximately 7300 km from sources; the southern array is approximately 3300 km from sources. For even a few sources modeled the least squares inversion accurately finds the modeled propagating sound speed of 1500 m/s. As more sources are added to the model the variance in the calculation is reduced. Figure 4.16 shows the error associated with the sound speed inversion calculation. The horizontal axis shows the number of evenly distributed source events used for
a given inversion. The source events are always evenly distributed throughout the 2000 km region shown in Fig. 4.15. The vertical axis gives the error calculated for each inversion in meters/second. Given a temporal resolution of .004 second (250 Hz), it takes only a few sources for the variance in the inversion to be less than the goal variance of .2 m/s to resolve mesoscale variability. Given at least approximately 235 sources, the model can correctly invert for the propagating sound speed with less than .02 m/s error.

### 4.3.4 Additional complexities

The model we have shown here is a simplified model that does not include horizontal refraction, or the Earth’s curvature, etc, which, though an added complexity that when dealing with distances on the order of the thousands of kilometers we are using, have known solutions [17]. The fundamental issues this model addresses are the strength and accuracy of the signal, and the needed bandwidth to perform this analysis. In addition, we assumed a range-independent sound speed model. Incorporating location-dependent environmental parameters would be an additional complexity within the setup of the least squares fit, but not fundamentally change the concepts presented.

### 4.4 Conclusion

Using a scaling analysis of prior cross-correlation results, as well as of initial cross-correlation results at small (2km) ranges of the CTBT IMS recordings we show that using low frequency noise as diffuse ambient noise for the purpose of extracting co-
Figure 4.15: Setup of model shown with each array (black x’s) marked as well as 2000 km range used for source locations (blue line). Both horizontal and vertical axes are distances measured in km. The arrays are approximately 4200 km apart. The northern array is approximately 7300 km from sources; the southern array is approximately 3300 km from sources.
Figure 4.16: Error in sound speed inversion vs. number of sources modeled. Horizontal axis gives the number of evenly distributed sources throughout the 2000 km region shown in Fig. 4.15. Vertical axis gives the error associated with each inversion, in meters/second.
herent time-of-arrival information over thousands of kilometers is not feasible. Instead, we model a method of using individual loud, low frequency events propagating thousands of kilometers to our arrays to accurately extract the average sound speed. Using only a handful of source events our model can resolve the correct sound speed within the goal error margins of less than .2 m/s we’d expect to see for mesoscale temperature variability. To resolve the error margins to less than .02 m/s - which is the average yearly variability we expect due to global warming - it takes the model closer to 250 source events. Still, given the numbers of ice calving events reported in the literature [1, 4, 14] we expect to there to be on the order of twice that many events that were loud enough to be localized (which is the requirement for this model) within a year. These results are promising and merit continuation of this work with the real data.
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Chapter 5

Conclusions

This thesis presented techniques for extracting information related to the local environment using only the recorded ambient noise field from horizontally separated sensors. The emphasis here was in using data to support the theories presented. When data was not available for a given situation of interest, other data results were adapted and scaled.

Chapter two presented results from the cross-correlation of ambient noise along a horizontal array. The data used consisted of both near-field, volumetric sources (croaking fish), and the more expected far-field noise dominated by surface noise. Using only the recordings of ambient noise recorded along the horizontal array in the noise correlation function we extracted accurate time of arrival information for multiple horizontal propagation paths between sensors at various distances from each other. Given the noise field with both near- and far-fields, a comparison of the strength of the surface-reflected travel path arrival for a given time gave the critical angle for the local environment.
In chapter three the analysis of the Noise10 Experiment data expanded on the use of the noise correlation function to extract time of arrival information for horizontally separated sensors. In this case, arrays of sensors at a fixed distance from each other were used. Incorporating beamforming into the correlation function showed that the array gain reduced emergence time as expected. In addition, measured noise asymmetry shows up as expected in the correlation function.

Finally, moving from shallow water to deep water, chapter four presented a model for passive deep water, basin scale acoustic thermometry. Analysis of data from the CTBT IMS arrays, and scaling of the results from the Noise10 Experiment shows that using the correlation of diffuse noise would be problematic - if at all possible - with the existing arrays and apparent noise field. Sources events of opportunity - specifically ice calving noise from the Antarctic - show up as distinct events in the CTBT record, and analysis of these events indicate inversion for the minimum sound channel axis sound speed may be possible. Both the theory and model indicate that the last axial arrival of the received signals may provide sufficient to changes in the average sound speed with resolution down to the goal 0.02m/s variability expected of yearly average climate change effects.