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ABSTRACT OF THE THESIS

Spark Erosion as a Novel Method of Producing Bimodal Structured 316L Stainless Steel

by

Cameron McElfresh

Master of Science in NanoEngineering

University of California San Diego, 2018

Professor Kenneth Vecchio, Chair

The process of spark erosion employs an electric discharge to break down bulk materials into fine powders and has been developed to produce nanostructured powders of metallic, ceramic, and semiconducting materials. This work demonstrates the optimization of charge morphology, energy parameters, and liquid dielectric of a “shaker-pot” spark erosion process to produce
maximum yields and size-specific nanopowders. Efforts were taken to evaluate a new multispectral advanced nanoparticle tracking analysis (MANTA) technique that was vital in assessment of the spark erosion-fabricated nanopowders. Additional studies were performed to evaluate the new MANTA technique and its performance capabilities and limitations for application in fast and accurate particle size analysis of complex distributions. Along with the MANTA technique, spark eroded nanopowders were also assessed using x-ray diffraction (XRD), scanning electron microscopy (SEM), transmission scanning electron microscopy (t-SEM), dynamic light scattering (DLS). Material properties and characteristics are discussed with respect to the relevant production mechanisms. A single-spark apparatus was also constructed to evaluate the discharge mechanics relevant to nanoparticle formation. High-speed imaging and spectroscopy were used to investigate the characteristic plasma arc, shock wave, and plume evolution in a submerged capacitive discharge system. The effects of varying both the capacitance and liquid dielectric (liquid nitrogen/ethanol) are evaluated. Discharge features such as plume temperature and time are discussed with respect to previous findings and active particle formation mechanisms that influence size-tunability of the spark erosion technique.
PURPOSE AND STRUCTURE OF WORK

The future of nanotechnology relies on the utilization and development of controllable and versatile nanoparticle synthesis techniques. The purpose of this body of work is to better understand submerged spark erosion technology and its optimization for application as a manufacturing and research tool. Part 1 investigates a new and exciting nanoparticle tracking tool used to accurately evaluate nanoparticle size distributions. Part 2 is application of the spark erosion technique and demonstrates the tunability and reliability of the process. The technique demonstrated in Part 1 is applied in Part 2. Part 3 is an extension of Part 2 and examines characteristic elements of the spark discharge and their relation to relevant particle formation mechanisms. Each of the three parts provide the relevant introduction and background such that they stand as self-contained chapters.
Part 1

Application of a Novel New Multispectral Nanoparticle Tracking Technique

1.1 Introduction

Nanoparticle-based technologies are steadily advancing in areas such as plasmonic biosensing, microstructural engineering, solar cells, strength-enhanced nanocomposites, and a variety of other high-performance applications. The essence of these technologies often relies on unique nanoscale material properties derived from small particle sizes or specific particle size distributions. Quantum confinement, for instance, occurs when at least one physical dimension of a material is equivalent in size, or smaller, than the wavelength of incident photons \[1,2\]. Quantum confinement can be used to alter the optical and electronic properties of dispersions of particles and is thus becoming widely used in nano-optics and nanoelectronics engineering applications. Size-based phenomenon often rely on precise control over the size and distribution in order for the quantum-based effects to be exploited. Thus, following the development of an ever-increasing number of particle synthesis techniques, the accurate measurement of particle sizes and distributions is becoming increasingly important.

For instance, in microstructural engineering of metals and alloys, it has been well demonstrated that when a multimodal powder distribution is sintered into a bulk material, the resulting grain structure remains with the modal distribution of the starting powder. These multimodal grained materials can offer many unique and desirable attributes such as enhanced strength and high ductility [3,4]. These property enhancements are dependent on the exact distribution of the specific grain sizes within the final bulk material and are even tunable through manipulation of the size distribution. It is therefore useful to engineer the powder with the correct
size and distribution of particles prior to sintering into a bulk specimen. Recent efforts at the fabrication of bimodal materials have employed the technique of spark erosion, which can produce a bimodal powder dispersion from bulk pieces of any conductive material [5–7]. The exact size and modal distribution of the particles can vary greatly with the erosion parameters and characterization of the distribution of the powders has been a difficult task [7].

Table 1.1 lists common tools used to analyze particle size distributions and the known limitations of each method. The standard characterization method for particle size analysis remains dynamic light scattering (DLS), and it has been demonstrated that DLS does not provide accurate information regarding complex particle distributions. It is demonstrated here that the application of a multispectral particle tracking technology is effective in characterizing the average size and distribution of complex multimodal particle solutions.

Single particle methods usually include scanning electron microscopy (SEM), transmission electron microscopy (TEM), and nanoparticle tracking analysis (NTA), while ensemble methods typically include dynamic light scattering (DLS), ultra-violet/visible spectroscopy (UV-VIS), X-Ray Diffraction (XRD), and many others [8]. Microscopy-driven single particle counting methods, such as SEM or TEM, offer a much higher spatial resolution than their ensemble counterparts [8]. However, especially when considering bimodal and polydisperse particle size distributions, extracting sufficient data to be statistically robust, through microscopy methods, can be time-consuming, costly, and often impractical [8]. Although techniques such as Tunable Resistive Pulse Sensing (TRPS) offer extremely efficient single particle measurements, they are often only applied in biological and pharmaceutical settings. Ensemble methods can offer a quick, cheap, and high-volume alternative. Differential centrifugal sedimentation has shown to be a reliable and high-resolution technique for analyzing complex particle size distributions across a wide range of sizes.
However, many ensemble scattering techniques do not have the accuracy needed to provide complete descriptions of polydisperse or bimodal samples, and are not capable of measuring particle concentrations. Varying light scattering properties of particles based on size or composition introduces errors in ensemble techniques such as DLS [10, 11, 15]. When the particle diameter is below 10% of the wavelength of the incident light, the source of these errors can be understood through examination of Rayleigh scattering theory, which dictates that the intensity of light scattered is approximately proportional to $r^6$ – suggesting that in the Rayleigh scattering range, there is a significant bias towards large particles. However, scattering cross-sections of particles with diameters above 10% the wavelength of light are much better predicted using Mie scattering theory [11]. In this study, 670nm light was used for DLS and the majority of the particles analyzed were above 70nm, therefore Mie scattering was assumed and the subsequent equations were used to normalize size-induced scatter effects.
<table>
<thead>
<tr>
<th>Technique</th>
<th>Ensemble or Single</th>
<th>Resolution (Cost)</th>
<th>Accessible Particle Size Range</th>
<th>Limitations</th>
<th>Real-Time Video Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLS</td>
<td>Ensemble</td>
<td>10nm (Low)</td>
<td>10nm-1µm</td>
<td>- Inaccurate for polydisperse and bimodal samples</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Small particles or trace constituents undetectable in presence of large particles</td>
<td></td>
</tr>
<tr>
<td>SEM</td>
<td>Single</td>
<td>5nm (High)</td>
<td>5nm-50µm+</td>
<td>- Hard to collect enough data to be statistically reliable</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Overlapping particles are often impossible to resolve apart and lead to misrepresentation of large particles</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Slow</td>
<td></td>
</tr>
<tr>
<td>TEM</td>
<td>Single</td>
<td>0.2nm (Very High)</td>
<td>0.2nm-200nm</td>
<td>- Hard to collect enough data to be statistically reliable</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Slow</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Results dependent on competence of operator</td>
<td></td>
</tr>
<tr>
<td>UV-VIS</td>
<td>Ensemble</td>
<td>Dependent on Material (Low)</td>
<td>Dependent on Material</td>
<td>- Unable to accurately resolve polydisperse or bimodal samples</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Peak separation/shifts may not provide particle size information</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Standard curve often needed for size analysis</td>
<td></td>
</tr>
<tr>
<td>X-Ray Diffraction</td>
<td>Ensemble</td>
<td>Dependent on Material (Low)</td>
<td>0.5-200nm</td>
<td>- Cannot measure polydisperse or bimodal samples</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Can only be used to calculate smallest particle size present</td>
<td></td>
</tr>
<tr>
<td>Tunable Resistive Pulse Sensing</td>
<td>Single</td>
<td>5nm (Low)</td>
<td>40nm-10µm</td>
<td>- Optimized primarily for biomaterials</td>
<td>No</td>
</tr>
<tr>
<td>Differential Centrifugal Sedimentation</td>
<td>Ensemble</td>
<td>5nm (Low)</td>
<td>3nm-50µm</td>
<td>- Dependent on knowledge of solution viscosity and density so is best suited for homogenous samples</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Brownian diffusion induces error for small particles</td>
<td></td>
</tr>
<tr>
<td>PTA</td>
<td>Single</td>
<td>10nm (Low)</td>
<td>10nm-2µm</td>
<td>- Inaccuracies due to varying scattering intensities by different particle sizes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Visualization may include false artifacts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Requires knowledge of sample material</td>
<td></td>
</tr>
<tr>
<td>m-PTA</td>
<td>Single</td>
<td>5nm (Low)</td>
<td>10nm-2µm</td>
<td>- Particles in suspension must be in the proper range of concentrations for accurate results</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Requires knowledge of sample material</td>
<td></td>
</tr>
</tbody>
</table>
As described above, the influence of particle size on light scattering intensity indicates that, when analyzing certain sizes of particles, there is the possibility for the weak scattering signal of small particles (typically 5-50nm) to be overwhelmed by the strong scattering signal of large particles (typically >50nm), ultimately misconstruing the measured particle size distribution [8–10,12,13]. This scattering distortion effect was highlighted in recent work by Mahl et al. [14], in which gold and silver nanoparticles of varying sizes were mixed and analyzed via DLS. Upon analysis, the two nanoscale particle size modes were indistinguishable, and a significant portion of small particles went undetected [14]. There are some applications in polydisperse DLS analysis methods that use multi-exponential autocorrelation functions for deconvolution, but there is still limited information given about the particle size distribution profile [8] in such cases. It should be noted that recent applications of DLS analysis at multiple scattering angles have provided more accurate analysis of polydisperse samples, but at present the technique is not widely standardized or applied [13]. Alternatively, XRD is a popular choice for determining crystallite sizes for particles smaller than 200nm. However, the versatility of the FWHM approximation is mainly limited to monodisperse, nanoscale and single-crystal particles. Results from the mathematical crystallite size determination via peak broadening in a laboratory diffractometer are not considered accurate for crystals larger than ~200nm diameter, as the broadening due to crystallite size becomes infinitesimally small when compared to the broadening from other factors including instrumentation. This limits XRD from being a reliable tool to evaluate unknown or polydisperse compositions, since it could induce significant errors. Furthermore, UV-VIS spectroscopy has been an attractive candidate for analyzing suspensions of both organic and inorganic nanoparticles due to the ease of use and versatility [10, 15]. However, it has been found that UV-VIS analysis is much less reliable as the sample becomes more polydisperse due to peak broadening and non-
specific peak shifts that cannot be easily correlated with particle sizes [9]. The use of standardized curves for deconvolution of UV-VIS data is a simplified approach to analyzing particle distributions of a known composition. However, the technique is still severely limited in its ability to evaluate solutions of unknown composition or polydispersity. Nanoparticle tracking analysis (NTA) is another analysis technique, which has gained much attention in the recent years, due to the capacity to probe polydisperse and complex particle size distributions [12]. Certain variants of NTA have the ability to provide video feedback of particles in solution, which can give insight to biological and kinetic particle evolution and interaction processes [12]. NTA is a valuable and versatile tool, but is still limited in its analysis of polydispersity, size resolution, and reliability [12, 14]. It has been found that any concentration of small particles (5-50nm) will go undetected due to the high scattering intensity from large particles overwhelming the scattering signal from the small particles [12, 14]. NTA has also been shown to be extremely sensitive to the influence of user settings such as: gain, brightness, blur size, detection threshold, etc., such that resulting particle size distributions may be heavily perturbed by inexperienced users [12, 14]. Among the previously available commercial particle size analysis techniques, there appears to be no singular technique that is fast, accurate, cost-effective, operator independent, and capable of analyzing monomodal, bimodal, and complex particle size distributions.

1.1.1 Description of New Technology

This study focuses on the overview and application of a new technique developed by MANTA Instruments, Inc. that utilizes multispectral illumination and detection for improved nanoparticle tracking and single particle counting for particle size and concentration analysis. As previously discussed, the use of monochromatic light has led to small particle detection failure caused by inherent scattering intensity differences due to particle size. Traditional monochromatic
scattering techniques, such as DLS, have resulted in underexposed or undetected small nanoparticles due to the low scattering intensities [10, 11, 14, 15]. Overexposure of large particles and underexposure of small particles leads to erroneous distribution estimations and remains an inherent drawback to monochromatic analysis techniques. With this in mind, the multispectral advanced nanoparticle tracking analysis (MANTA), abbreviated as m-PTA, method used in the commercially available ViewSizer™ 3000 product, intends to offer an alternative approach that enables measurements across a range of particle sizes, improving detection, overall accuracy, and reliability.

1.1.2 Theory of Operation

The following outlines the setup and practical methodology for the MANTA technology, which is illustrated in Figure 1.1 [16]. Light of various wavelengths is emitted from each of three sources (red, green, and blue) and is reflected towards an optical combining component. Thus, three separate light beams are combined into a single multispectral light sheet. The light sheet passes through a polarizer to eliminate horizontal polarization of the light that would not have been scattered in the direction of the detector and as such only contributes unwanted thermal energy to the sample. The light is focused by the objective lens and then sent to probe the sample. Incident light is scattered upon interaction with the particulate sample. Scattered light is captured at approximately 75 to 105 degrees from the incident axis and focused by the long working distance (LWD) objective on a camera sensor. Photons are sorted by wavelengths using a Bayer filter and detected by an extremely sensitive photodetector (charge coupled device – CCD), such that red, green, and blue signal components are simultaneously recorded on different pixels of the CCD. The red, green, and blue components are separated to form grey-scale images representative of the intensity of the recorded signal – portraying the nanoparticles as bright white features (blobs).
Missing pixels, created by the “sorting” of the light due to the Bayer filter, are backfilled with a moving average created from the available values. The spatial evolution of these images over time illustrates the movement of nanoparticles in the solution (Brownian motion). Each particle, at this point, is represented as a ‘spot’ or ‘blurred object’ on each of the red, green, and blue scattering profiles. Image analysis is then performed to evaluate which profile provides the optimal representation of each particle. This process removes false particle features and ensures that the best possible image of each particle is used. To emphasize this point, scattering profiles of the same 800nm diameter particles captured using the m-PTA technique are illustrated in Figure 1.2 [16]. The blue (450nm) and green (520nm) wavelengths both produce noisy and misshapen images, while the red (650nm) light clearly produces the best, unperturbed image of the nanoparticle. In this case, digital image evaluation by the software would optimize the particle tracking mechanism by selecting the 650nm wavelength to represent this particle.
Figure 1.1. Illustration of the basic set up for multispectral particle size analysis that requires: (a) 3 individual light sources, each with power level adjustment, (b) recombining mirrors to create a single light sheet, (c) mirror, (d) horizontal polarizer, (e) objective lens, (f) sample cuvette, (g) objective lens and Bayer pattern filter, (h) highly sensitive image capturing device, and (i) Bayer pattern.

Figure 1.2. Raw captured scattering profiles extracted from m-PTA on 800nm particle using (a) blue (450nm) (b) green (520nm) and (c) red (650nm) light. Note how the particle representation appears to be optimized with the red light profile.
ViewSizer™ software is used to facilitate particle tracking analysis of recorded videos frame-by-frame with a modified form of the “Particle Pretracking and Tracking, and 2D Feature Finding” algorithm developed by Maria L. Kilfoil; more information about this tracking algorithm and recent applications can be found in references [18, 19]. The software allows for refinement of the computational tracking process and includes the removal of particle drift on a particle-by-particle basis, intensity and size thresholding, and false features detection. The theory of nanoparticle tracking analysis is well known and based on the Brownian motion exhibited by small particles from random collisions with surrounding water molecules. If particle positions \( x_i \) and \( y_i \) are recorded on a 2D x-y plane for \( N \) steps, the mean-squared displacement can be calculated with respect to \( n = 1, 2, \ldots, N-1 \) as given by Equation (1):

\[
MSD(n) = \frac{1}{N-n} \sum_{i=1}^{N-n} (x_{i+n} - x_i)^2 + (y_{i+n} - y_i)^2
\]  

Using the time delay between frames \( \Delta t \), the two-dimensional diffusion coefficient \( D \) can be fitted by Equation (2):

\[
MSD(n) = (4\Delta t D)n
\]  

The *Einstein-Langevin* expression then provides a simple formula for finding hydrodynamic particle diameter, \( d \), as expressed in Equation (3):

\[
d = \frac{k_B T}{3\pi \eta D}
\]  

Here \( T \) is absolute temperature, \( k_B \) is the Boltzmann constant, and \( \eta \) is the dynamic viscosity of the solvent.
1.1.3 Evolution of m-PTA from Traditional PTA

Particle tracking analysis (PTA) has become a popular and reliable technique for evaluating particle size distributions and absolute concentration in both organic and inorganic suspensions [12,18–25]. Fast, cheap, non-destructive, and accurate analysis of suspensions has made PTA ideal for applications in biology, food testing, sedimentation evaluation, and nanoparticle analysis. The non-destructive nature of PTA and the ability to continually reevaluate particle size distributions has also enabled it to capture time-dependent kinetic evolutions such as aggregation [23]. Popularity of PTA has in part been due to its single particle counting mechanism that is less subject to scattering overexpression of large particles that may skew DLS analysis [22–25]. However, because PTA is dependent on small-particle scattering events from a single wavelength of incident light, it is also prone to scattering induced errors from polydisperse samples [18–21,26]. To increase versatility, many PTA systems have been equipped with multiple light sources to select from or employ a single tunable light source. In addition, PTA is now typically equipped with auto-optimization capabilities that probe the suspension to select ideal measurement parameters. These adjustments have made PTA operation more accessible and accurate for ideal analysis of weakly disperse systems, but have not solved the issue of scattering-induced error in highly polydisperse systems. Filipe et al. [26] found that sub 100nm polymer and protein samples were under-expressed in solution with larger constituents. A recent study by Tian et al. [21] demonstrated that 100nm polystyrene beads were hardly detectable in the presence of an equal volume of 300nm polystyrene beads. Additional studies that found similar overexpression errors in PTA are provided in the references [18–20,27].

Since PTA relies on scattering profiles from individual particles to track their Brownian motion, it is paramount that these profiles are accurate. However, scattering power differs greatly
for particles on the 1-2000nm scale – indicating that probing a polydisperse system with one
wavelength of light will inherently induce bias to the measurement correlating to the scattering
ability of the particles in question. Selecting a long wavelength (~650nm) red light source may be
ideal for profiles of larger particles, but small (<60nm) particles may be undetectable due to weak
scattering of red light. Conversely, selecting a short wavelength (~450nm) blue light source may
be ideal for illuminating small particles in solution, but profiles of larger particles would be
oversaturated and overexpressed – ultimately limiting the resolution of size determination. Figure
1.2(a) illustrates the latter example of a poor quality scattering profile for a large particle due to
low wavelength light selection.

The m-PTA technique attempts to overcome this natural shortfall of PTA by adding the
simultaneous multispectral illumination and analysis component. By simultaneously probing the
sample with three different wavelengths of light each particle creates three different scattering
profiles, which are individually captured through the Bayer filter, as is shown illustrated in Figure
1.2(a-c). One of the scattering profiles will likely hold the sharpest and least saturated image of
the particle, as in Figure 1.2(c) for the earlier example, and computational evaluation parameters
will select the scattering profile created by that wavelength of light to represent that individual
particle. Due to this, it is possible that m-PTA may be less subject to size-induced scattering errors
because large particles will be represented by long wavelength scattering profiles, while small
particles will be simultaneously represented by short wavelength scattering profiles. In addition,
m-PTA technology in the ViewSizer™ 3000 also has the ability to image in the vertical direction
permitting sedimentation size analysis. The physics of sinking spherical particles in solution is
well understood and can be expressed using Stokes equation as in Equation (4):
\[ d = \sqrt{\frac{18v\eta}{g(\rho - \rho_0)}} \]  

(4)

Here, \( v \) is the velocity of the particle, \( g \) the gravitational constant, \( \rho \) is the density of the particle, \( \rho_0 \) is the density of the solution, and \( \eta \) is the dynamic viscosity of the solution.

### 1.1.4 Operation of m-PTA

The m-PTA technique is performed as follows: a powdered or otherwise pure sample is suspended in a cuvette filled with pure liquid diluent (0.3 mL minimum) of known viscosity. The ideal concentration to optimize the number of particles counted per video, while also limiting the number of overlapping particle trajectories, is approximately \( 5 \times 10^7 \) particles/mL. However, accurate analysis can be performed on concentrations in the range of \( 4 \times 10^6 \) to \( 2 \times 10^8 \) particles/mL. If the concentration of the solution is unknown or unattainable, m-PTA can provide an estimate by analyzing the suspension. Once the correct dilution is attained, and the cuvette containing the sample has been placed in the chamber, real-time video feedback of the particles in solution is displayed by the ViewSizer™ software. The image must be focused to its ideal position, and afterwards the user can define the desired laser power (with respect to each laser), frame rate, exposure, video length (in frames), the number of videos, as well as other parameters, which can be tuned if needed for the specific application. The complete set of parameters is logged and recorded in a file and can be easily accessed for use with similar samples in the future. A typical analysis takes less than 10 minutes to record 25 videos for tracking 4000 or more particles, depending on the concentration. Longer tests can be run to collect more statistically robust data. Upon completion, the software provides all particle size and concentration data presented in a variety of binned formats. Additionally, all videos recorded during the experiment are available to
observe dynamic events such as non-Brownian movement of larger particles (sinking), agglomeration, dissolution, and growth.

1.1.5 Operation of DLS

Dynamic light scattering was conducted on a ZetaPlus Particle Sizer (Brookhaven Instruments Corporation, USA). Incident light is scattered from particles in solution to a detector and the resulting signal intensity is captured. As particles experience Brownian motion, the captured signal fluctuates relative to their mobility in suspension. The fluctuating signal for monodisperse suspensions is processed through the autocorrelation function given by Equation (5):

\[ C(t) = Ae^{-2\Gamma t} + B \]  

In this relation \( C(t) \) is the autocorrelation function, \( A \) is an optical constant from instrumental design, \( t \) is the time delay, \( B \) is a constant background term, and \( \Gamma \) corresponds to the relaxation of the fluctuations written as Equation (6):

\[ \Gamma = Dq^2 \]  

Here \( D \) is the diffusion coefficient as previously described. The parameter \( q \) then relates these quantities in Equation (7) using the wavelength of incident light (\( \lambda_0 \)), the index of refraction (\( n \)) of the suspending liquid, and the scattering angle \( \theta \):

\[ q = \frac{2\pi n}{\lambda_0} 2\sin\left(\frac{\theta}{2}\right) \]  

For solutions with a more broad distribution of sizes, Equation (7) must be modified. Since each individually sized particle contributes its own exponential, the expression changes to Equation (8):
\[ g(t) = \int G(\Gamma)e^{-\Gamma t}d\Gamma \]  

(8)

In this expression \( g(t) \) is the captured data, the background term \( B \) has already been subtracted, and the square root of the remainder was taken. The solution to this Laplace transform is nontrivial and a method of cumulants is utilized.

1.2 Methods and Materials

The initial evaluation of the m-PTA technique was performed on monodisperse samples of gold nanoparticles (Ted Pella, Inc.) and monodisperse samples of polystyrene latex nanoparticles (Ted Pella, Inc.). Accuracy of peak locations and relative intensities provide insight to the sensitivity and versatility of the technique in detecting specific particle size presence and relative concentration. Monomodal and bimodal solutions of gold (Au) and polystyrene latex (PS) nanoparticles were prepared in volume ratios as listed in Table 1.2. Dilutions were in the range of 5.7x10^6 – 5.0x10^7 particles/mL of solution. Solutions were prepared with Xzero Type-1 reference water (XZERO, Sweden) and thoroughly vortexed prior to analysis. m-PTA was performed with 30 videos per trial, with automated stirring between each video to minimize double counting of particles. Measurement was conducted with laser powers of 210mW, 12mW, and 8mW for the 450nm, 520nm, and 650nm light sources, respectively. Dynamic light scattering was also performed under the same conditions. DLS was conducted on a ZetaPlus Particle Sizer (Brookhaven Instruments Corporation, USA) using 90Plus Particles Sizing Software Version 4.20. Experiments were performed with a 90 degree collection angle using 670nm light and 10 trials of 1 minute each. To directly compare the m-PTA and DLS results, all DLS intensity data in this study was converted to relative number intensity form through BHMIE analysis [28]. TSEM at 30kV was performed on the gold solutions for particle size confirmation. All TSEM and SEM in
this study was performed on an FEI Apreo scanning electron microscope with transmission SEM (TSEM) capability.

Additionally, the technique is evaluated using a polydisperse 316L steel nanopowder. The measurement of the 316L nanopowder is aimed to gauge the ability of the m-PTA technique in assessing a broad size distribution with a single mode.

Sinking detection capabilities of the MANTA ViewSizer™ 3000 were tested on solutions of 2000nm and 8300nm borosilicate (BS) glass particles (Thermo Scientific, USA). Mixtures were prepared in Xzero Type-1 reference water as described in Table 1.2. Density of commercial borosilicate particles was 2.55g/cm³. m-PTA was performed with 12mW 650nm light.
Table 1.2. Summary of the tested samples. Volume percentage indicates the number of particles per unit volume of each size of particle.

<table>
<thead>
<tr>
<th>Sample</th>
<th>50nm Au</th>
<th>150nm Au</th>
<th>250nm Au</th>
<th>80nm PS</th>
<th>173nm PS</th>
<th>262nm PS</th>
<th>1900nm BS</th>
<th>8300nm BS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>2</td>
<td>--</td>
<td>100</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3</td>
<td>--</td>
<td>--</td>
<td>100</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>70</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>--</td>
<td>45</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>6</td>
<td>35</td>
<td>40</td>
<td>25</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>100</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>8</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>100</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>9</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>100</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>45</td>
<td>55</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>11</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>40</td>
<td>35</td>
<td>25</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>12</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>100</td>
<td>--</td>
</tr>
<tr>
<td>13</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>33</td>
</tr>
</tbody>
</table>
To assess the performance of the m-PTA method on wide distribution, non-standard samples, tests were run with a polydisperse 316L steel nanopowder produced by the spark erosion method. The powder of interest was synthesized via shaker pot spark-erosion, a process developed in 1998 by Berkowitz et al. [29–31], which has proven successful as a high-throughput method of producing spherical, ultrafine, polydisperse powders. An electric discharge cell, completely submerged in a liquid dielectric, shakes until there is a finite gap between charges, which can facilitate a dielectric breakdown, at which point a high-temperature plasma arc is created. Large portions of material on the surface of the arc liquefy, and the liquid is ejected and immediately quenched in the dielectric – resulting in spherical particles on the order of 3µm and above. Meanwhile, areas of the charge in the highest temperature of the arc are vaporized and subsequently condensed – resulting in particle diameters smaller than 1µm. Temperatures in the arc can reach over 10,000K, and thus the liquid dielectric is vaporized in the area local to the spark, creating a gaseous pocket around the plasma channel, which mediates the different stages of nanoparticle formation [21, 22]. Much like electrical discharge machining (EDM), spark and powder production qualities can be dictated by the parameters of the spark erosion apparatus. Higher energy sparks leads to deepened non-uniform surface heating, which should subsequently lead to larger ejected particles with an increasingly polydisperse size distribution [32]. To further assess the detection limits of m-PTA, powder was collected from spark erosion trials run at low (60µF), moderate (100µF), and high capacitance (120µF) levels.

All solutions were ultra-sonically stirred to minimize agglomerated particles. Dilutions were allowed to settle before sampling from the top – to avoid a high population of oversized (>1 µm) particles. Powder dilutions were prepared and analyzed in XZERO reference water under the same parameters as the gold solutions. All trials were of pure powder without combinations. SEM
and TSEM confirmation of powders polydispersity was performed. Dynamic light scattering was also performed under the same conditions.

1.3 Results and Discussion

1.3.1 Monomodal Analysis (Au,PS)

TSEM analysis of the as-received gold colloids is featured in Figure 1.3. Individual particles were counted and measured to be an average of 50.2±3nm, 151.6±3.6nm, and 253.5±8.5nm for the 50nm, 150nm, and 250nm samples, respectively. All samples were observed to be monodisperse. The results of monomodal gold particle size analysis for both DLS and m-PTA are shown in Figure 1.4. All m-PTA data has been normalized in terms of relative count intensity to be comparable to the DLS data. The DLS mode-average was found to be 52.2nm, 151.4nm, and 255.7nm for samples 1, 2, and 3, respectively. m-PTA detected mode-averages at 54.3nm, 162.2nm, and 271.2nm, for samples 1, 2, and 3, respectively.

Results of monomodal polystyrene latex particle size analysis for both DLS and m-PTA are presented in Figure 1.5. DLS measurement resulted in mode-averages of 80.1nm, 174.3nm, and 263.2nm for samples 7, 8, and 9, respectively. m-PTA detected mode-averages at 84.5nm, 178nm, and 263.5nm, for samples 7, 8, and 9, respectively.

Figure 1.3. High-angle annular dark field (HAADF) transmission scanning electron microscopy images of the (a) 250nm, (b) 150nm, and (c) 50nm gold colloid nanoparticles.
Figure 1.4. DLS (green) and m-PTA (blue) size analysis performed on the monomodal gold samples. DLS particle size distributions of the (a) 50nm, (b) 150nm, and (c) 250nm gold nanoparticles. m-PTA of the same (d) 50nm, (e) 150nm, and (f) 250nm monomodal gold solutions.

Figure 1.5. DLS (green) and m-PTA (blue) size analysis performed on the monomodal polystyrene latex samples. DLS particle size distributions of the (a) 80nm, (b) 173nm, and (c) 262nm PS nanoparticles. m-PTA of the same (d) 80nm, (e) 173nm, and (f) 262nm monomodal PS solutions.
The monomodal particle size detection capabilities of DLS and m-PTA performed similarly for the evaluation of both the monomodal gold and monomodal polystyrene. Both DLS and m-PTA use the speed of spherical particle diffusion in solution to find the corresponding theoretical hydrodynamic diameters of the nanoparticles present. It is important to note the difference between hydrodynamic radius and the true radius of the metallic core because various factors can influence the speed of particles in solution and therefore alter the measured particle size. Any form of surface monolayer, contaminant surface adsorption, or the electrical double layer, which is dictated by the colloid material and substances present in the solvent, can slow particle speed and thereby increase measured hydrodynamic radius. To further complicate matters, chemically-based nanoparticle synthesis techniques often rely on precursor materials and capping or stabilizing agents that are extremely difficult to separate from the formed particles - resulting in solutions with unwanted leftover materials. Consequentially, the particle size measured in the monomodal solutions is often larger than the microscopically measured particle size. This does not diminish the significance of measuring the hydrodynamic radius, per say, but rather it indicates that one must take careful consideration of the particle’s composition and environment when there is a difference in particle size from different measurement techniques.

It must also be noted that m-PTA analysis performed on the 50nm and 150nm monomodal Au samples and 80nm and 173nm latex samples found low counts of particles with sizes significantly larger (>200nm) than the expected peak. These populations are likely nanoparticles that have formed agglomerates with other nanoparticles or substances in the solution. The intrinsically high surface area to volume ratio of nanoparticles typically leads to colloids with high surface energy that are instable and reactive compared to their bulk counterparts. To minimize increases in surface energy, colloid nanoparticles often flocculate in solution regardless of the use
of reagents that are designed to prevent this. It is sensible, then, that the effects of particle flocculation are less prominent in the monomodal 250nm Au and 262nm PS solutions because the surface area to volume (surface energy) relation for a sphere is driven by a 1/r relationship. DLS was unable to observe the low concentrations of these larger particles/agglomerates. m-PTA measurement of the 150nm gold and 262nm polystyrene solutions also detected low counts of particles considerably smaller (<100nm) than the expected peak. These populations of particles are likely due to natural size deviation occurring during nanoparticle synthesis, but may also include surfactants or capping agents that were not removed through purification or by the detection software. DLS did not detect the low concentrations of smaller particles, which may have been in part due to signal intensity screening by the larger particles. The ability of the m-PTA technique to measure trace concentrations is evidently one of its strengths, however, it does suggest that distribution analysis must be carefully examined to discern meaningful results from foreign objects or contamination.

Figure 1.6. DLS (green) and m-PTA (blue) size analysis performed on the multimodal gold samples. DLS particle size distributions of the (a) sample 4, (b) sample 5, and (c) sample 6 gold nanoparticles. m-PTA size analysis of the same (d) sample 4, (e) sample 5, and (f) sample 6 multimodal gold solutions. The red bars on the histogram represent the expected relative intensities of the respective 50nm, 150nm, and 250nm peaks.
1.3.2 Multimodal Analysis (Au, PS)

The results of multimodal particle size analysis for gold and polystyrene samples are shown in Figure 1.6 and Figure 1.7, respectively. Analysis of the multimodal particle size distributions is summarized in Table 1.3. The detected volume percentage compositions were calculated using the ratios of peaks from the corresponding DLS and m-PTA particle size distributions. The multimodal particle size combinations were chosen in order to test the sensitivity of either technique in correctly identifying the peak positions and peak ratios in complex mixtures.

![Figure 1.7](image)

Figure 1.7. DLS (green) and m-PTA (blue) size analysis performed on the multimodal polystyrene samples. DLS particle size distributions of the (a) sample 10 and (b) sample 11 latex nanoparticles. m-PTA size analysis of the same (c) sample 10 and (d) sample 11 solutions. The red bars on the histogram represent the expected relative intensities of the respective 80nm, 173nm, and 262nm peaks.

Analysis of complex solutions with particles across a range of sizes has been shown to be difficult with DLS due to variable influence of particle size on light scattering intensity – resulting in many of the smaller particles being concealed or expressed at a diminished level. It can be seen that these size effects played a large role in DLS measurements of the trimodal gold sample 6, where the 50nm peak disappears completely due to the increased signal from the 150nm and
250nm particles, despite consisting of 35% volume of the mixture. DLS measurement of trimodal polystyrene sample 10 illustrates the same type of error in concealment of the 40% volume 80nm particles likely owed to the presence of 172nm and 262nm particles.

A similar error occurs in DLS measurement of gold sample 4, which results in the bimodal particle size distribution wrongly reducing to a single peak centered at 105nm. While it is possible that a 50nm peak is contained in the left tail of the particle size distribution, it could not be observed due to limited separation. DLS analysis of bimodal polystyrene sample 10 successfully discerned the individual 80nm and 173nm peaks, but resulted in a 12.5% under-expression of the smaller particles.

m-PTA characterization was largely unaffected by the presence of multiple modes of particle sizes. All peaks in both the bimodal and trimodal distributions were identified correctly despite overlapping data in the tails of the individual modes, which can be observed in Figure 1.4(d-f) and Figure 1.5(d-f). Additionally, the m-PTA technique was significantly more successful in evaluating the correct peak ratios and, therefore, sample volumetric particle concentration. Characterization of sample 5 detected the correct relative particle concentrations within 2% of the expected concentration regardless of the significant volume of large (250nm) particles present in the bimodal distribution. m-PTA measurement of polystyrene sample 11, in particular, exhibited the multimodal detection capabilities of the technique. All three peaks were identified with ample separation despite inherently overlapping distributions, and the relative concentrations were correctly identified within a 4% error of the expected values for all three constituents of the mixture.
1.3.3 Particle Sinking Analysis

Results from sinking particle size analysis on monomodal borosilicate are presented in Figure 1.8(a,b). m-PTA measurement detected mode-averages of 1850nm and 8330nm for monomodal samples 12 and 13. The mode-average size of the larger 8300nm sample was within 1% of the expected value, while measurement of the smaller 2000nm sample resulted in a mode-average roughly 8% lower than the expected value. It is possible that this discrepancy is due to the increasing influence of Brownian motion relative to gravitational forces as particle size decreases. A relative increase in Brownian motion may limit the accuracy of measurement for smaller (~2000nm) particles because random directional fluctuations could inhibit reliable determination of vertical gravitational movement. Results from m-PTA sinking analysis of the bimodal borosilicate solutions are featured in Figure 1.8(c). The relative concentration of the 2000nm and 8330nm particles was detected within 2% of the expected value. To the best of the authors knowledge, there is no similar technique to evaluate particle size due to the vertical gravitational movement. Typical PTA systems have an upper limit of ~2μm due to limited Brownian motion of

<table>
<thead>
<tr>
<th>Sample</th>
<th>Expected</th>
<th>m-PTA Detected</th>
<th>DLS Detected</th>
<th>Expected</th>
<th>m-PTA Detected</th>
<th>DLS Detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>30, 70, 0</td>
<td>34, 66, 0</td>
<td>0, 100, 0</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>55, 0, 45</td>
<td>53, 0, 47</td>
<td>17, 0, 83</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>35, 40, 25</td>
<td>37, 38, 24</td>
<td>0, 0, 100</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>44, 55, 0</td>
<td>46, 53, 0</td>
<td>40, 60, 0</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>40, 35, 25</td>
<td>40, 34, 26</td>
<td>45, 55, 0</td>
</tr>
</tbody>
</table>

Table 1.3. Summary of data from multimodal particle size analysis.
larger particles. The sinking analysis embedded in the ViewSizer™ 3000 (MANTA Instruments, USA) could potentially enable measurement of particles above this 2μm regime within the same technique – essentially extending the range of detectable particle sizes.

![Figure 1.8](image)

Figure 1.8. m-PTA measurement of monomodal (a) 8μm borosilicate, (b) 2μm borosilicate, and (c) a bimodal mixture of 8μm and 2μm borosilicate particles. The red bars on the histogram represent the expected relative intensities of the 8μm and 2μm peaks.

### 1.3.4 Polydisperse 316L Steel

While it is imperative to understand the reliability and accuracy of a technique in evaluating monomodal and multimodal standard solutions, naturally occurring particle formation mechanisms such as atmospheric nucleation, combustion, sedimentation, and solidification often have wide, sometimes directionally skewed, particle size distributions. Efficient particle size analysis must therefore be able to simultaneously measure large ranges of particles to capture a complete understanding of the distribution of interest. Moreover, the width and shape of certain particle size distributions can be used to trace the origins of the particles as is commonly done with atmospherically formed particles, in which the slope of the power-law distribution provides an indication to specific formation conditions like temperature. Likewise, shifts in particle size peak position can be used to distinguish changes in production mechanisms as with higher power settings in spark erosion leading to increased surface heating and larger average particle sizes. Considering this, the 316L nanopowder in use follows a natural production method of gas condensation and liquid solidification, which should provide naturally wide size distributions.
Figure 1.9 shows the results of SEM and TSEM imaging on the 316L nanopowder of interest. SEM observation found spherical polydisperse particles across 50nm - 10µm diameter range. These results agree well with what has been previously found in spark erosion literature [20, 22]. TSEM imaging found particle sizes 20nm and above, which also agrees with current literature.

The 316L particle size distributions produced by both DLS and m-PTA are illustrated in Figure 1.10 as (a-c) and (d-f), respectively. Table 1.4 lists the relevant quantities associated with each trial including mode-average, range, and full width at half maximum (FWHM). Figure 1.11 provides a log-log plot of the density of particle size distribution obtained by the m-PTA. An illustration of tracking results from the m-PTA real-time video feedback is featured in Figure 1.12. Post processing particle tracking through the m-PTA videos found low counts of particles ranging from 2 to 7µm (sinking).

Figure 1.9. (a) Scanning electron microscopy of spark eroded 316L powder that shows spherical and polydispersely sized particles and (b) transmission scanning electron microscopy of the submicron sized 316L nanopowder.
Figure 1.10. Plots of the 316L particle size analysis using (a-c) dynamic light scattering (DLS), and (d-f) m-PTA. Powders were synthesized from spark erosion trials at (a,d) low, (b,e) moderate, and (c,f) high capacitance values of 60μF, 100μF, and 120μF, respectively.
Table 1.4. Data extracted from the m-PTA and DLS analysis particle size analysis techniques of the 60μF, 100μF, and 120μF spark eroded nanopowders.

<table>
<thead>
<tr>
<th>Spark Erosion Capacitance</th>
<th>Statistical Property</th>
<th>m-PTA</th>
<th>DLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>60μF</td>
<td>Mode-Average Radius (Particles Counted)</td>
<td>100nm</td>
<td>97nm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4013)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detected Range</td>
<td>30-910nm</td>
<td>67-139nm</td>
</tr>
<tr>
<td></td>
<td>FWHM</td>
<td>74nm</td>
<td>43nm</td>
</tr>
<tr>
<td>100μF</td>
<td>Mode-Average Radius (Particles Counted)</td>
<td>129nm</td>
<td>122nm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4269)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detected Range</td>
<td>30-970nm</td>
<td>98-160nm</td>
</tr>
<tr>
<td></td>
<td>FWHM</td>
<td>88nm</td>
<td>57nm</td>
</tr>
<tr>
<td>120μF</td>
<td>Mode-Average Radius (Particles Counted)</td>
<td>150nm</td>
<td>147nm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5197)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Detected Range</td>
<td>10-930nm</td>
<td>115-235nm</td>
</tr>
<tr>
<td></td>
<td>FWHM</td>
<td>133nm</td>
<td>59nm</td>
</tr>
</tbody>
</table>

Mode-average particle size analysis of the polydisperse 316L steel appears to be similar for m-PTA and DLS. The two techniques differed by only 3nm, 7nm, and 3nm, for the 60μF, 100μF, and 120μF trials, respectively. Likewise, both m-PTA and DLS detected slight increases in size average as the capacitance value increased, which quantitatively reflects the expected physical phenomenon of higher energy sparks producing larger average particles. These results agree with what was previously observed with comparable evaluation of the monomodal gold solutions.
The degree of variability between the shapes of the particle size distributions of either technique substantially increased as spark erosion capacitance was raised. The m-PTA FWHM values steadily grew with each step in capacitance, while the DLS FWHM values increased between 60μF and 100μF interval, but remained relatively constant between 100μF and 120μF, suggesting that the sensitivity of the DLS was unable to discern the increase in polydispersity between the 100μF and 120μF settings. The low concentration/counts of particles in the 300-500nm range were possibly lost through poor-fitting that may occur in the autocorrelation function in mathematical interpretation of the DLS data. The concealment of low concentrations of 300-500nm 316L particles mirrors the previously observed inability of the DLS to detect the >100nm gold nanoparticles in the 50nm monomodal gold solution (Figure 1.4(a)).

![Plot of density of particle size distribution versus particle size.](image)

Since particle formation in spark erosion involves liquid and gas aggregates mediated in a gaseous pocket, a parallel can be drawn to the formation of spherical atmospheric aerosol particles. Both processes are driven by homogeneous nucleation and aggregation, and are strongly
influenced by local surrounding factors. As is common practice with aerosol particle size analysis, the number density size distribution and power-law fit can provide information regarding the production mechanism [33–35]. The log-log form of the density of particle size vs. particle diameter featured in Figure 1.8 clearly illustrates the similarity of the near-linear descent of the particle size number density as particle sizes increase across all three samples. Despite the increase in capacitance setting, the identical PSD slopes indicate that the ratio of small particles to large particles remains steady. Further increases in capacitance may result in flattening of the slope corresponding to an increase in relative concentration of large particles. The amount of noise in the 20nm-80nm region does not give a good indication of the size distribution mechanics in that range. The low signal to noise ratio could possibly be improved by increasing the number of videos analyzed for each trial.

Video feedback post-processing was performed to detect micron-sized 316L particles that remained after filtering. Figure 1.12 provides a sequence of images revealing the steady ‘sinking’ of a large particle in the solution outlined in red. For the online version of this study, the video feedback is shown in Figure 1.12 in which the larger particles can be observed as slow, vertically moving objects, while the smaller particles are the fast moving (Brownian) objects. The low count of large particles (<50 particles/sample) found during kinetic post-processing suggests that the sedimentation filtration was successful in selecting predominately small particles of interest. Other than sedimentation, no other noteworthy dynamic processes were observed.
1.4 Conclusions

The m-PTA embedded in the ViewSizer™ 3000 proved to be a powerful tool for evaluating monomodal, multimodal, and polydisperse mixtures of gold and polystyrene nanoparticles. The accuracy of relative concentration measurement, within 2-5% for all trials, dramatically outperformed its DLS counterpart and indicates that this technique may be a reliable tool for quantitative evaluation. The observed sensitivity to low concentrations of particles is evidently one strength of this technique, however, it does suggest that care must be taken to discern data of interest from foreign objects or particles with larger hydrodynamic radii due to absorption or coagulation. The ability to analyze particle size through gravitational sedimentation was shown to be successful and may have potential to extend the upper limit of tradition PTA, however, further testing of this capability is suggested to better understand possible limitations. The simplicity, low-cost, and reliability of DLS assures its future as a useful and effective tool in particle size analysis, nevertheless, the evident strengths of this multispectral particle tracking technique could place it in the forefront of future nanoparticle analysis technologies where existing technologies fall short.

The authors suggest that future work with this technique considers evaluating mixtures of particles with sizes above and below the 2µm regime to assess m-PTA capability of simultaneously...
discerning motion of Brownian and non-Brownian particles. According to Stoke’s Law for settling particles, terminal velocity is proportional to the squared radius of the particle and difference in density between the solution and material of interest. With this in mind, the authors suggest future work testing the upper limit of the sinking analysis capabilities, which may be influenced by the material and diluent of choice. In addition, the authors suggest future work evaluating the effect of periodic stirring and measurement time delay to understand the role of evanescent turbulent flow in sinking measurements.
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Part 2

Spark Erosion as a High-throughput Method for Producing Bimodal Nanostructured 316L Stainless Steel Powder

2.1 Introduction

Following the discovery of their unique properties, nanoparticles have seen a drastic rise in application across many industries, driving the need for production of nanoparticles of a wide array of materials. Typical chemical synthesis methods can generate uniform particles with well-controlled sizes; however, these methods require specific reaction pathways for generating particles and are often low-throughput. This limits them to single element compositions, so they are not applicable to alloys, and not enough powder can be obtained to produce bulk structural parts. By comparison, spark erosion is a high-throughput, scalable, clean, and versatile technique that has been used to produce powders with particle sizes ranging from a few nm to more than 100µm and has been applied to materials including metals and alloys, semiconductors, and ceramics [1–7]. The process involves the breakdown of bulk samples using repeated electric discharges that produce a high-temperature arc within a dielectric fluid, and since it is a top-down process that breaks down bulk target materials into nanoparticles, it can be applied to a broad range of alloys. Erosion via an electric discharge is also the basis of the popular machining technique - electric discharge machining (EDM), and the initial experiments that investigated the use of spark erosion to produce nanostructured particles were actually carried out in EDM apparatuses [1–3]. During the erosion process, the arc reaches temperatures as high as $10^4$K and pressures as high as 280MPa, which allows for the melting and vaporization of the sample material at the spark contacts [1–3,8–10]. The molten droplets are quenched *in situ*, and the vapor is condensed into small
droplets that are then also quenched [3,11]. It is theorized that these two separate mechanisms of particle formation inherently lead to a bimodal powder distribution, in which the quenched molten droplets form the larger particles, and the condensed vapors form the nanoscale particles [3,11]. It has been demonstrated that the particle size distribution and the spark erosion rate are heavily dependent on both the choice of dielectric fluid and the energy parameters [11,12]. Higher energy sparks (>100mJ) have been shown to produce between 1% and 5%, by mass, of nanostructured powder, where lower energy sparks (<10mJ) can produce greater than 60% nanostructured particles [11]. Much of the previous research in spark erosion has focused on the minimization of the occurrence of the larger particle mode to produce nanostructured powders [2–6,13]. However, as many previous studies have demonstrated, the bimodal powder distribution can be beneficial for various reasons. It has been shown that the density of green compacts and final sintered or injection molded parts is increased when a multimodal particle size distribution of 316L powder is used [14–16]. Also, the initial bimodal distribution leads to a bimodal grain structure when consolidated into bulk structures, which can be desirable for enhanced mechanical properties such as strength and ductility [17–21]. The bimodal grain structures can result in a material with a drastic increase in strength due to Hall-Petch strengthening in the finer grained regions while maintaining ductility due to the work hardening ability of the coarser grained regions [19–23]. This work aims to present a novel, high-yield, powder generation technique for production of bimodal powder distributions of a widely used structural alloy, 316L stainless steel, with the optimum distribution for sintering of bulk bimodal structured materials.
2.2 Materials and Methods

Type 316L stainless steel in the form of rectangular bar stock and spherical bearings (both obtained from McMaster Carr, Los Angeles, CA, USA) of composition listed in Table 2.1 were used as the sample target material throughout this investigation. The “shaker-pot” spark erosion apparatus, outlined in Figure 2.1, designed by Berkowitz et al. [1–5,12,13,24], was employed for nanoparticle production. The device consists of a plastic cell container with two electrodes, connected to a relaxation oscillator, separated by porous insulating base plates. The relaxation oscillator consists of a DC voltage source that charges a capacitor until the breakdown voltage is reached, causing the capacitor to discharge [1–5,13]. The entire assembly is held within a hollow walled, vacuum jacket, glass container that is filled with a dielectric fluid. Target pieces of the desired material for powder production are placed between the electrodes, and the pot is shaken laterally, causing the target pieces to repeatedly come into contact and separate at a high rate between the electrodes. When the gaps between the individual sample target pieces are small enough, and the field between the electrodes exceeds the dielectric breakdown field, the capacitor discharges producing sparks at the individual particle contact points [1]. The sparks create a plasma that contains electrons and ions, which superheats small regions of the surface of the targets up to temperatures in excess of $10^4$K [1,2,8,10]. The localized vaporization of the dielectric fluid creates a vapor barrier around the plasma column that is confined by the relatively incompressible liquid. Due to the confinement of the vapor, pressures around the plasma column can reach an estimated 280MPa, which allows for the temperature to exceed the natural boiling point [3,9]. The extreme temperatures liquefy and vaporize a small area of the surface of the target pieces [25,26]. The molten and vaporized material is ejected by the force of the shock wave resulting from the collapsing of the gas jacket and is immediately quenched (or condensed) in the dielectric fluid.
Figure 2.1. Schematic diagram of the “shaker-pot” spark erosion apparatus used for powder production throughout this investigation, where the sample material of interest is shown in gold.

Table 2.1. Composition of the as received rectangular bar stock and spherical bearing materials prior to spark erosion. Obtained from EDS analysis at 20kV.

<table>
<thead>
<tr>
<th></th>
<th>Fe (wt%)</th>
<th>Cr (wt%)</th>
<th>Ni (wt%)</th>
<th>Mo (wt%)</th>
<th>Mn (wt%)</th>
<th>Si (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bar Stock</td>
<td>69.6</td>
<td>17.6</td>
<td>8.7</td>
<td>2.3</td>
<td>1.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Bearings</td>
<td>68.7</td>
<td>17.4</td>
<td>10.0</td>
<td>2.2</td>
<td>1.3</td>
<td>0.5</td>
</tr>
</tbody>
</table>
2.2.1 Target Morphology Study

The three different target shapes depicted in Figure 2.2 were used to determine the optimum target morphology for the spark erosion process. The samples “a” were vacuum arc melted in a copper hearth to form a flattened semi-spherical “platelet” shape from a bar stock of commercially available 316L stainless steel, the “b” samples were rectangular sections cut directly out of the rectangular bar stock, and the “c” samples were spherical ball bearings ranging from 9.5mm to 16mm in diameter. Spark erosion was carried out using a capacitance of 120µF for two-hour runs on each sample morphology. The total number of sparks was recorded every ten minutes throughout the runs, and the average spark rate in Hertz was calculated for each ten-minute interval.

![Figure 2.2. Image of the three targets used for spark erosion to test the effect of target morphology on erosion rate: (a) platelet, (b) rectangular, and (c) spherical.](image)

2.2.2 Effect of Power Parameters and Liquid Dielectric on Powder Production

To determine the effect of the capacitance settings on the particle size, particle production rate, and spark energy, separate spark erosion runs were conducted with varying capacitance settings. The power supply voltage for capacitor charging was set to 200V and the current max to 4A. The motor revolutions per minute 1225 giving a shaker frequency of ~20Hz. Throughout every run, twenty 16mm, twenty 12.7mm, and five 9.5mm diameter spherical targets were used for a total of forty-five sample targets. The capacitance was set to each of the following values for individual runs: 120µF, 100µF, 80µF, 60µF, and 40µF. Trials were conducted for both ethanol
and liquid nitrogen as a dielectric. For the ethanol trials, the total number of sparks was recorded every ten minutes of each run. The total spark count per ten-minute interval was divided by 600 seconds to determine an average rate in Hz for each interval. Spark energy was calculated for both ethanol and liquid nitrogen using the resultant voltage waveform observed during the sparking process. The surface of the target material was examined via SEM both before and after the spark erosion process. The calculated spark energy values along with the corresponding size distributions were used to better understand and control the sparking mechanism.

2.2.3 Powder Characterization

The powder was distilled and then left for 24 hours to dry following spark erosion. After initial drying, the powder sample was placed in a furnace at 300°C for 4 hours to remove any polymer contaminants from the reaction chamber. Initial powder analysis was done in a FEI Apreo FEG-SEM equipped with an Oxford X-MaxN EDS detector at an accelerating voltage of 20kV. Transmission SEM was also done in a FEI Apreo FEG-SEM with a tSEM detector at an accelerating voltage of 30kV. X-Ray Diffraction (XRD) analysis for phase identification and crystallite size determination was conducted using a Rigaku Rotaflex X-ray Diffractometer with a 2θ scan range of 20°-120°, a step size of 0.02°, and a dwell of 1 second. The crystallite size of the spark-eroded powders was determined by peak broadening in XRD. For this, scans of individual peaks were taken at a step size of 0.02° and a dwell of 10 seconds. Crystal size determination was done via Williamson-Hall [27] analysis, where the broadening due to crystallite size is given by Equation (1):
where $B$ is the measured full width at half maximum (FWHM) of the diffraction peaks ($2\theta$ in radians), $t$ is the diameter of the crystallites (Å), $\lambda$ is the x-ray wavelength (Å), and $K$ is a unitless shape parameter assumed to be equal to unity for spherical crystals [28]. The initial FWHM from instrumental broadening was determined using a NIST 660b LaB$_6$ standard powder for peak position and shape in XRD.

Both Dynamic Light Scattering (DLS) and Multispectral Advanced Nanoparticle Tracking Analysis (MANTA) were also used to characterize the size distribution of the particles. DLS is a well-understood particle characterization technique that is commonly used to determine size distribution profiles of particles in suspension. However, it has been found that polydisperse samples are inherently unreliable in traditional DLS because the scattering intensity of large particles can overwhelm the weak scattering intensity of smaller particles, thus resulting in an inaccurate size distribution. Because the 316L nanopowder of interest is known to have a bimodal/polydisperse particle size distribution, the MANTA technique was utilized in parallel to confirm and further analyze the size profiles.

As with DLS, in the MANTA technique, particles of interest are suspended in a contaminant-free solution. Rather than a single light source, three tunable lasers are employed to simultaneously illuminate the particles in solution. Scattered light from each source is individually collected and used to construct consecutive location profiles of the particles – ultimately resulting in a video of the particles movement. Particle movement videos of each wavelength can be simultaneously processed to determine which wavelength produces the most reliable description of the particle’s movement. Then, by combining the videos using only the optimal particle
movement descriptors, an accurate portrayal of particle motion can be constructed. The selection of only the optimal scattering profiles largely eliminates errors induced due to varying scattering intensities of different sized particles. Since the Brownian motion of particles in a fluid is a well-understood mechanism, particle movement in videos can be tracked, evaluated, and correlated to the hydrodynamic radii of the particles present. The culmination of this results in a high-throughput detection technique that can individually count particles to create statistically robust size distributions. Powder dilutions for MANTA were made to $5.7 \times 10^8 - 5.0 \times 10^7$ particles/mL in Xzero Type-1 reference water (XZERO, Sweden). MANTA was performed at a sampling rate of 25 videos per trial, 25 seconds per video, with automated stirring between each video to eliminate double counting of particles. DLS was performed on a Zeta Particle Sizer with 670nm light with 10 trials of 2 minute each. All solutions were ultrasonicated to break apart any agglomerates in the solution. Dilutions were allowed to settle before sampling from the top – to avoid a high population of oversized (>1µm) particles.

To confirm the bimodal nature of the powder, 10g of the 316L spark eroded powder was compacted at 50MPa for 2 minutes and the resulting green compact was mounted for further analysis. The surface was analyzed in a FEI Apreo SEM mode and individual particle sizes were measured. In a region of approximately 400um x 400um, a total of 4508 particles were counted ranging from 30nm to 80um. A number fraction distribution of particle sizes was created by binning particles based on the absolute number of particles counted within a certain diameter range, where the multiplicative factor, $r^0$ [29]. Likewise, a volume fraction distribution was created by weighting the bin intensity with volumetric multiplicative factor $r^3$ [29]. Both the number fraction and volume fraction distributions were normalized to relative intensity axes. The mode-
average was found to be 120nm for the number fraction form and 30um for the volume fraction form.

2.3 Results and Discussion

2.3.1 Effect of Target Morphology on Erosion Rate

The shape of the target material used in the “shaker-pot” spark erosion method was determined to have a substantial impact on the powder production rate as illustrated in Figure 2.3. This impact is entirely due to mechanical effects within the target arrangement, as was independent of the energy parameters and dielectric fluid. The rectangular targets showed low spark rates, while the spherical targets showed the highest rates. The rectangular targets displayed a tendency to lock into an arrangement in constant contact between the electrodes, causing welding at the target contact points and shorting the circuit rather than allowing effective sparking. The spherical targets had the highest rate due to the close packing effect of spheres within the containment cell creating the maximum number of contact points for sparking to occur at a sustained rate without welding. The semi-spherical arc-melted targets tended to slide over the flat surfaces of each other, eventually reaching an arrangement where they were no longer separating and re-contacting to pass through optimum gap conditions for dielectric breakdown. Following determination of the spherical targets as the most efficient for erosion rate, all further runs were performed using only spherical ball bearing targets. Results from this study agree with those found by Berkowitz et al., [3] that the targets should range from 9.5mm to 19mm and should be equiaxed.
2.3.2 Effect of Capacitance Settings on Production Rate

The spark erosion setup relies on the energy of the relaxation oscillator and can be manipulated through the capacitance. The higher the capacitance of the system, the more energy available for discharge, so it is expected that the erosion rate, as well as particle distribution, will depend on the overall capacitance of the oscillator. Figure 2.4 shows the rate of spark discharge taken every 10 minutes during 160-minute runs with varying capacitances. The high capacitances of 120µF and 100µF show spark discharge rates between 30Hz and 40Hz for the first 30 minutes of the run that quickly decays to less than 10Hz after 40 minutes. The low rate for the high capacitances indicates that the sparking is not limited by the gap conditions of the target material arrangement, but by the charging conditions of the capacitor bank. It is likely that the higher capacitance requires a longer charge time and therefore will discharge at a lower rate, moving the
process into an energy limited regime rather than a gap limited regime. The low capacitance run using 40µF shows a high starting rate of more than 60Hz for the first 50 minutes of the run, which begins to decay after 60 minutes and drops to 0Hz after 120 minutes. The high starting rate can be attributed to the faster complete charging of the capacitor bank. The intermediate trials using 60µF and 80µF capacitance initially show a slower increase in spark rate, reaching 50Hz after 50 minutes of erosion time. However, these capacitances maintain their high spark rate through a much longer duration. The 80µF trial decays below 50Hz at 100 minutes, while the 60µF run does not drop below 50Hz until 140 minutes into the run.

![Figure 2.4](image.png)

Figure 2.4. Plot of the spark erosion rate as a function of time for a 160-minute run at different capacitances.

Additionally, it is observed for each trial in the gap limited regime (40µF, 60µF, and 80µF) that the rate increases rapidly during the first 20 minutes, indicating that the small concentration of steel particles in the fluid aids in lowering the energy threshold for dielectric breakdown. This effect has been observed in similar applications of EDM, in which semiconducting or conducting
particles decrease the dielectric strength of the suspending fluid [30,31]. The newly formed 316L particles act as interconnecting conductive sites that increase charge transport across the breakdown gaps. Reducing the breakdown voltage threshold lowers the capacitor recharge time and increases spark efficiency. In addition, the random orientation of particles in solution increases the maximum possible breakdown gap distance by forming low-energy discharge paths that are beyond the maximum possible breakdown distance of the pure dielectric. Increasing the discharge distance has a multiplicative effect on spark rate by enabling more potential breakdown paths.

The decrease in spark rate for the 40µF, 60µF, and 80µF samples can similarly be understood from the perspective of capacitors discharging in a dielectric with suspended conductive particles. High particle concentrations lead to adhesion of particles to the surface of target electrodes, creating loosely held layers of debris that inhibit the sparking mechanism. Significant particle presence may also lead to short-circuit discharging that eliminates the erosion effect and ultimately terminates the particle formation mechanism. Since the 40µF sample begins at a higher sparking rate, the threshold particle concentration for the stunting of the sparking mechanism is achieved faster than the 60µF and 80µF trials.

Figure 2.5 features the extracted spark time, voltage, and calculated energy properties with varying capacitance settings of the relaxation oscillator. Both liquid nitrogen and ethanol were found to have similar spark times through all capacitance values. Sparks were observed to be shortest at 10µF with a spark time of ~25µs and longest at 200µF with a spark time of near 120µs. As expected, in both ethanol and liquid nitrogen discharge voltage, and consequently total spark energy, increases with capacitance.
Figure 2.5. Plots of monitored spark properties with varying capacitance and dielectric. Measured properties were (a) spark time, (b) maximum spark voltage, and (c) resultant spark energy with respect to varying capacitance.
As capacitance increased beyond 60µF, however, sparks in the liquid nitrogen dielectric exhibited a noticeably higher spark voltage than those in ethanol at the same capacitance. It is possible that the higher required spark voltage in liquid nitrogen is due to its significantly lower dielectric strength ($\varepsilon_r = \sim 1.4$) compared to ethanol ($\varepsilon_r = \sim 24$). However, it must be noted that because the spark voltage and time data was extracted through an indirect method of monitoring the voltage discharges across the capacitors, it is likely that it is not quantitatively representative of the complex, and arguably uncontrolled, plasma-sparking mechanism that is occurring. Due to the shaker-pot implementation, it is certain that sparks between adjacent electrodes are occurring at widely variable distances, times, intensities, etc. This magnitude of variability indicates a more sensitive analysis technique must be employed to better understand the spark plasma properties.

Figure 2.6 features SEM analysis of the target surface before and after the spark erosion process. Figure 2.6(b-d) illustrate the unique surface topology of the target surface post-erosion. The craters represent areas that were in the immediate central zone of the plasma discharge region. The lost material in the craters was likely vaporized and ejected once the channel collapsed. The lighter area around the crater, and often inside the crater as well, is the solidified material that was thermally affected, but not vaporized. These areas still experienced extreme thermal discharges but did not reach sufficiently high temperatures or pressures to eject from the surface. Lighter areas are often referred to as “white layers” when classified in EDM context and are typically undesirable due to both surface roughness, as well as phase changes that occur during the rapid heating and cooling of the material [32]. It is unclear whether “white layers” affect spark erosion. However, the resolidification of molten material creates significant target surface roughness that may assist in low-voltage breakdown sites due to areas of locally concentrated electric fields [33]. This claim is supported by observation of Figure 2.6(b), Figure 2.6(c) and other target surfaces, in
which large volumes of ejection sites appear to clump together indicating that ejection sites created areas of preferential breakdown.

![SEM images](image)

Figure 2.6. (a) Low magnification SEM evaluation of the target surface prior to spark erosion, (b) low magnification of clustered ejection sites on the target surface after spark erosion, (c) and (d) higher magnification images of the ejection sites illustrating individual ejection sites ranging from 5µm to 500nm.

2.3.3 Powder Microscopy

SEM analysis confirms that the spark erosion of 316L stainless steel successfully produced spherical particles with sizes ranging from 5nm to 75µm, in agreement with previous results from Berkowitz et al., [1] for a number of materials. Figure 2.7(a-b) depicts SEM and t-SEM images of spark eroded powder, showing both the larger mode of uniform spherical particles (up to 50µm), numerous agglomerates of smaller particles, as well as dispersed ultra-fine particles (<100nm). Figure 2.7c features a cracked hollow spherical particle, which were primarily observed in the powder that was produced in liquid nitrogen and was typically found as particles larger than ~80µm. The occurrence of hollow particles has been observed in previous work with the spark
erosion technique and is believed to be due to the condensation of superheated surface material on the gas liquid interface of individual bubbles [4,34,35]. Although these hollow microspheres do occur, they are outliers and are not expected to contribute significantly to the overall particle distribution. Results of chemical analysis of the metals in the powder product of the spark erosion process done in ethanol and liquid nitrogen are given in Table 2.2. The chemical composition following spark erosion mirrors that of the initial material, indicating that no significant change in chemical composition of the alloy has taken place during the erosion process. This is expected due to the high temperature of the erosion process, which is enough to vaporize each of the metals and allow them to mix in the vapor state, leading to a homogeneous distribution that is essentially equivalent to the starting material [7]. There is also no apparent difference in composition of the metals between the products of spark erosion in liquid nitrogen and ethanol and no detectable nitrogen peak was visible in EDS for the nitrogen processed powders.

Table 2.2. Composition of the powder products following spark erosion. Obtained from EDS analysis at 20kV.

<table>
<thead>
<tr>
<th></th>
<th>Fe (wt%)</th>
<th>Cr (wt%)</th>
<th>Ni (wt%)</th>
<th>Mo (wt%)</th>
<th>Mn (wt%)</th>
<th>Si (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol</td>
<td>69.1</td>
<td>17.1</td>
<td>10.0</td>
<td>2.2</td>
<td>0.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Liquid N₂</td>
<td>69.2</td>
<td>17.6</td>
<td>9.7</td>
<td>2.0</td>
<td>1.2</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Figure 2.7. (a) Low magnification secondary electron image of the spark eroded powder reveals the polydisperse and varied size distribution of the particles, (b) HAADF t-SEM image depicting particles in the <25nm range, and (c) large hollow particle, which form as a result of the spark erosion process.
2.3.4 XRD Analysis

Figure 2.8(a) contains the diffraction patterns for the spark eroded powder in cryogenic N$_2$ and ethanol (60µF) compared to the as-received commercial powder (<43µm), revealing that the powder remains crystalline, in agreement with results found in previous work [6]. Both patterns show primarily austenite with a small amount of retained ferrite or martensite. The analysis for differentiation between retained ferrite and martensite is beyond the scope of this study, however the role of nitrogen suggests that the structure contains martensite rather than retained ferrite. The existence of ferrite/martensite was also seen previously by Marnier et al. [36], and is likely due to the large number of defects introduced during preparation, which increases the free energy of the austenite phase and thereby stabilizes the ferrite phase [37]. Considering the role of nitrogen as an austenite stabilizer, it is interesting to note that there is significantly less austenite in the powder that was spark eroded in liquid nitrogen. This is likely due to the low temperature of the liquid nitrogen following the particle formation. The low temperature of the liquid nitrogen allows the particles to reach the martensite start temperature and form martensite from the austenitic region, where the entire cooling process within ethanol never reaches the martensite transformation temperature. Figure 2.8(b) shows a higher magnification of the [200] diffraction peaks of the commercial powder, ethanol spark eroded powder, and liquid nitrogen spark eroded powder where extensive broadening of the spark eroded powder peaks due to a smaller average crystallite size is clearly demonstrated. The slight difference in FWHM of the ethanol and liquid nitrogen spark eroded samples shows broader peaks for the ethanol powder, which suggests that the liquid nitrogen results in slightly larger particle distribution than the ethanol. The calculated average crystallite size from Williamson-Hall analysis for the spark eroded 316L sample is 150 ± 26nm, which is within the range of accurate determination via peak broadening in a laboratory XRD and
agrees with results attained via t-SEM analysis, DLS, MANTA, and previous work in spark erosion [1–5,12,13,24,35].

Figure 2.8. (a) 20°–120° XRD patterns for the commercial powder and spark eroded powder, where A denotes the FCC austenite structure, and F/M denotes the BCC ferrite or BCT martensite structure. (b) zoomed in pattern of the [200] peak of the FCC structure.

2.3.5 Dynamic Light Scattering

DLS trials were conducted for powders produced in the 20-150µF size range. In general, it was found that as the capacitance was increased, the average particle size increased. Figure 2.9 is an illustration of the particle size distribution for a 60µF trial using ethanol as the dielectric. The average of the lower mode for this trial was found to be 156nm. The lower range of particle size agrees well with the XRD-calculated range of 124-176nm. However, upon further investigation, it was clear that much of the data found through DLS was largely truncated and incomplete. SEM and t-SEM observation of the 60µF powder found many particles above and below 100nm, suggesting that over or under-exposure of certain scattering intensities in the polydisperse sample lead to significant losses of information. A comparative illustration of MANTA performed on the same solution is featured in Figure 2.9. The small population of nanoparticles in the 800nm range appears to be overexpressed in DLS analysis. This is possibly due to higher scattering intensity of
larger particles overwhelming that of the smaller particles and skewing the distribution. Furthermore, the same issue is apparent below 100nm, in which DLS cannot detect the lower concentrations of small diameter particles. Due to the inaccuracies found during DLS, the remainder of the discussion will be focused on particle size distributions detected through alternative methods such as SEM and MANTA.

![Comparative illustration of particle size distribution profiles found by both DLS and MANTA, performed on the same solution of 316L nanoparticles](image)

Figure 2.9. Comparative illustration of particle size distribution profiles found by both DLS and MANTA, performed on the same solution of 316L nanoparticles

2.3.6 Powder Bimodality Analysis

The size bimodality of a system of particles can be demonstrated through the parallel representation of the distribution, from a single measurement, as both the number density function and the area density function. The work of Toth et al., [38] showed that for bimodal grain distributions in alloys, there is a large observed difference in the average grain size when the number density function and area density function are considered. This is expected as the smaller
particle mode will have a much higher number of particles to occupy the same area as a larger particle mode, while the larger particles will occupy a much larger volume with a much lesser number. The bimodality can then be measured by the difference in the average from the number density function and the average from the area density function. This is demonstrated in Figure 2.10, where the number weighted distribution shows entirely the small mode of particles, which is expected as the total number of small particles counted easily trumps the number of large particles counted. When represented as the volume weighted distribution the opposite effect occurs, where only the large particle mode manifests. The average particle size values obtained from the number density function and area density function are 130nm and 30µm, respectively. The very large difference in the average values obtained from the same data set demonstrates that the powder is indeed a bimodal distribution with a small mode near 130nm and a large mode near 30µm.

Figure 2.10. A comparison of the particle size distribution plotted as (a) the relative number fraction and (b) the relative volume fraction, which demonstrates the bimodality of the powder.
2.3.7 Multispectral Advanced Nanoparticle Tracking Analysis

Figure 2.11 features particle size distributions of varying capacitance for both ethanol and liquid nitrogen found by MANTA. For ethanol, the mode average of particle size detected was found to be 100nm, 110nm, 130nm, and 150nm for 60µF, 80µF, 100µF, and 120µF, respectively. Results of particle size for the small mode show similar sizes to the crystallite size obtained from Williamson-Hall analysis in XRD, indicating that the size of coherent scattering domains is on the same order of the particle size, so it can be concluded that the smaller particles are largely single crystals. For liquid nitrogen, the mode average particle size detected was found to be 170nm, 190nm, 210nm, and 290nm for 60µF, 80µF, 100µF, and 120µF, respectively. Evidently, both dielectrics exhibited indisputable increases in the average particle size produced as the capacitance was increased. This agrees well with the previous finding that a higher capacitance leads to higher energy and more sustained sparks. As the energy of the spark increases, larger portions of the surface are vaporized. This leads to a higher volume of available vapor and allows for more significant growth of individually nucleated particles. The increased spark time permits a longer growth phase of the nucleated particles, which is likely to be the cause of the slightly increased overall particle mode average as the capacitance setting increases. Conversely, when the spark energy and time are lowered, a smaller portion of the surface is vaporized which, when ejected, has a lower volume and shorter time to condense and thereby forms smaller particles. Future work using plasma spectroscopy methods could confirm this proposed explanation. It is also observed that as the capacitance increases there is a distinct increase in the width of the distribution, particularly about the right-sided, larger particle tail. This is believed to be the result of higher energy plasma channels leading to larger areas of superheated sample surface that are non-uniform. The liquid and vapor ejection occurring during spark erosion leave a surface full of craters and
non-uniform surface topology. Thus, as the area of the superheated region increases, there is a higher chance of non-uniform heating and vapor ejection.

Figure 2.11. Plots of particle size distributions found with MANTA using either (a-d) ethanol or (e-h) liquid N2 as the dielectric. Capacitance values were set to: (a, e) 60\(\mu\)F, (b, f) 80\(\mu\)F, (c, g) 100\(\mu\)F, or (d, h) 120\(\mu\)F.

Upon comparison, regardless of the capacitance, ethanol produces a smaller average particle size as well as a narrower particle size distribution. Considering that, as discussed, particle formation is heavily affected by spark distance, plasma temperature, plasma composition, shock wave propagation, and several other variables that cannot be accounted for in the current study, development of a conjecture on the exact mechanisms of the varying produced particle size is a difficult task. Nonetheless, there are obvious differences between the two fluids, when considering simple quenching of metals, that are likely to cause the particle nucleation and growth kinetics to differ - the temperature and the boiling point. Although there is a large difference in initial temperature of the dielectrics, unlike quenching, in the spark erosion process the temperature within the spark is estimated to reach upwards of \(10^4\)K, which makes the initial temperature of the dielectric fluid a negligible factor when considering the particle formation that happens in this environment. Further, as temperature is a state function, the initial state of the dielectric is expected
to have little effect on the solidification kinetics, which happen following the superheating breakdown. The boiling point, however, is expected to influence the formation of the particles. When considering the process following the spark, where particles are condensing and quenching within the high-pressure environment, the boiling points of -195.8°C and 78.4 °C for liquid nitrogen and ethanol, respectively, are very different. It is known that the low boiling point of liquid nitrogen makes it a slow quenching medium due to the large gas jacket that prevents contact with the liquid. This could explain the difference in particle size – the low boiling point of the nitrogen allows for the gas jacket to remain for a longer duration, thus allowing for a longer growth phase of the particles [39]. Vapor condensation of superheated surface material, the driving mechanism for the submicron particle formation, could be better understood after analyzing the sparking and shock wave processes. If the heating and ejection processes are well-defined, then the condensation process could possibly be modeled as heterogeneous nucleation in an atmospheric aerosol.

2.3.8 Spark Discharge Modeling

In addition, an effort was made to provide an analytical model of the spark discharge mechanism. While the spark erosion mechanism is an extraordinarily complex process, which involves the combination of thermodynamic, electrodynamic, hydrodynamic, and electromagnetic factors, a basic simulation of the discharge may assist in understanding trends found in the synthesized nanoparticle size [40]. In this study, a Gaussian heat input model often used to simulate EDM plasma was adapted to estimate the heat flux from the spark erosion plasma [40–42]. The heat flux in the Gaussian heat distribution is given by Equation (2) as follows:

\[
q_f(R) = \frac{4.45 \, W_M \, V}{\pi \, (r_{sp})^2} \times e^{-4.5 \left(\frac{R}{r_{sp}}\right)^2}
\]  

(2)
where $q_f$ is the heat flux into the material (W/mm$^2$), $W_M$ is the fraction of the energy utilized by the material (W), $I$ is the pulse current (Amp), $V$ is the pulse voltage (Volts), $R$ is the radial distance from the axis of the spark (μm), and $r_{sp}$ is the spark radius (μm). Current ($I$) and voltage ($V$) parameters were extracted from spark discharge waveforms and equipment measurements. Following the approach taken by Abdulkareem et al., [40] if one is only concerned with the heat flux into the surface of the material, then the spark radius can be expressed as a function of the pulse time [40]. Equation (3) represents the expression used for spark radius.

$$r_{sp} = \sqrt{\frac{4.45}{\pi t_{on}}}$$  \hspace{1cm} (3)

where $t_{on}$ is the duration of the pulse (μs). The $t_{on}$ values used here were determined through the discharge waveforms. Due to the inherent randomness of the system, several assumptions were made to construct this model: (1) the radial distance $R$ from the axis of the spark is set to 0.2μm; (2) the total power of each pulse is used by one spark; (3) the heat transfer to the target surface is axisymmetric; (4) the heat transfer to the sample is done by conduction; (5) there is constant heat flux to the electrode during the pulse; and (6) the fraction of energy utilized by the material was set to $W_M=0.1$. The $W_M$ value was chosen to be lower than common $W_M$ variables in EDM modeling ($W_M=0.17-0.20$), because the efficiency of discharge in the spark erosion system is likely diminished due to the variable, and often non-ideal, breakdown conditions [40–42]. The surface temperature of the material was computed through the use of Equation (4), once the total heat flux into the surface of the material had been found.

$$q_{conv} = k \Delta T$$  \hspace{1cm} (4)

where $q_{conv}$ is equivalent to the heat flux into the material (W/mm$^2$), $K$ is the heat transfer coefficient (W/mm$^2$·°C) [40]. The internal temperature of the target can be found by combining
Equation (5), and Equation (6), which account for the thermal diffusivity and temperature change due to thermal diffusion, respectively.

\[ \alpha = \frac{k}{\rho C_p} \]  

\[ T_{Surface} = T_{Internal} + \alpha \Delta z \]

where \( \alpha \) is the thermal diffusivity of the target (mm\(^2\)/s), \( \rho \) is the density of the target (g/mm\(^3\)), \( C_p \) is the specific heat capacity (J/g\(^\circ\)C), and \( \Delta z \) is the depth of penetration (mm). In the present study, these parameters were set to \( C_p = 452 \times 10^3 \) J/g\(^\circ\)C, \( \rho = 7.95 \times 10^{-3} \) g/mm\(^3\), and \( k = 14 \) W/m\(^\circ\)C. The depth of penetration was adjusted for the energy lost due to the heat of vaporization, which was set to \( L_v = 6.8 \times 10^3 \) kJ/kg.

Figure 2.12(a) shows the results of modeling the depth of vaporization of the 316L targets during spark erosion at various capacitance settings and dielectrics. For juxtaposition, Figure 2.12(b) illustrates the average nanoparticle size measured at varying capacitance values using either liquid nitrogen or ethanol as the dielectric. The simulation of the volume of target material vaporized agrees well with the experimentally obtained results. It should be expected that as the energy parameters permit higher energy sparks, the amount of surface material vaporized will commensurately increase, as observed here. It should be noted that the mechanism of high throughput spark erosion is chaotic by nature, and this representation is by no means an accurate quantitative analysis, but rather, it serves to provide a theoretical basis for the observed trend.
Figure 2.12. (a) Results of the simulated radial depth of vaporization for the 316L targets with varying capacitance settings, and (b) the average measured nanoparticle size for 316L spark erosion run at varying capacitances, for either liquid nitrogen or ethanol as the dielectric.

The shock wave phenomenon during the spark erosion process is a crucial step in understanding nanoparticle formation. Typically, between 15-25% of the breakdown energy is lost to the shock wave and bubble formation, while the remaining 75-85% is transformed into heat [43]. During the plasma breakdown, the development of the primary wave, reflected wave, refraction wave, and head wave create a complex acoustic system [43]. The breakdown geometry, dielectric, and input energy all influence the propagation of the high-pressure wave components in the spark erosion system. The initial shock wave front is responsible for the creation of the gaseous plasma channel that mediates the majority of the target surface heating. The collapse of the high-pressure plasma channel, likewise, contributes to the ejection of the superheated material. By assuming an adiabatic process and small temperature changes, the pressure of the initial wave front can be expressed using a modified Tait equation as in Equation (8) [43,44].

\[
p_s = (p_i + B) \left( \frac{2nu^2_s}{(n+1)c_s^2} - \frac{n-1}{n+1} \right) - B \tag{8}
\]
where $p_s$ is the pressure of the shock wave front (MPa), $p_i$ is the hydrostatic pressure (0.101MPa), $c_o$ is the sound velocity in the dielectric of interest (m/s), $u_s$ is speed of the wavefront (m/s), and $B$ and $n$ are liquid specific constants based on the permittivity dependence on pressure. To the best of these authors’ knowledge, $B$ and $n$ have not been experimentally determined, and thus, the values determined for cyclohexane were used in their place due to the relative similarities of liquid density and sound velocity. For liquid nitrogen, $n = 17.9$, $B = 3.7$MPa, and $c_o = 558$ m/s. For ethanol, $n = 10.7$, $B = 121.8$MPa, and $c_o = 1144$ m/s [43]. The initial speed of the wavefront during its supersonic development (first few ns) can be approximated using the approach from Jomni et al. [43]. For $t=0$, the extrapolated pressures were $p_s = \sim 400$MPa for ethanol and $p_s = \sim 15$MPa for liquid nitrogen. Here, the increased pressure experienced in the ethanol could possibly contribute to a more intense collapse of the column and a higher degree of refinement of the ejected vapor.

2.4 Conclusion

A target morphology study employing rectangular, “platelet,” and spherical target shapes has determined that the “shaker-pot” spark erosion apparatus runs most efficiently with equiaxed targets due to packing effects, in agreement with the findings of Berkowitz et al. [3]. The capacitance to achieve the most efficient spark energy and time, and therefore the highest sustained spark rate for the maximum yield of powder was found to be between 60µF and 80µF. The powder produced during spark erosion is generally spherical, and the particle size distribution was determined to include two modes of powder size. The smaller mode having an average size of $\sim 150$nm as determined by DLS and MANTA analysis with similar sized coherent scattering domains from XRD, and the larger mode between 10µm and 50µm from SEM analysis. Both capacitance and liquid dielectric were found to have a strong influence on the small mode size average and overall synthesized particle size distribution. Higher capacitances undoubtedly lead
to larger average particle sizes but also increased the width of the size distribution. Ethanol, as opposed to liquid nitrogen, was found to produce smaller average particle sizes with a narrower distribution. This phenomenon was supported by initial modeling of the heat discharge into the superheated region of the target material. The “shaker-pot” spark erosion system has been confirmed to be an effective method of direct production of bimodal nanostructured powders for use in powder metallurgical techniques to fabricate bulk nanostructured parts for use in structural applications. Future work with analysis techniques such as plasma spectroscopy and Schlieren imaging may be valuable in furthering the understanding of the sparking and consolidation processes.
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Part 3

Investigation of Liquid Spark Erosion Nanoparticle Fabrication Using High-Speed Imaging and Emission Spectroscopy

3.1 Introduction

Nanomaterials have gained increasing interest in the past decade due to unique properties that occur when component dimensions are confined below 1μm. For instance, metallic nanoparticle grain-refiners enable synthesis of bimodal or graded microstructures that consist of fine-grained regions (<1μm) interspersed in coarse-grained (>10μm) regions. Bimodal microstructures have demonstrated a high degree of both strength and ductility – making them advantageous for military, aerospace, and performance technology applications [1–4]. Magnetic nanoparticles are also of interest for use in biomedical targeting, drug delivery, and contrast-enhanced imaging. Ferromagnetic materials, such as Fe or Fe₂O₃, are of particular interest because external magnetic fields can be used to stimulate drug release or local heating (magnetic hyperthermia) from embedded particles [5–7].

Regardless of the intended application, the smallest confined dimension often determines the functionality of the nanomaterial. As such, there are obvious benefits to understanding mechanisms of tunable nanomaterials synthesis techniques. Submerged shaker-pot spark-erosion is a high-throughput nanoparticle synthesis technique that is versatile, can be applied across various metallic materials, and is tunable through variation of erosion parameters [8–13]. Figure 3.1 is a cross-sectional illustration of a shaker-pot spark erosion setup. The target material is suspended in a non-conductive container that is completely submerged in the dielectric fluid of choice. Liquid nitrogen and ethanol are commonly used dielectrics because they are readily
available and inexpensive processing mediums. Electrodes are mounted to the base of the container and then wired to an external capacitor bank. The submerged container is driven by a motor to shake laterally at approximately 20Hz, causing the target material to rapidly come into contact and separate at a high rate. When the gap conditions are met a dielectric breakdown occurs, and an arc discharges between two target pieces (or a target piece and an electrode). The arc liquefies and vaporizes local areas of the target pieces that are then ejected into the surrounding dielectric and immediately quenched, resulting in highly spherical oxidation-free particles in the range of 10nm to 50μm. The arc is believed to reach temperatures upwards of 10^4K and pressures near ~280MPa – though direct measurement has not been performed during the spark erosion process due to the uncontrollable and random nature of the shaker-pot setup [14,15]. Understanding the physical mechanisms of the particle formation is vital for researchers and manufacturers alike to further control the size and properties of synthesized nanoparticles.

Figure 3.1. Schematic of high-through shaker-pot spark erosion technique. Sample material of interest is shown in gold.
To combat the issue of observability, we constructed a more controlled submerged discharge chamber; a diagram of the chamber is featured in Figure 3.2. One electrode is fixed while the other is attached to a drivable arm. Both target wires, in this case, are mounted to the end of an arm and connected to the same capacitor bank used by Harrington et al. [8] The reaction container is filled with a dielectric fluid, then the movable arm is driven until the gap conditions are met and a dielectric breakdown occurs. The electrodes are aligned with a quartz window, so direct observation of the discharge is possible.

![Figure 3.2](image)

Figure 3.2. (a) Trimetric view of a 3D illustration of the experimental spark discharge setup with the front plate removed and (b) a cross sectional view from the back of the apparatus.

This study uses high-speed imaging and optical emission spectroscopy to investigate submerged discharge characteristics such as temperature, pressure, and plume duration with respect to varying spark erosion capacitance (60μF – 120μF) and liquid dielectric (ethanol/liquid nitrogen) using Fe electrodes. The studied characteristics will be used to investigate how these processing parameters may affect the final synthesized nanoparticle size and distribution with respect to work performed by Harrington et al. [8] on spark erosion of 316L stainless steel. Harrington et al. [8] demonstrated that increasing the capacitance increased the modal average and size variance of the produced nanoparticles and, similarly, liquid nitrogen produced particles with an increased modal average and size variance when compared to ethanol as a dielectric. Particle
size distributions measured at varying capacitance levels with ethanol and liquid nitrogen dielectrics are featured in Figure 3.3(a) and 3(b), respectively. The overall goal of this study is to gain insight that will assist in tuning the processing parameters of spark erosion to fabricate a desired size and distribution of nanoparticles. Extending the current understanding of submerged discharge particle formation is invaluable to its future application as a cheap, versatile, and controllable processing technique.

![Figure 3.3. Nanoparticle size distributions of 316L particles fabricated by high-throughput spark erosion in (a) ethanol and (b) liquid nitrogen. Reproduced from findings in Harrington et al. [8].](image)

### 3.2 Materials and Methods

Electrodes were made of 0.508mm diameter Fe wire (99.9% purity McMaster Carr, Los Angeles) that were confirmed to be single phase on a Rigaku Rotaflex X-ray diffractometer (XRD) with Cu Kα radiation. Liquid nitrogen or ethanol (99.9% purity) were used as liquid dielectrics. High-speed imaging of the discharge events was captured on a Shimadzu HPV-X2 (Shimadzu Corp., Kyoto) using a PicoScope 4824 (Pico Technology, St Neots) as a trigger, achieving a spatial resolution of approximately 30μm/pixel for all figures. A 25% and 6% neutral density transmittance filter (Olympus Corp., Toyko) were used to optimize image capture quality of the
characteristic ejection edge/shock wave. A 513±10nm optical bandpass filter (Edmund Optics, New Jersey) was used to selectively visualize the high-temperature Fe regions of the event from the Fe (I) strong emission peak at 516.74nm, though some other radiation from the event is also able to reach the camera. The radial shock wave propagation was measured using ImageJ software. Emission spectroscopy was captured with an Ocean Optics USB4000-VIS-NIR Spectrometer (Ocean Optics, Florida) with an integration time of 10ms. Spectroscopy and plume expansion/collapse measurement was repeated for dozens of sparks for each dielectric/capacitance combination.

3.2.1 Shock Wave Analysis

The spark discharge plume evolution can be paralleled to the physical mechanism of a concentrated explosion in a homogeneous atmosphere [16–18]. The rapid deposition of energy in a small area facilitates the formation of an expanding gaseous plume and shock wave that propagates through the liquid dielectric. Here, the initial shock can be described using the simple Taylor-Sedov (TS) homogenous expansion blast wave model [16,18,19]. The radial expansion of a TS spherical shock is given in Equation (1):

\[ R(t) = \xi \left( \frac{2E_0}{\rho} \right)^{1/5} t^{2/5} \]  

(1)

here \( R(t) \) is the radial distance of the wave, \( \rho \) is the density of the surrounding medium, \( t \) is the time, and \( E_0 \) is the initial total energy. The parameter \( \xi \) is a material constant that is dependent on the specific heat capacity ratio (\( \gamma \)) and detailed in Equation (2):

\[ \xi = \left( \frac{[75(\gamma-1) \times (\gamma-1)^2]}{16\pi(3\gamma-1)} \right)^{1/5} \]  

(2)
Use of the TS model requires the assumptions that: (i) the mass of the background gas is larger than the mass of the ablated material, and (ii) the strength of the shock wave is sufficiently more substantial than the ambient pressure. The TS model reliably describes early and intermediate-stage shock mechanics and has been previously applied to spark discharge and laser ablation [16,18,19]. However, later stages of the shock are often more accurately described by drag-force models. For this study, the drag and late-stage shock phenomena are not pertinent to the mechanisms of interest, therefore this study will focus on the TS model.

The Rankine-Hugoniot (R-H) relations are expressions that conserve energy, mass, and momentum across the boundary of a shock front. Though the internal dynamics of the plasma arc and gas plume are exceedingly complex, the R-H conditions can roughly describe the pressure at the edge of the propagating shock to assist in understanding how overall plume conditions are evolving with respect to changes in the capacitance setting and liquid dielectric. Equation (3) is the R-H expression for the boundary pressure of the shock:

\[
P = \left[ \frac{\rho U^2}{P_0} - 1 \right] \frac{2 \gamma P_0}{\gamma + 1} + P_0 \tag{3}\]

here \( U \) is the velocity of the shock front, \( P_0 \) is the ambient pressure, and \( P \) is the pressure inside the shock front.

3.2.2 Spectroscopy-Temperature Analysis

When the gap conditions are met, a dielectric breakdown occurs between the electrodes and current begins to move across the channel – forming a plasma streamer containing a mixture of high-temperature electrons, gaseous molecules, and ionized species. Plasma channel formation is accompanied by intense light emission from atomic transitions of the molecular and ionic streamer constituents. For a plasma in local thermal equilibrium (LTE), the line intensities of a
single atomic species can be used in the Boltzmann plot method to extract the species temperature [20–25]. The electron-temperature Saha-Boltzmann relation is given in Equation (4):

$$\ln \left( \frac{I\lambda}{Ag} \right) = -\frac{E_k}{kT}$$

(4)

where \( I \) is the total measured intensity of the characteristic emission, \( \lambda \) is the wavelength of characteristic emission, \( A \) is the transition probability, \( g \) is the upper-level degeneracy, \( k \) is the Boltzmann constant, \( E_k \) is the upper-level energy, and \( T \) is the electron excitation temperature. A set of 5 Fe (I) emission lines were used to construct the Saha-Boltzmann plot in this study [25]. The characteristic emission lines and their relevant mathematical quantities are shown in Table 3.1. It should be emphasized the Fe (I) electron temperature is being used as an approximation of the plasma temperature – although the plasma components are likely not in LTE. The presence of nanometer and micrometer-sized particles creates a “dusty” plasma [26–29]. These suspended particles become charged and greatly alter the gas-ion-electron-dust interactions such that non-equilibrium states are extremely common. The relevance of dusty plasmas in this context will be addressed in the subsequent discussion. Moreover, the high pressure on the gaseous channel, exothermic nature of coalescence, dynamic expansion, and active quenching of the plume suggest that the environment is non-LTE and non-isothermal. More accurate evaluation of the gas/ion temperatures could be established through evaluation of the molecular rotation/vibration temperatures, though this extends beyond the scope of this body of work.
Table 3.1. Fe (I) emission peaks used for construction of Saha-Boltzmann plots.

<table>
<thead>
<tr>
<th>Wavelength [nm]</th>
<th>E_j [eV]</th>
<th>E_i [eV]</th>
<th>g_j</th>
<th>A_ij [10^8 s^{-1}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>370.5</td>
<td>3.4</td>
<td>0.052</td>
<td>7</td>
<td>0.0322</td>
</tr>
<tr>
<td>373.2</td>
<td>5.52</td>
<td>2.200</td>
<td>5</td>
<td>0.2800</td>
</tr>
<tr>
<td>385.6</td>
<td>3.27</td>
<td>0.051</td>
<td>5</td>
<td>0.0464</td>
</tr>
<tr>
<td>386.5</td>
<td>4.22</td>
<td>1.010</td>
<td>3</td>
<td>0.1550</td>
</tr>
<tr>
<td>390.2</td>
<td>4.73</td>
<td>1.560</td>
<td>7</td>
<td>0.2140</td>
</tr>
</tbody>
</table>

Emission peaks can be masked or overwhelmed by background radiation from discharges in liquids, making accurate line-ratio measurements impractical [30–34]. Instead, Planck’s equation for blackbody radiation can be used to fit the background spectrum and estimate the temperature of the plasma hot zone [30,32,33]. Planck’s equation of blackbody radiation is given in Equation (5):

$$B_\lambda(\lambda, T) = \frac{2hc^2}{\lambda^5} \frac{1}{\exp\left(\frac{hc}{\lambda kT}\right) - 1}$$

where $B_\lambda(\lambda, T)$ is the intensity of blackbody radiation, $h$ is Planck’s constant, $c$ is the speed of light, $\lambda$ is the wavelength of emission, $k$ is the Boltzmann constant, and $T$ is temperature.

3.3 Results and Discussion
3.3.1 Shock Wave Analysis Results

Initial survey imaging found that liquid nitrogen discharges had significantly more intense emission than ethanol discharges. This was observed as overexposure or “whiting out” of the image for a longer duration and masking any visible traits. To compensate for the increased optical emission, a 513±10nm bandpass filter was used to observe the shock front propagations in liquid nitrogen. The results of imaging for radial shock wave tracking in ethanol and liquid nitrogen are
shown in Figure 3.4 and 3.5, respectively. Imaging was done at 1000000 frames per second (fps) with an exposure of 500ns. Additional images were taken between 15μs and 150μs using a 6% and 25% neutral density transmittance filter (not shown here) to visualize the shock wave propagation and track early stages of radial progression. The black area in the center of the discharge is a region of oversaturated pixels, likely due to emission from the high-temperature plasma. The outer edge of the initial shock clearly carries away a rim of larger particles that move with its expansion into the surrounding dielectric. Larger particles are then continually ejected from the superheated region after the initial shock. Post-shock wave particle ejections are readily observable between 150-230μs in the 100μF ethanol spark. The formation of these larger particles is not of interest for this study, and future work will address the mechanisms relevant to their synthesis and size. The gaseous plume created around the plasma arc is the near-spherical region of high emission intensity inside the edge of the expanding shock front. The plume expands with shock wave growth and is often observed to be slightly smaller in radial size than the shock front. Eventually, the plume loses its spherical shape as the initial explosive energy is absorbed by the surrounding liquid.

Results of radial shock propagation at varying capacitance are featured in Figure 3.6. The spherical shock propagated faster and further in liquid nitrogen than its counterpart in ethanol for any given capacitance level. Similarly, increasing capacitance increased the speed of the shock front for both liquids. The experimental data were fitted using the Taylor-Sedov expansion model described in Equations (1) and (2). The TS model appropriately fit the experimental data for the early and intermediate-stage shock expansion, though, the later stages in liquid nitrogen are marginally lower than the extrapolated fit. This deviation may be due to drag effects that are more accurately described using viscous force models. The variation is not significant enough to warrant reevaluation using a different model.
The TS shock expansion fit was used to extrapolate shock front pressures using Equation (3). The calculated boundary pressures are shown in Figure 3.7. The initial (maximum) shock front pressures for ethanol were 47MPa, 55MPa, 82MPa, and 99MPa for 60μF, 80μF, 100μF, and 120μF; respectively. The initial (maximum) shock front pressures for liquid nitrogen were 60MPa, 77MPa, 92MPa, and 109MPa for 60μF, 80μF, 100μF, and 120μF; respectively. The rapid decline of boundary pressure is reflective of the slowing of the shock front as the discharge energy is dissipated in the surrounding medium – quantitatively represented by a decrease in the slope of the TS expansion curve with time. The initial shock pressure increased with increasing capacitance for both dielectrics, which can be understood as higher energy discharges correlating to more powerful point-source explosions. It is also possible that increasing the amount of energy released in the discharge leads to higher-temperature plasma streamers, which causes more rapid expansion of the plume.
Figure 3.4. Imaging of discharges in ethanol at varied capacitance. Taken at 1000000fps and 500ns exposure.
Figure 3.5. Imaging of discharges in liquid nitrogen at varied capacitance. Taken at 1000000fps and 500ns exposure.
Figure 3.6. Radial shock wave propagation from discharges in (a) ethanol and (b) liquid nitrogen. Experimental data was fit with the Taylor-Sedov expansion model.

Figure 3.7. Calculated results of the Rankine-Hugoniot shock front boundary pressure in (a) ethanol and (b) liquid nitrogen.
3.3.2 Spectroscopy-Temperature Analysis Results

Typical results of emission spectroscopy for discharges in ethanol and liquid nitrogen are shown in Figure 3.8. Since the spectroscopy integration time (10ms) is significantly longer than the discharge event (~60-300μs) it can be assumed that these profiles are an average of the early, intermediate, and late-stage arc along with any stray radiation that reached the detector. Though plasma characteristics such as species emission intensity and electron temperature significantly evolve throughout a discharge, the spectroscopy technique available did not have the temporal resolution to resolve the progression.

Figure 3.8. Typical results of optical emission spectroscopy of discharges in (a) ethanol and (b) liquid nitrogen. Spectroscopy taken with a 10ms integration time. Capacitance was 100μF for these spectra.

The distinguishable Fe (I) lines listed in Table 3.1 were used to construct the Saha-Boltzmann plots shown in Figure 3.9. The inverse-slope relationship was used to extract species temperatures of 10030K, 11500K, 12100K, and 13000K for 60μF, 80μF, 100μF, and 120μF, respectively.
Overlapping or crowded peaks from various radiative species introduced during the decomposition of ethanol complicated deconvolution of the ethanol emission spectrum. Ethanol can decompose by Equation (6) or (7) [35]:

\[
\text{C}_2\text{H}_5\text{OH} \rightarrow \text{CO} + \frac{5}{2}\text{H}_2 + \frac{1}{2}\text{C}_2\text{H}_2 \\
\text{C}_2\text{H}_5\text{OH} \rightarrow \text{CO} + 3\text{H}_2 + \text{C}
\]

Further dissociation and recombination ultimately produces a mixture of CO, OH, H₂, O₂⁺, CH, C₂, and other assorted ionized byproducts. In a high-temperature environment, these byproducts undergo molecular or atomic transitions from a high energy state to a low energy state and produce radiation that comprises unique emission spectra. Reyes et al. [35] characterized the ethanol plasma glow optical emission spectra and categorized distinguishable peaks with their corresponding origin. The highest intensity emitting species were CO, C₂, and most prominently, H. The high intensity of the hydrogen emission is reasonable considering the significant concentration of H₂ that decomposes at increased temperatures. The four wavelengths of hydrogen
emission in the visible light spectrum correspond to the Balmer series - a group of well-studied spectral lines often used to quantitatively extract species conditions, such as temperature and electron density. The Balmer series consists of H\textsubscript{α} (656.3nm), H\textsubscript{β} (486.1nm), H\textsubscript{γ} (434.0nm), and H\textsubscript{δ} (410.2nm) [36–38]. The observed neutral CO emission originated from transitions within the Angstrom System (B\textsuperscript{1}\Sigma - A\textsuperscript{1}\Pi) at 451.09nm, 483.53nm, 519.82nm, 561.02nm, 607.99nm, and 662.03nm. The observed C\textsubscript{2} emission originated from transitions in the vibrational energy state of the C-C molecule. As opposed to initiating from electronic transitions within the molecule, as with the Balmer emission spectra, molecular transitions from a high energy vibrational state to a low energy state facilitates the emission of a characteristic radiation spectra. Reyes et al. recorded bands within the Swam system (A\textsuperscript{3}\Pi\textsubscript{g} - X\textsuperscript{3}\Pi\textsubscript{u}) at 449.41nm and 516.52nm [35].

In this study, prominent emission peaks from the CO species in the Angstrom System (B\textsuperscript{1}\Sigma - A\textsuperscript{1}\Pi) were identified near 519.82nm, 561.02nm, and 607.99nm. A weak band of the C\textsubscript{2} Swam system (A\textsuperscript{3}\Pi\textsubscript{g} - X\textsuperscript{3}\Pi\textsubscript{u}) is detectable near 449.41nm and the higher wavelength 516.52nm transition, previously found as an emitting species by Reyes et al. [35] is indiscernible. The H\textsubscript{α} emission peak is prominent near 656nm but H\textsubscript{γ} (434.0nm) and H\textsubscript{β} (486.1nm) are overwhelmed by background radiation. Due to limited visibility of the characteristic Balmer excitation states, Planck’s equation of Blackbody radiation was applied to estimate the temperature of the plasma hot zone. The average calculated plasma temperatures were 5300K, 5500K, 5700K, and 6500K for 60\textmu F, 80\textmu F, 100\textmu F, and 120\textmu F, respectively. Both the liquid nitrogen and ethanol discharge temperature results are on the same magnitude of previous studies on spark discharge mechanics [20,21,33,39].

The mathematically determined temperatures from both the liquid nitrogen and ethanol discharges at varying capacitance levels are plotted in Figure 3.10. Plasma temperatures increased
as the capacitance increased for both liquids. Though the discharge temperatures in ethanol are consistently lower than those in liquid nitrogen, it is unclear whether this is due to variance in the calculation method or from the physical characteristics in the spark. In the following discussion, both possibilities are addressed.

Figure 3.10. Results of temperature approximations for ethanol and liquid nitrogen discharges at varied capacitance levels. The Saha-Boltzmann plot method was used for liquid nitrogen and Planck’s blackbody approximation was used for ethanol.
3.3.3 Visualization of Plume

High-speed imaging was also done at 100000fps and 500ns exposure using a 25% neutral density transmission filter to examine differences in plume duration. The results are shown in Figure 3.11 for ethanol and Figure 3.12 for liquid nitrogen. Note that different timestamps were used for either dielectric due to contrasting rates of decay. The plume originating from the liquid nitrogen discharge sustains emission for significantly longer than the ethanol discharges at all capacitance levels – suggesting that the high-temperature gaseous nanoparticle-forming region is retained for longer. At any given capacitance, the concentrated vapor region in liquid nitrogen was observed to be sustained for an additional 60-120μs. Plume duration was also observed to increase ~20-30μs per 20μF increase for both dielectrics. This was confirmed by observation of dozens of sparks with all combinations of capacitance and dielectric.

While it is tempting to quantify the plume size, we believe doing so with these experimental conditions would be non-representative of any true physical phenomena. At any given point in time, the temperature, and therefore emission intensity, generally decreases with increasing plume radius. Plume vapor density is also radially non-homogenous. Thus, the furthest radial distance of detectable emissivity may be heavily influenced by the imposed emission intensity threshold. This is further complicated by two non-similar dielectrics that may differ in the degree of variation in emission with respect to temperature. Setting an arbitrary optical emission threshold may lead to different results even if the same physical process is occurring within the liquid systems. A more accurate description of the plume radius could be achieved through spatially resolved high-resolution spectroscopy, which could readily discern variation due to complex temperature profiles.
Figure 3.11. Imaging of ethanol discharges at varied capacitance levels. Images taken at 1000000fps and 500ns exposure with a 25% neutral density transmission filter.
Figure 3.12. Imaging of liquid nitrogen discharges at varied capacitance levels. Images taken at 1000000fps and 500ns exposure with a 25% neutral density transmission filter.


3.3.3 Discussion of Variation in Measured Temperature

During a spark discharge, 15-25% of the initial energy is used to create the surrounding vapor plume and the initial shock wave. The remaining 75-85% is thermal energy that liquefies and vaporizes the electrode material. The specific heat capacity of liquid nitrogen and ethanol differ only slightly (cp,Nitrogen(L)=2.0 KJ/kg-K, cp,Ethanol=2.3 KJ/kg-K), though ethanol has a significantly higher latent heat of vaporization than liquid nitrogen (ΔHv,Nitrogen=199 KJ/kg, ΔHv,Ethanol=841 KJ/kg). Since H₂ gas is the predominant species released during ethanol decomposition, we will assume that that the H₂ gas dominates the thermal response of the ethanol plume. This assumption is also supported by the prominence of the H₂ emission peak observed during spectroscopy. An estimation of the energy required to vaporize and heat the plumes can be calculated using the temperature dependent specific heat capacities of N₂ and H₂ gas along with the initial operating and boiling temperature of liquid nitrogen and ethanol (T_{operate,Nitrogen(L)}=70K, T_{B,Nitrogen}=77K, T_{operate,Ethanol}=295K, T_{B,Ethanol}=351K). More than 12 times the energy is required to vaporize and heat a 0.5mm radius spherical volume to 5500K in ethanol than liquid nitrogen. Given that we must also consider that ethanol was observed to have a smaller plume radius than liquid nitrogen at the same capacitance, vaporizing and heating a 0.35mm radius spherical volume of ethanol still requires approximately 9 times more energy than the aforementioned volume of liquid nitrogen. While this estimation is not representative of the complex thermal evolution accompanying the discharge, it illustrates that ethanol likely consumes a much higher portion of the initial energy to form the plume than liquid nitrogen. This presumption is supported by the observation of smaller plumes in ethanol discharges and consecutively larger plumes for discharges of increased capacitance. Thus, the remaining initial energy for liquefying and vaporizing the electrode surfaces will be significantly less in an ethanol discharge than a liquid nitrogen discharge of equal capacitance.
The difference in initial energy consumed during vapor plume formation may partially account for the difference in measured plasma hot-zone temperature. Considering the same 0.5mm and 0.35mm plume dimensions used in the previous estimations, roughly 65% of the difference in energy consumption can be explained by assuming the nitrogen plume reaches 12000K and the ethanol plume reaches 5500K. While the extent of increased plasma temperatures in liquid nitrogen discharges cannot be quantitatively confirmed by this study, the experimental findings strongly suggest that the liquid nitrogen discharges achieved higher temperatures than those in ethanol for the same capacitance. Future work is suggested with a dielectric fluid that is more conducive to Saha-Boltzmann temperature measurement. The influence of the dielectric fluid on the hot-zone temperature may prove to be a powerful means of controlling the extent and intensity of surface vaporization.

3.3.5 Discussion of Discharge Parameters on Nanoparticle Formation

Nanoparticle formation during spark erosion begins in the supersaturated metal vapor plume [18,40]. Groups of atoms, or clusters, form spherical particles within the plume. Many of these smaller clusters are unstable because the energy required to create its surface is greater than the energy released by forming its volume – ultimately leading to the dissolution of the particle back into the gas state. If a particle’s size is large enough that the volume energy released is greater than the surface energy cost, then the particle has surpassed the critical radius of nucleation and can become stable. Once stable, particles initially grow by diffusion and relieve the supersaturation of the gas. The early stages of nucleation and condensation primarily introduce small (<20nm) monodisperse particles into the system – and do not account for the larger (>50nm) particles [17,19,41]. Late-stage mechanisms (coagulation, coalescence, etc.) are responsible for
the increasing and spreading particle size. Nevertheless, a discussion of nucleation and condensation is necessary to understand the complete evolution of vapor-to-nanoparticle.

Itina et al. [18] developed a model for supersaturation and critical radii in a uniform density vapor plume. Itina’s theoretical discussion of spark erosion particle formation accounted for the geometrically spherical and dynamic vapor environment created as a product of the submerged plasma discharge. Simulation of discharges under different spark energies demonstrated that increasing the initial energy increased the critical radii of nuclei. For every additional 100mJ, there was an approximate 1nm increase in the critical radius of stable nuclei. This was decidedly due to the strong dependence of the expansion conditions on the supersaturation degree. Raising the initial energy increased the erosion temperature, which understandably led to an increase in the amount of evaporated material in the plume and the cohesive energy threshold of formation. Additionally, since supersaturation was shown to be strongly dependent on the ratio of the plume size to its initial radius, as the plume rapidly expanded the degree of supersaturation coincidently increased and lowered the critical radius from 3nm to approach a lower limit of 2.5nm within 4μs of the discharge.

Luk’yanchuk et al. [41] performed a similar investigation of nuclei production in a supersaturated vapor using modified Zeldovich-Raizer theory to consider a more general inhomogeneous plume. Condensation in this model is driven by a saturation wave that propagates radially with the expansion of the plume. Condensation stops when the plume reaches a free-flight regime, also described as a disparate quenching wave moving radially through the system. The combined movement of the condensation and quenching waves describe varying nucleation time and conditions within the plume. It is shown that the number of clusters and size strongly depend on the velocity of the vapor expansion, which depends on the energy of the discharge, evaporated
mass, and the initial size of the vapor. Luk’yanchuk et al. [41] demonstrates that by increasing initial energies, and therefore temperatures, at a fixed specific volume one would expect a decrease in cluster size. However, it is also shown that increasing the initial plume density at a fixed temperature increases cluster size. Luk’yanchuk et al. [41] notes that since an increase in the initial energy should also evaporate more surface energy and increase plume density – any significant variation in expected cluster size is negated. This example highlights the fact that physical interdependencies (temperature, density, velocity, pressure, etc.) within the plume are exceedingly complex and still not completely understood. This point is conceded by Luk’yanchuk et al. [41], who also emphasizes that further work is needed to solve the complete plume vapor condensation problem [41].

A recent investigation of metal vapor condensation by Kozadaev [19] addressed several of the shortcomings in the original Luk’yanchuk et al. [41] theory. The Taylor-Sedov expansion model is used to describe radial plume development due to its agreement with experimental data, whereas Luk’yanchuk’s model significantly overestimates the radial expansion. Terms were also added to correct for boundary temperature, pressure, and density. Kozadaev [19] constructed a similar expression for the size of supercritical nuclei dependent on the degree of supersaturation, liquid phase density, the heat of vaporization, and atomic mass of the target material. Ultimately, the average cluster size was 2-4nm for simulation under standard experimental conditions and only varied with respect to the target material. However, to extend the model to explain experimental findings of high concentrations of >50nm particles Kozadaev [19] affirmed that it was no longer possible to attribute final particle size-effects to nuclei droplet growth, and nucleation mechanics were even neglected as insignificant in comparison to coalescence effects.
The gas-to-particle nucleation and condensation processes increase the particle mass concentration in the plume but have limited influence on the modification of the particle size distribution. Coalescence, the joining of two or more droplets, has a much more pronounced effect on the modal size distribution [17,19,40,42–46]. In the case of spark erosion, the collision of newly formed spherical clusters encourages rapid particle growth within the gaseous plume. Unlike condensation and nucleation, coalescence does not increase particle mass concentration in the system, but instead decreases the particle number concentration. The reduction in surface area that accompanies the coalescence process coincides with a decrease in Gibbs free energy and an increase in particle temperature. The reduction of free energy in coalescence may assist in complete coalescence and retention of the spherical form - as opposed to partial coalescence resulting in interparticle neck formation [44,45].

It is generally accepted that particle concentration, temperature, and coalescence time are several of the most influential factors for coalescence. Since coalescence requires random collisions between suspended particles, the quantity of particles available in the system understandably has a considerable influence. Smoluchowski coagulation theory is a form of statistical physics used to quantitatively described particle population balance with respect to clumping and coagulation growth over time – and has been successfully applied to similar scenarios of discharge particle formation [17,40,42,43]. According to Smoluchowski’s theory, the rate of coalescence is proportional to the square of their number concentration [43]. Temperature is one of the most important factors of coalescence because of its dual effect on particle mobility and threshold particle temperature. A particle’s mobility determines its probability of collision, or in other words, its average time between particle collisions [45]. Once the average time between collisions is longer than the time to cool the particle below the threshold coalescence temperature
the coalescence process ends. Increased temperature therefore promotes coalescence by increasing particle mobility and transport in the system - quantitatively represented in Stokes-Einstein’s expression of collisional frequency that scales proportionally with temperature ($\Omega \propto T$) [17]. Threshold temperature, in this context, is the minimum sufficiency particle temperature to completely fuse two particles into a single spherical particle [43,44]. Below the threshold temperature, particles will incompletely fuse or stick together in globules. For applications of nanoparticle fabrication, these non-specific globules are typically undesirable because size-dependent qualities may vary drastically in comparison to spherical particles of the same size.

Coalescence time is the total duration that particles retain the appropriate threshold temperature and collisional frequency to continue fusion and growth. Thus, coalescence time is primarily a function of cooling time, particle temperature, and number concentration – each of them required at a threshold level for further particle growth. Studies carefully considering reaction conditions have shown that longer coalescence times increase the particle size-average and variance, while still retaining the typical log-normal distribution [43–45]. However, it should be emphasized that these variables are also interconnected, and incremental increases or decreases may have incidental effects. This entanglement was demonstrated by Tabrizi et al.[45] while conducting a study on particle formation under various spark discharge and background gas conditions. When increasing the background gas pressure, a higher breakdown voltage is reached, and therefore a higher temperature discharge is achieved. According to the basic coalescence description previously provided, this should lead to the production of larger particles. Instead, the increased cooling associated with the higher pressures more than compensated for the increased temperature spark and lead to smaller particles.
Spark discharge particle coalescence time is typically limited by cooling of particles through heat exchange with the heated background gas [17]. This has been confirmed by previous electron microscopy observation of large agglomerates of small solid primary particles, indicating that particles continue to collide after solidification [8,17]. Thus, the solidification of coalesced masses is dictated by the rate of heat transfer between the superheated gas and the particles. The thermal conductivity of gaseous N$_2$ is considerably lower than that of H$_2$ (k$_{\text{Nitrogen}}$=32.3 mW/m-K, k$_{\text{Hydrogen}}$=230.4 mW/m-K @ T=400K), suggesting that given equal initial temperatures the ethanol plume would cool the particles at a much faster rate than the nitrogen plume. A slower rate of cooling in the nitrogen plume could explain the difference in measured particle sizes – due to increased coalescence particle growth from increased coalescence times.

Significantly longer (+60μs) plume duration in liquid nitrogen than ethanol may also partially resolve the difference in the measured particle sizes between dielectrics. The increase in plume duration can be qualitatively correlated to an increase in coalescence time, and therefore, an increase in particle size. While observation of the plume itself cannot be correlated to a specific threshold temperature, we can assume that existence of the plume corresponds to endurance of a high-temperature gaseous region that could mediate coalescence. This assumption is also supported by the previous discussion on the possible difference in energy allocation in ethanol and liquid nitrogen discharges. Since considerably more energy may be required to create and sustain the ethanol plume, a lower hot-zone temperature is achieved, and the plume is more rapidly quenched. Conversely, discharges in liquid nitrogen can achieve a much higher temperature when provided the same initial energy, effectively lengthening the plume survival period and coalescence time, and increasing the particle size.
The relation of capacitance on the final particle size is believed to be the result of increased initial energy vaporizing more surface material and leading to higher hot-zone temperatures. Higher concentrations of metal within the plume increases the collision rate, and in turn, furthers the degree of coalescence and particle size. Increases in plume temperature enable the coagulating particles to retain the threshold temperature for longer. Here, increasing capacitance by an additional 20μF lead to a ~20μs increase in plume duration and, therefore, an increase in coalescence time. The concluding relation of capacitance and particle size also agrees with previous findings in gaseous spark discharge synthesis studies [44,45].

Since we are considering particles smaller than 100nm, it is also essential to discuss melting point depression effects [17]. The average cohesive energy of a particle decreases as the ratio of surface area to volume increases. This is due to surface atoms having a reduced number of stabilizing cohesive bonds. When the surface atoms become a larger fraction of the cluster, the effect becomes more pronounced, enabling small particle melting well below the bulk melting temperature. Small particles remain in the liquid state for longer and are therefore available for coalescence for a lengthened duration [17]. Melting point depression is believed to affect both liquid nitrogen and ethanol discharges equivalently and, as a result, would uniformly inflate modal size and deviation.

A more recently proposed form of coalescence is described in Kozadaev [19]. As the plume expands into the medium, the leading edge quickly reaches a point of ‘deceleration’ when its propagation is resisted. Since clusters move outward with the expansion of the vapor, the inner nuclei ‘dash’ or collide against the peripheral clusters as they slow. Colliding particles coalesce to form larger particles that are in turn solidified by the same means previously discussed. The model used by Kozadaev [19] describes coalescence growth dynamics as a function of the difference of
pressures inside and outside the plume. The proposed model had good correspondence with experimental data for a range of materials (Pb, Zn, Ni, Cu, Ag, Au, Pt) [19]. However, there is limited understanding of the combined empirical effects of collision-frequency coalescence and propagation front-braking coalescence. Differentiation between particles formed through braking collisions and particles formed through frequency collisions may be near impossible, so the exact interplay of these processes is not yet understood. There is also the possibility that one of the processes dominates the other in terms of mass concentration, rendering the other’s effects insignificant. For this study, the influence of braking-collision coalescence will be ignored because the phenomena is not as well understood as Smoluchowski coalescence. Further work is required to discriminate between these mechanisms.

Suspended particles can also significantly affect fundamental plasma behavior. Investigation of so called, “dusty” plasmas has grown to be an exciting subset of plasma physics due complex and unexpected phenomena that occur when small micron-sized, or smaller, charged particles are present [26–29,47]. Initial interest in dusty plasmas originated from studying cosmic environments and planetary/dust rings, however, modern applications of processing plasmas in the semiconductor industry also have a heightened interest in understanding how particulates modify interspecies plasma interactions [26,29]. Charged nanoparticles are also observed as byproducts of arc-driven particle fabrication methods as demonstrated by Anders et al. [48,49] and Tabrizi et al. [45]. Massive particles tend to tend to acquire a negative charge of several hundred to several thousand electron charges through collision with more rapidly moving electrons. Additional charging is possible through collisions with ions, photoelectron emission, secondary electron emission, and thermionic emission [26,29]. The interaction of these charged particles can have complex, and sometimes unforeseen, consequences on the evolution and equilibrium state of the
plasma. If the attractive strength of the charge is comparable, or larger, than the kinetic energy of the individual particles then inter-particle interaction can lead to the formation of self-organized coulomb lattices [26,27,47]. Additionally, if two dust particles carry the same charge they can repel each other and reduce the cross-sectional area of collision [27]. The culmination of these interactions leads exceedingly complex collective particle systems in which multiparticle interaction potentials and shielding are often non-linear [26]. For the application of spark discharge particle formation, non-homogenous particle sizes further obfuscates the mechanics because the initial particle size influences the collisional cross section, which partially determines the total amount of electron charge accumulated per particle. The dynamic expansion of the plume is also a concern because its influence on interparticle separation. The coulomb coupling parameter is proportional to \( \Gamma \propto Q^2/dT_d \) where \( Q \) is the number of charges on the dust surface, \( d \) is the interparticle separation, and \( T_d \) is the dust temperature [26]. When \( \Gamma \leq 1 \) dust particles can be considered weakly coupled, however, when \( \Gamma \gg 1 \) the charged particles strongly interact and can form coulomb lattices. It is possible that coulomb self-assembly may play a role in nanoparticle growth, though there is still a limited understanding in the relationship between these attractive forces and the discharge mechanisms. Modification of interparticle attraction potentials could readily affect collision frequency and coalescence. However, there is no trivial solution - extensive knowledge of plasma physics, statistical mechanics, solid state physics, and condensed matter physics is need to fully encapsulate the collective effects of the charged-particle plasmas. Active efforts continue to search for solutions to unresolved issues in dusty plasma physics, and as such, our understanding of spark erosion will similarly mature as researchers fill in the gaps.
3.4 Conclusion

This study investigated the dynamics of submerged Fe capacitive discharge using high-speed imaging and optical emission spectroscopy. High-speed imaging revealed that liquid nitrogen dielectric produced a larger plume that existed for 60-120μs longer than those in ethanol. The shock wave in liquid nitrogen evolved at a faster rate than in ethanol, which was correlated to a higher boundary pressure. Higher capacitance levels increased the rate and duration of the shock front. Optical emission spectroscopy illustrated that increasing capacitance increased the plume temperature. Direct comparison of liquid nitrogen and ethanol plume temperatures was inconclusive – though it is likely that ethanol plume temperatures are reduced due to significant energetic consumption during plume generation. Coalescence of nucleated clusters was decidedly the most important mechanism for increasing the modal particle size and variance. Increased plume temperature, vapor density, and duration with increasing capacitance can be appropriately correlated to a higher degree of coalescence in both liquid nitrogen and ethanol. The significant increase in plume duration (and possibly temperature) during liquid nitrogen discharges suggests a higher degree of coalescence that would also explain the noticeable increases in particle size and deviation when compared to ethanol discharges of equal capacitance.
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