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Abstract

This paper addresses the nature of visual representations associated with complex structured objects, and the role of these representations in perceptual organization. We use a novel experimental paradigm to probe subjects’ intuitions about parsing a scene consisting of overlapping two-dimensional objects. The objects are generated from an abstract 2-dimensional image grammar, which specifies the set of possible configurations of object parts. We show that participants’ performance on the task depends on prior experience with the object class, and is based on structural cues. This indicates that structural representations exerted a top-down influence on parsing. To address the question of representation type, we used a computational model of object matching in conjunction with various probabilistic representational models. Our simulations indicate that grammar-based representations derived from the original grammars are superior to more restrictive exemplar-based representations in explaining human performance on this task, as well as to more inclusive, over-generalizing grammar-based representations.
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Introduction

Conscious visual perception is strikingly removed from the patterns of light which stimulate our eyes, or even the low-level visual features active in primary visual cortex. Rather than experiencing the world as a collection of edges, bars or patches of color, we perceive scenes, hierarchically composed of objects, and parts. Compositionality is one of the defining characteristics of visual representations, a fact evidenced by our ability to predict the location of an occluded part, identify an object despite change of relative part position, or imagine a novel object as a combination of existing object parts. The nature of these compositional representations raises a series of questions regarding their origin and limitations.

A cursory examination of just a few common visual object categories reveals various degrees of structural complexity. On one end of the spectrum, we find simple categories, such as ball, or plank, which have a degenerate compositional structure, consisting of a single part. In a probabilistic framework, individual objects within these categories may well be thought of as samples from a probability distribution over a feature space of homogeneous, smoothly varying characteristics such as size, shape, color. The probability distribution over the feature space forms the representation of the category. The middle of the spectrum is occupied by those object categories which are typically the target of computer vision algorithms and applications, such as faces, cars, bicycles or tools. These objects exhibit compositional structure. The building blocks are relatively autonomous parts which enter into specific spatial relationships with each other and form equivalence classes. The representation of individual parts is analogous the representation of simple objects. However, the representation of the objects as a whole requires an additional specification of part-part, or part-whole spatial relationships, which also yields itself to a probabilistic interpretation. We will refer to these representations as part-based.

Finally, on the rarely examined far end of the spectrum we may discover a variety of objects whose compositional structure cannot be satisfactorily captured by part-to-part relationships, probabilistic or otherwise. Categories of this type include houses, churches, circuit boards, molecules, and various life-forms, most notably trees, as well as many plants and sea creatures. Unlike mid-spectrum categories, these objects have a variable number of subparts, and their parts may be hierarchically composed of other subparts of unbounded depth, which complicates the specification of template-like part-part and part-whole relationships. Elsewhere, we have argued that such object classes are best represented as the extension sets of grammar-based generative models (Savova & Tenenbaum, 2008).

If we assume that the visual properties of these categories are faithfully represented, a more powerful representational system, grammar-based or grammar-equivalent, would be required. However, the mere existence of structural complexity in the distal stimulus does not provide direct evidence for representational complexity in the visual system. It is possible that the representation of these objects is impoverished as compared to their actual structural characteristics. Alternatively, complex structured objects may be the exception, rather than the rule, and we might be limited in our ability to acquire novel categories of this type naturally or effortlessly. In so far as full structural representations do exist, they might be of a post-visual, purely conceptual nature, and not indicative of the representations engaged during normal visual processing. For example, representing the full spatial structure of houses is not required for recognition or detection. Under normal circumstances, a few diagnostic features might do. Therefore, it is essential to explore the nature of visual representations in the context of a visual task which directly engages the entire object representation.

The idea that objects and scenes are represented in terms of structural descriptions involving parts and spatial relations is not new (Marr & Nishihara, 1978) (Palmer, 1999), and neither is the idea that the formation of this representation is guided by the statistical properties of the input. Structural models are a classic idea in the field of cognitive psychology. For example, the recognition-by-components theory sought to describe objects as 3D simple shapes composed with bi-
neries and more powerful, grammar-based representations may allow us to distinguish between exemplar-based and controlled parsing tasks with novel complex structured objects. Thus, scene parsing seems to tap evidence that our prior experience with houses informs the visual analysis of this image. Consider the town view in Figure 1. Local segmentation decisions are informed by knowledge of object structure (Photograph by Markus Wiedemeier). Right: same photo upside-down.

**Investigating complex structured objects in a parsing task**

**Models of representation**

To investigate the nature of representations, we defined a set of generative models of increasing generality. We used a parsing task to test subjects’ structural inference on stimuli generated from a grammar-based model, and assessed which of the models provides the best explanation for subject performance by matching samples from each model to the regions segmented by the subject.

The exemplar model is a trivial generative model which enumerates a set of objects. This model does not provide for explicit generalization, but generalization may be achieved indirectly in the matching procedure. The part model is a step above the exemplar model. It generates objects from a set of templates which provide part-part relationships by varying the size of parts independently. The grammar model uses a set of rules to recursively generate objects from parts. Unlike the part model, the grammar model is in principle capable of generating hierarchical object representations of differing or unbounded depth. Finally, the supergrammar model allows all configurations allowed by individual realizations of the grammar model.

In some sense, all of these models lie on a continuum. The exemplar model can be thought of as a degenerate part model, since it permits no independent variation among parts. The part model may be viewed as an impoverished grammar-based model, since a template is equivalent to a grammar which allows for only a finite set of fixed-depth derivations and associated hierarchical descriptions. The supergrammar model, on the other hand, is a generalization of the grammar model. Thus, each of the models generates a superset of the objects generated from preceding models.

A set of thirty grammars was randomly sampled from a metagrammar, which generated grammars by picking how many rules of each type (obligatory, optional or recursive) should be attached to each non-terminal, and the direction of expansion for each rule (up, down, left or right) from a uniform distribution. A typical grammar is shown in Table 1.

<table>
<thead>
<tr>
<th>Figure 1: Segmentation decisions are informed by knowledge of object structure (Photograph by Markus Wiedemeier). Right: same photo upside-down.</th>
<th>Models of representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigating complex structured objects in a parsing task</td>
<td>To investigate the nature of representations, we defined a set of generative models of increasing generality. We used a parsing task to test subjects’ structural inference on stimuli generated from a grammar-based model, and assessed which of the models provides the best explanation for subject performance by matching samples from each model to the regions segmented by the subject.</td>
</tr>
<tr>
<td>The exemplar model is a trivial generative model which enumerates a set of objects. This model does not provide for explicit generalization, but generalization may be achieved indirectly in the matching procedure. The part model is a step above the exemplar model. It generates objects from a set of templates which provide part-part relationships by varying the size of parts independently. The grammar model uses a set of rules to recursively generate objects from parts. Unlike the part model, the grammar model is in principle capable of generating hierarchical object representations of differing or unbounded depth. Finally, the supergrammar model allows all configurations allowed by individual realizations of the grammar model.</td>
<td></td>
</tr>
<tr>
<td>In some sense, all of these models lie on a continuum. The exemplar model can be thought of as a degenerate part model, since it permits no independent variation among parts. The part model may be viewed as an impoverished grammar-based model, since a template is equivalent to a grammar which allows for only a finite set of fixed-depth derivations and associated hierarchical descriptions. The supergrammar model, on the other hand, is a generalization of the grammar model. Thus, each of the models generates a superset of the objects generated from preceding models.</td>
<td></td>
</tr>
<tr>
<td>A set of thirty grammars was randomly sampled from a metagrammar, which generated grammars by picking how many rules of each type (obligatory, optional or recursive) should be attached to each non-terminal, and the direction of expansion for each rule (up, down, left or right) from a uniform distribution. A typical grammar is shown in Table 1.</td>
<td></td>
</tr>
<tr>
<td>The grammar model was used to generate visual objects in two steps. Each object was generated by a) generating a parse tree and b) varying the size of the vocabulary parts in-</td>
<td>Models of representation</td>
</tr>
</tbody>
</table>
with the tablet before starting the experiment. In a demo session, they were shown a cutout of a ballet scene with dancers partially occluding each other. They were shown the correct outline for each object. In a practice session, they were given three practice trials with practice stimuli drawn from simpler grammars which were not part of the stimuli in the experiment. In the test session, they were asked to complete fifteen trials, one per grammar. To ensure that participants treated the scenes as compositions of homogeneous objects, the objects were assigned a different nonce-word category name in the instruction preceding each trial.

For nine of the twelve subjects, each trial consisted of a study phase, which presented the subject with either a subset, or the full set of the examples generated from the grammar for this trial. Three, six, or twelve examples were used, depending on the group the subject was in. There were a total of three groups, ensuring that each display was presented with a different number of examples at least three times. After viewing the examples, the subject pressed a key to move to the parsing phase. Upon completion of a contour, they were given a chance to delete or accept it. Once a contour was accepted, it could no longer be deleted. The subject was free to move to the next trial whenever they considered the current parsing complete. Three additional participants were assigned to a fourth group, for which the same stimuli were presented without the study phase. These subjects were simply asked to outline the individual objects in each screen to the best of their abilities, without any additional information about the objects.²

**Data analysis**

The data was analysed against ground truth using the standard precision-recall analysis. First precision and recall were calculated for each object-contour pair. Precision was defined as

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

where TP is the number of non-black pixels inside the contour which belong to the object, and FP is the number of pixels inside the contour that do not. Recall was defined as

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

where FN is the number of non-black pixels outside the contour which belong to the object.

The harmonic mean of the two measures (the F-measure),

\[
F = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

was then calculated for each pair, and contours were assigned to objects in a way that maximizes the F-measure for each object-contour assignment.

---

¹This parameters were chosen to ensure that recursive and obligatory rules were applied a substantial number of times while keeping the probability of generating very large or infinite objects low. Any such objects were filtered out.

²It was not possible to alternate between study phase trials and test-phase-only trials within subjects, for fear of introducing cross-trial transfer-learning effects.
If the subject draws fewer contours than there are objects we can pretend the subject has drawn as many contours as there are objects but the contours do not contain any of the pixels of the objects, hence the F-score is always zero for these contours (Figure 2). Conversely, if the subject has drawn more contours more contours than there are objects we can say that the subject tried to circle an object that is not in the scene and therefore the F-score for this object is always zero.

Figure 2: Actual subject parses. Panel A first and third row: examples from a grammar with relatively high variability (Grammar H) and examples from a grammar with low variability (Grammar L). Second row on the left: An actual screen with stimuli Grammar H showing a correct instance of generalization (in green). Second row on the right: An actual screen with stimuli from Grammar L. Panel B: A case of oversegmentation and undersegmentation (in green).

The mean F-measure per grammar for all subjects against example set size and grammar complexity, as measured by the number of recursive rules, and by the number of overall rules, are plotted in Figure 3. The example set size and the number of recursive rules were found to be significantly correlated with the F-score ($\rho = 0.32, p = -0.47, p < 0.002$). In addition, the correlation analysis revealed that the factors number of recursive rules, and number of overall rules were correlated. Therefore the exact source of the complexity effect cannot be conclusively determined.

Figure 3: Box plots for example set size (left), number of recursive rules (center), and number of rules overall.

Simulation results

To address the question of what type of representations the subjects were using in generating contours, we sampled from the four generative models described earlier. The exemplar model for each subject and each trial “generated” exactly the object that person had seen during the study phase. For the subjects who saw no examples, the exemplar model was run with the full set of twelve examples, in order to assess the differential effects of human learning and the representativeness of the exemplars as a mini-sample from the grammar. The part model generated variants of the objects in the exemplar model by varying their parts according to the same scale factor distribution used in the grammar generative model. The grammar model was equivalent to the original model used to generate the stimuli. Finally, the supergrammar model was derived from all grammar models used in the experiment by concatenating all unique rules of their joint rule set and switching the status of obligatory rules to optional. Thus, the generative capacity of the supergrammar is a superset of the generative capacity of all used grammars. The same procedure was used for generating samples from the supergrammar as for each individual grammar. The supergrammar sample for each trial used the part-model specific for that trial.

One hundred samples were drawn from each of the models. Each sample was compared to the content of each contour drawn by each subject, and the mean likelihood of the samples from each model was computed according to the following matching model:

Let $x$ be an image of a scene that shows all the non-black pixels contained in one contour produced by a subject and has zeroes everywhere else. We want to evaluate how well each model would be able to explain this object $x$. To this end we compare $x$ against all stimuli $s$ that could be generated by each model $M_i$. Hence, we calculate

$$p(x|M_i) = \sum_s p(x|s)p(s|M_i)$$

for all $i$ by means of a Monte-Carlo approximation with the hundred samples of $s$ from $p(s|M_i)$, generated earlier as described. Since $x$ is an image of the size of the scene with some non-zero pixels at some position we need to take into account that the stimulus $s$ could have appeared at all positions $\text{pos}$ on the screen. Hence,

$$p(x|s) = \sum_{\text{pos}} p(x|s, \text{pos})p(\text{pos})$$
is obtained by sliding the stimulus $s$ as a template over the whole display and assuming a flat prior.

Instead of modeling the exact relationship between the pixels in $x$ and $s$ we only model the counts of how many pixels agree or disagree with each other. Let $N$ be the overall number of pixels in the segmented image of the scene $x$ (including black pixels) and let $K$ be the number of non-black pixels of the stimulus $s$. For a given position $pos$ that we assume the stimulus to be at in the scene the number of hits $h$ that the subject would have obtained is given by the number of non-black pixels in $s$ that have been marked by the subject in $x$. Note that if the subject’s contour includes all the pixels of $s$ the number of hits $h$ is exactly $K$. Since another object might overlap with $s$ the actual color of a pixel in $x$ might not be the same as in $s$ and hence we do not require the pixels in $x$ and $s$ to have the same color. The number of misses is then $m = K - h$. Similarly, the number of false alarms $f$ is given by the non-black pixels that were marked by the subject as belonging to $s$ even though they do not overlap with the template. The number of correct rejections is then $c = N - K - f$. Assuming that there is a hidden parameter $p$ that determines the probability of a hit and another parameter $q$ that determines the probability of a false alarm, we model the probability of obtaining the subject’s response $x$ assuming that $s$ is at position $pos$ as:

$$p(x|s, pos, p, q) = \frac{\Gamma(h + m + 1)}{\Gamma(h + 1)\Gamma(m + 1)} p^h (1 - p)^m$$

$$\times \frac{\Gamma(f + c + 1)}{\Gamma(f + 1)\Gamma(c + 1)} q^f (1 - q)^c,$$

the product of two binomial distributions: one for the pixels that lie on the template and one for the pixels outside the template. Since the exact values of $p$ and $q$ are unknown we integrate them out using a prior. We first assume that $p$ and $q$ are independent of each other. The prior for $p$ should be peaked at zero because if the subject assumes $s$ to be the stimulus the contour that the subject draws should include all the pixels in $s$. The subject will make mistakes due to overlapping objects and sloppy drawing, however. A reasonable prior for $p$ seems to be a beta distribution preferring values close to one but with a mean on the order of a high proportion $\gamma = 0.9$ of the pixels of the stimulus, i.e. $p(p) = \text{Beta}(p; \alpha, 1)$ with $\alpha = 1/(1/\gamma - 1)$. As a prior for $q$ we choose a beta distribution that prefers not to produce false alarms. Again the number of false alarms that are produced should on average be on the order of $1 - \gamma$ times the number of pixels of the stimulus, i.e. $p(q) = \text{Beta}(1, \beta)$ with $\beta = N - K - f$.

Integrating out these priors we obtain

$$p(x|s, pos) = \frac{\alpha^{h + m + 1}}{\Gamma(m + 1)} \frac{\Gamma(h + \alpha)}{\Gamma(h + m + 1 + \alpha)} \cdot \frac{\beta^{f + c + 1}}{\Gamma(c + 1)} \frac{\Gamma(f + \beta)}{\Gamma(f + c + 1 + \beta)}.$$  

The results of the simulation are summarized by Figure 4. Each graph in the figure represents a histogram of the log odds of two models for all contours. The grammar model outperforms all other model for those subjects who have seen three examples or less, and continues to outperform both the exemplar model, and the supergrammar model for all other subjects. The comparison of the grammar model with the part model for subjects who have seen six examples or more reveals a slight advantage for the latter model which may be attributed to the fact that, as the number of examples increases, the part model becomes more similar to the grammar model in terms of the diversity of its sample. Since one-shot learning in visual tasks has been experimentally demonstrated (Fei-Fei, Fergus, & Perona, 2006), (Savova & Tenenbaum, 2008), the good performance of the grammar model with few examples is particularly important.

The limitations of the part model are illustrated in Figure 5. A typical contour drawn by a subject in the study condition included the long object in its entirety. The grammar model can find a much better fit for this contour than the part model, which is based on the template provided by exemplars. All subjects who were not provided with any exemplars segmented this object into several smaller objects.

![Log odds histograms](Figure 4: A comparison of the representational models. Log odds histograms. The red line is the median of the distribution. The dotted line is at zero. Negative values indicate higher log likelihood for the grammar model. Number of contours better fitted by each model are inside the plots.)

**Discussion**

A basic finding of our experiment is that parsing depends on the amount of top down structural information available about the category, as evident by the effect of example set size on performance. If parsing was based on bottom-up cues alone, we would not expect such an effect.

The results of the model comparison illustrate the advantages and limitations along the continuum of increasing rep-
resentational complexity. The exemplar model, which is a highly constrained sample of the grammar model, is easily overtaken by the part model which provides greater flexibility to capture at least the part-based variability within a category, which leads to what is effectively a more lax representation of relative part distance and location. This flexibility of part models is exactly what makes them a current favorite in computer vision for recognition applications involving objects with relatively homogenous structure, such as faces. Since many objects may turn out to be face-like (at least in computer image databases) part models perform well in many cases. This is not unlike certain linguistic applications, in which a structurally poor model can successfully account for the majority of corpus sentences, even as they break down dramatically upon encountering rare constructions or long sentences (Fong & Berwick, 2008). The limitations of the part models in comparison to human performance become clear when categories exhibit a high degree of structural variability. In such cases, investigating the boundaries of these categories might provide us with evidence of the representational capacity of the visual system.

Note however, that the more complex model is not always the better model. The supergrammar model would have provided a good fit in the cases of overgeneralization on the part of the subjects. This is why the supergrammar model improves against the grammar model in the absence of a study phase, when the general uncertainty of subjects may lead to incorrect overgeneralization (Figure 4, right). However, in the majority of cases, the supergrammar performs worse than the grammar model. This indicates that subjects were able to zero in not merely on the representation which afforded the greatest complexity, but on the representation which afforded the right degree of complexity for the data at hand.

![Image](image_url)

**Figure 5:** An illustration of the limitations of the part model. Top left: a typical (correct) contour around a recursively constructed object. Bottom left: A typical oversegmentation of the same object. Top middle and right: Explanations of the contour proposed by the grammar model (mean and max likelihood). Bottom middle and right: Explanation of the contour proposed by the part model (mean and max likelihood).

**Conclusion**

In this paper, we asked to what extent visual representations reflect the complex structural characteristics of some classes of existing visual objects which exhibit recursion and hierarchical organization of unbounded depth. Our results indicate that structurally poor models which allow for some part-based variation capture some but not all of the representational strategies of the visual systems. We find that under certain conditions people exhibit the kind of generalization more consistent with a grammar-based generative model, rather than an exemplar-based matching model. Many questions remain unanswered, most notably, what inference mechanisms are engaged in the process of acquiring such representations from data, how much and what kind of data is necessary, and to what extent everyday visual tasks, such as scene parsing, tap into the full range of available structural representations. Last but not least, the involvement of complex structural generative models in the visual domain raises the tantalizing possibility that representations across different cognitive domains share a single abstract foundation. Further research on the boundaries of human representational capacity promises to shed light on some of these important issues.
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