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CHAPTER 1

Introduction

Brain is the most complex organ in the human body. The 100 billion neurons and 100 trillion nerve connections make deciphering this biological conundrum extremely challenging. To study the function of the brain, conventional means usually include the use of electrical and pharmacological approaches to manipulate neural activity and the recording of subsequent changes in the brain activity. However, as both electrical current and biochemical reagents lack the ability to distinguish the targeted neural populations from the non-targeted ones, it is difficult to disentangle the functional properties of these neural circuits without affecting the surrounding cells. In 2005, optogenetics was introduced as a technique that can alter the activity of specific types of neurons with high spatial and temporal precision [BZB05]. This has since opened new landscapes for the study of brain mechanism.

1.1 Optogenetics

Optogenetics is a technique that enables precise control of neural activities using light. When external light is applied, only genetically modified neurons respond and exhibit changes in their electrochemical activities. Specifically, using molecular biology and genetic engineering approaches, target neurons can be modified to selectively express light-sensitive proteins, typically ion channels. In these cases, light with certain wavelength can induce a conformational change in the light-sensitive ion channels, causing the pore of the channel to open and the ions to flow across cell membrane. This subsequently leads to depolarization or hyperpolarization of the neuron, depending on the property of the specific light-sensitive ion channels employed.
1.1.1 Light-sensitive proteins

In 2005, Boyden et al. demonstrated the usage of exogenous light-sensitive ion channels in controlling the activity of mammalian neurons [BZB05]. Since then, numerous variants of light-sensitive proteins have been developed, offering a wide range of choices among different light absorption spectrums, ion selectivities, photocurrent amplitudes, and biochemical kinetics [YFD11].

If excitatory modulation is desired, light-sensitive cation channels can be selected. The most widely-used type is Channelrhodopsin-2 (ChR2), a nonspecific cation channel controlled by blue light [NBL05, GTZ07]. Compared to the wild type ChR2, a point mutation of H134R increases the amplitude of inward photocurrent by two folds [NBL05]. However, this mutation leads to a relatively slow kinetics, rendering ChR2(H134R) unable to evoke stable spike trains beyond 40 Hz. In cases where higher temporal precision is required, ChR2 variants with a faster kinetics may be used, such as ChR2(E123A), ChR2(E123T), and ChR2(E123T/T159C) [GYB10, BSM11].

If blue light is already used to trigger other elements in an experiment, such as GCaMP in the calcium imaging [GHR09], light-sensitive ion channels that respond to other spectrums of light may be more appropriate, such as C1V1, which is activated by red light [YFP11]. In addition,
if prolonged excitation is required, using a switchable light-sensitive ion channels may be more advantageous than delivering the light stimulation over the entire duration. In this case, the effects of heat and light on neural functions can be reduced. An example of switchable light-sensitive ion channels is stabilized step function opsins (SSFOs), a ChR2 variant that can be opened by a blue light pulse and closed by a yellow light pulse [BYG09, BGK09, YFP11].

Conversely, if inhibitory modulation is desired, light-sensitive anion pumps may be used instead. Two popular types include light-sensitive proton pumps and chloride pumps. An example of light-sensitive proton pumps is Arch, which is triggered by yellow light. Examples of light-sensitive chloride pumps are NpHR (halorhodopsin, triggered by yellow light) [GZR10], C1C2 (triggered by blue light), and SwiChR (Step-Waveform Inhibitory ChannelRhodopsin, opened by a blue light pulse and deactivated by a red light pulse) [BLR14].

1.1.2 In vivo expression of exogenous light-sensitive proteins

Local injection of viral construct via stereotaxic surgery is a standard approach to introduce exogenous light-sensitive proteins into target neurons. The injected viral construct is usually an engineered viral vector (such as adeno-associated virus, or AAV) that carries the gene of interest.
Two approaches are commonly used to ensure selective expression in target neurons. One approach is to include a cell type-specific promoter sequence in the viral construct. In this case, only neurons with matching cell types are able to express exogenous light-sensitive proteins. Examples of commonly used cell type-specific promoters include synapsin (neuron specific) and CaMKIIα (excitatory glutamatergic neurons). The other approach is to include a double-floxed inverse open-reading frame (DIO) in the viral construct. In this case, the gene of the light-sensitive proteins starts in an inverted, inactive orientation, and is not expressed unless with the presence of CRE recombinase. Virus with DIO construct is usually injected into a transgenic animal with tissue-specific CRE recombinase expression. In the cells that co-express CRE recombinase, the gene is inverted to the correct orientation and expressed. As the cell type specificity is enabled via the expression location of the CRE recombinase, the promoter in the viral construct does not need to be tissue-specific. Instead, the promoter can be selected to drive a robust expression of light-sensitive proteins.

1.1.3 *In vivo* light delivery

The standard method to deliver light into the brain region of interest is to implant a fiber-optic cannula via stereotaxic surgery. During the surgery, the cannula is secured in the skull using dental cement. In the subsequent experiments, the implanted fiber-optic cannula can be coupled with a fiber-optic cable through a mating sleeve. The fiber-optic cable is then connected to an external light source. The light source is usually a laser or light-emitting diodes (LED) based system. The parameters of the optical stimulation, such as the frequency and width of the light pulse, can be controlled using a signal generator.

In addition to fiber-optic cannula, several novel light delivery methods have been proposed recently. A good example is LED-based wireless devices [KMJ13, RGM15]. In these devices, the LEDs are usually battery powered and can deliver light into regions of interest without connecting to external light and power source. These devices may be particularly useful in studying the behavior of freely moving animals.
1.2 Overview of techniques that measure brain activity

As discussed above, the activity of specific neural population can be selectively manipulated with optogenetic approaches. To measure the resulting changes in the neural activity, multiple techniques can be used. Four of them are employed in this thesis, each with a unique combination of spatial and temporal resolutions.

1.2.1 Electrophysiological techniques

Electrophysiological techniques provide high temporal resolutions, usually in the order of milliseconds, but usually without whole-brain coverage. They offer direct measurement of neural activity by recording electrical current and changes in the membrane potential. When neurons are at rest, the net ion flow across membrane is zero. The corresponding difference in membrane potentials is the resting potential. When neurons receive electrical or biochemical inputs, the ion channel on the cell membrane will open or close, resulting in an inward or outward ion flow across membrane, and causing membrane potential to deviate from the resting potential. The change in the membrane potential, such as graded potentials or action potentials, is recorded using electrophysiology techniques.

Electrophysiological techniques, including electroencephalography (EEG), local field poten-
tial (LFP), and single-unit recording, are employed in this thesis. Both EEG and LFP capture the summation of synchronous activities from multiple neurons. EEG recordings usually reflect a large number (up to millions) of neurons, while LFP method records a smaller number of neurons that are close to the recording electrodes. Conversely, single-unit recording is at single-neuron resolution and commonly performed in an extracellular fashion in vivo.

1.2.2 Functional magnetic resonance imaging

Functional magnetic resonance imaging (fMRI) offers whole-brain coverage, high spatial resolution, but low temporal resolution, typically on the order of seconds. This technique indirectly measures neural activity through associated changes in the blood flow. The commonly used blood-oxygen-level dependent (BOLD) contrast [OLK90] is based on the following mechanism. When neurons are firing, the increase in the neural activity boosts the oxygen consumption. This accelerates the conversion of oxygen-carrying oxyhemoglobin (Hb) to non-oxygen-carrying deoxyhemoglobin (dHb), and reduces Hb/dHb ratio in the blood. The decrease in the Hb/dHb ratio is then over-compensated by an increase in the blood flow in the vicinity of the firing neurons, which dilutes the concentration of dHb and leads to a net increase in the Hb/dHb ratio. The change in the Hb/dHb ratio is reflected by the change in the T2* signal. The mechanism is that, dHb is paramagnetic, therefore its presence in the blood vessel can cause susceptibility differences between the blood vessel and the surrounding tissue, resulting in dephasing of the magnetic resonance proton signal [TWM82] and a reduction in the T2* value. Conversely, Hb is diamagnetic and does not produce the same dephasing as dHb. Therefore, it does not lead to a reduction in the T2* value. Together, an increase in the neural activity leads to an elevated Hb/dHb ratio and an increase in the T2* value and BOLD signal intensities. A decrease in the neural activity reduces the Hb/dHb ratio and decreases BOLD signal intensities. Upon measuring the BOLD signals over time, the whole-brain neural activity change can be recorded.

Compared to electrophysiological techniques, fMRI datasets usually require more complicated analysis. The most commonly used analysis method is based on the general linear model (GLM) framework [FHW94, SJW04]. GLM assumes the linear time-invariant system, which
Figure 1.4: Mechanism of hemodynamic response. Upon activation, the increase in the oxygen consumption is over-compensated by an increase in the blood flow in the vicinity of the active neurons, resulting in a net increase in the oxyhemoglobin/deoxyhemoglobin ratio.

enables prediction of BOLD response to a long stimulation using known response to a short stimulus [UUB15]. As shown in Eq. (1.1), observed fMRI time course (Y) is represented by the addition of fitted time series (X\beta) and residuals (\varepsilon).

\[
Y = X\beta + \varepsilon \tag{1.1}
\]

In Eq. (1.1), X is a set of regressors, which is also referred to as the design matrix. \beta is the regression coefficient.

To examine whether there is a significant linear relationship between the fitted time course and the observed data, t and F statistical tests are commonly used.

\[
t = \frac{\hat{\beta}_i}{se(\hat{\beta}_i)} \tag{1.2}
\]

Eq. (1.2) is the equation for t test. \(\hat{\beta}_i\) is the least square estimate of \(\beta_i\), and \(se(\hat{\beta}_i)\) is its standard error.

\[
F = \frac{MS_R}{MS_E} = \frac{SS_R/df_R}{SS_E/df_E} \tag{1.3}
\]
Eq. (1.3) is the equation for F test. \( MS_R \) is the mean square of regression, which equals the ratio of \( SS_R \), the regression sum of squares, and \( df_R \), its degrees of freedom. \( MS_E \) is the mean square of error, which equals the ratio of \( SS_E \), the error sum of squares, and \( df_E \), its degrees of freedom.

Based on the resulting t and F statistics, and the corresponding t- and F-distributions, \( p \) value can be obtained to determine whether there exists statistical significance at the voxel of interest in the fMRI datasets.

1.3 Optogenetic-fMRI

Optogenetic-fMRI (ofMRI) is a technique that combines optogenetic control with fMRI readout. It enables whole-brain monitoring of neural activity that arises from the manipulation of selected neural circuit elements [LDG10].

Lee et al. presented the first ofMRI study in 2010 [LDG10]. There, optogenetic excitation of the ChR2-expressing pyramidal neurons in the rat motor cortex drives positive BOLD responses locally in the motor cortex and remotely in the thalamus. Direct stimulation of the ChR2-expressing cortico-thalamic projection fibers in the thalamus yields similar activation patterns. The results are supported by immunohistochemistry and electrophysiology experiments. These findings demonstrate a strong potential for ofMRI in the global mapping of the causal connectivity of specific neural populations.

1.4 Thesis outline

This thesis describes two studies. The first study uses the technical advantage of ofMRI to uncover the role of central thalamus in forebrain arousal and its frequency-selective modulation of whole-brain networks. The second study addresses the challenge of analyzing ofMRI data with heterogeneous BOLD response shapes and provides a systematic assessment of available approaches.
Chapter 2: Optogenetic-fMRI reveals frequency-selective control of arousal networks by central thalamus

This chapter is adapted from [LLW15]. In this chapter, we investigate the arousal networks modulated by the central thalamus by combining ofMRI with electrophysiology and video-EEG readout. Central thalamus is a key component in the forebrain arousal system and serves as a potential target for therapeutic deep brain stimulation (DBS) in subjects with traumatic brain injury. However, the mechanisms that link the neural activity in the central thalamus to the changes in brain state remains enigmatic, which significantly limits the clinical efficacy of central thalamus DBS. In this study, we find that, high frequency stimulations of central thalamus, such as 40 and 100 Hz, cause widespread activation of forebrain, including frontal cortex, sensorimotor cortex, and striatum, and transition the brain to a state of arousal in asleep rats. In contrast, low frequency stimulation, such as 10 Hz, evokes significantly less activation of forebrain, inhibition of sensory cortex, and behavioral arrest. To investigate possible mechanisms underlying the frequency-dependent cortical inhibition, we perform recordings in zona incerta, where 10, but not 40, Hz stimulation evokes spindle-like oscillations. Importantly, suppressing incertal activity during 10 Hz central thalamus stimulation reduces the evoked cortical inhibition. Together, our findings identify key brain-wide dynamics underlying central thalamus arousal regulation.
Chapter 3: Comparison of fMRI analysis methods for heterogeneous BOLD responses in ofMRI studies

This chapter is adapted from [LDB16]. In this chapter, we address the challenge in the analysis of ofMRI data caused by heterogeneous BOLD response shapes. Specifically, a large number of fMRI studies have shown that the temporal dynamics of evoked BOLD responses can be highly heterogeneous. Failing to model heterogeneous responses in statistical analysis can lead to significant errors in signal detection and characterization and alter the neurobiological interpretation. However, to date it is not clear that, out of a large number of options, which methods are robust against variability in the temporal dynamics of BOLD responses in ofMRI studies. Here, we use rodent ofMRI data in Chapter 2 with heterogeneous BOLD responses and simulations guided by experimental data as a means to investigate different analysis methods’ performance against heterogeneous BOLD responses. Evaluations are carried out within the GLM framework and consist of standard basis sets as well as independent component analysis (ICA). Analyses show that, in the presence of heterogeneous BOLD responses, conventionally used GLM with a canonical basis set leads to considerable errors in the detection and characterization of BOLD responses. Our results suggest that the 3rd and 4th order gamma basis sets, the 7th to 9th order finite impulse response (FIR) basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets are optimal for good balance between detection and characterization, while the 1st order Fourier basis set (coherence analysis) used in Chapter 2 show good detection capability. ICA has mostly good detection and characterization capabilities, but detects a large volume of spurious activation with the control ofMRI data.
CHAPTER 2

Optogenetic-fMRI reveals frequency-selective control of arousal networks by central thalamus

This section is adapted from:

2.1 Introduction

The thalamus plays an important role in coordinating global brain signals responsible for cognition and normal waking behavior [SG96, LRC98, MSS14]. The central thalamus and intralaminar nuclei, in particular, have been postulated to play a critical and unique function in regulating arousal, attention, and goal-directed behavior [Sch08, MOH11]. This idea dates back to the first demonstrations that direct and indirect electrical stimulations of central thalamus control cortical EEG dynamics and elicit behavioral transitions between drowsiness/relaxation and wakefulness/attention [MM49, HJ49, Fur58]. Since the initial identification of central thalamus’s causal effect on brain state and behavior, significant support for its role in arousal regulation has come from anatomical and histological studies. Steriade and Glenn [SG82] identified a monosynaptic pathway from the mesencephalic reticular formation to the central lateral (CL) and paracentral (PC) nuclei of central thalamus that projects to cerebral cortex and striatum. In addition to this input, the central thalamus receives projections from other arousal systems, including norepinephrinergic innervation from locus coeruleus [VHF08] and cholinergic innervation from the upper brainstem and basal forebrain [HGM92]. In combination with these inputs, the diffuse projections of central thalamus allow it to influence the overall excitability of cortex during states of attention. For example, virtually all relay cells of the CL nucleus project to both striatum and cerebral cortex [DBP96].

Studies on the physiological properties of central thalamus also show that it is tightly coupled to arousal regulation. First, variations in the level of activity within the intralaminar nuclei are linked to changes in behavioral alertness [KLG96, SSS06, MH08, SSH13, GDP15], including transitions during the normal sleep-wake cycle and acute cognitive enhancements such as improved working-memory and sustained attention. Similarly, lesions of the central thalamus can produce enduring cognitive impairments, including reduced attentional processing and memory [GS83, MBP98, VWJ99, NB05], hypersomnolence [BMG96], or even coma [CLB81, Plu91]. Indeed, neuronal loss across central thalamus has been associated with severely disabled and vegetative patients following severe traumatic brain injury [MMS06]. In addition, electrical stimulation of the central thalamus at low frequencies is associated with absence seizures and behavioral
arrest in animal models [HJ49] and human subjects [VVV97]. Human imaging studies have also found that anesthesia-induced loss of consciousness is associated with disrupted thalamocortical functional connectivity in regions consistent with the intralaminar nuclei [ALC15].

According to the mesocircuit hypothesis of forebrain dysfunction, the central thalamus, which has a strong activating role in driving cortical and striatal neurons [Sch10], is under tonic inhibition by GABAergic pallidal neurons [GHM05]. This GABAergic population is itself inhibited by the striatal neurons driven by central thalamus, creating a positive feedback loop. Thus, when the thalamostriatal and thalamocortical projections from central thalamus are partially lost due to brain injury, it causes disinhibition of the pallidum and increased inhibition of the remaining central thalamus neurons, which further reduces cortical activation. While this down-regulation is predicted to have broad modulatory impact on global dynamics, central thalamus DBS has been explored as a potential means of reversing its effects and facilitating arousal regulation in the minimally conscious state [SSS06, SGK07, MH08, SSH09, MOH11, Sch12, FBB14, GMS15]. Despite success in a single-subject clinical study [SGK07], identification of circuit-level mechanisms that link therapeutic efficacy of central thalamus DBS to specific stimulation parameters remains challenging and at present limits the clinical efficacy of DBS in subjects with traumatic brain injury. Thus, while significant progress has been made in understanding the connections of central thalamus and its behavioral correlates [WWG02, Sch08], relatively little is known about the dynamic function of these circuits, and no clear mechanism exists to explain how - or indeed, if - a single population in central thalamus can act as a switch on the global brain state.

To overcome such obstacles and dissect the dynamic influence of central thalamus on global brain networks, we combined ofMRI, EEG, and single-unit recordings, to uncover the downstream effects of distinct firing patterns by central thalamus relay cells at the whole-brain level. Prior work beginning with Morison and Dempsey [MD41], who envisioned “dissecting... the electrical activity of the cortex on the basis of its relations with the thalamus,” has shown that high- and low-frequency electrical stimulation of thalamic nuclei can produce distinct cortical activation patterns. For example, early studies of the intralaminar nuclei per se showed that low-frequency stimulation evokes slow-wave activity and spindle bursts in cortical EEG, which...
are associated with primary generalized absence seizures, loss of consciousness, and drowsiness [HJ49, Jas49, SP01]. Conversely, high-frequency electrical stimulation has been shown to desynchronize the cortical EEG signal [MM49], which is associated with behavioral arousal. While these studies set early hypotheses on the mechanisms of arousal regulation, the non-selective nature of electrical stimulation has prevented the observed responses from being attributed specifically to relay cells, and not synaptic afferents or fibers of passage mixing together in a bulk activation effect. More importantly, although a picture of whole brain activity can be vaguely inferred from electrophysiology recordings, these techniques cannot provide a direct visualization of activity across individual brain regions over the entire brain. Because ofMRI can provide spatial and temporal information on the whole-brain scale during perturbations of specific neural circuitry, we applied this technique to study the causal role of central thalamus relay neurons in activating forebrain networks.

In addition, following on novel results described below, we were led to examine the interplay between central thalamus and zona incerta (ZI), a subcortical region implicated in the modulation of absence seizures in rats [SLC13]. The zona incerta, a mostly GABAergic region, has been shown to limit the transmission of ascending sensory information via feedforward inhibition of higher-order thalamic nuclei [BFA02, TK04, LUD05, TBM06]. Such activity can induce a state of reduced sensory processing, similar to the behavioral quiescence induced by low-frequency central thalamus stimulation. These studies suggest a powerful control exerted by zona incerta over brain state and higher-level processing, much like central thalamus. However, the possible involvement of zona incerta in central thalamus arousal circuits remains unexplored. Here, we investigated the electrophysiology responses of this region during targeted stimulation of central thalamus at frequencies that either facilitate or suppress attention and arousal. To determine whether zona incerta plays an active role in these circuits, we also used optogenetics to specifically inhibit neurons in this region during central thalamus stimulation. This experimental paradigm was used to infer zona incerta’s functional contribution to the central thalamus-driven brain circuit dynamics measured with fMRI and electrophysiology.
2.2 Materials and methods

2.2.1 Animals

Female Sprague-Dawley rats (>11 weeks old, 250-350g) were used as subjects for all thalamic injections. Animals were individually housed under a 12 hour light-dark cycle and provided with food and water ad libitum. Animal husbandry and experimental manipulation were in strict accordance with National Institute of Health, UCLA Institutional Animal Care and Use Committee (IACUC), and Stanford University IACUC guidelines.

2.2.2 Viral injections and fiber placement

pAAV5-CaMKIIα-hChR2(H134R)-EYFP-WPRE plasmid was obtained from the Deisseroth lab at Stanford University. Concentrated virus was produced at the vector core of the University of North Carolina at Chapel Hill. Rats were anesthetized with isoflurane (induction 5%, maintenance 2-3%; Sigma-Aldrich, St. Louis, Missouri, USA) and secured in a stereotactic frame. Standard procedures for sterile surgery were followed. Buprenorphine was administered to minimize pain. Artificial tears were applied to the eyes. The head was shaved, and 70% ethanol and betadine were applied to the bare scalp following a midline incision. A small craniotomy was performed with a dental drill above the targeted coordinate. Two microliters of virus were injected through a 34 gauge needle (World Precision Instruments Inc., Sarasota, FL) at 150 nl/min with a micro-syringe pump controller at the desired coordinates in central thalamus or other subcortical targets for control experiments: I) CL and PC nuclei of central thalamus (-3.2 mm AP, +1.5 mm ML, -5.6 mm DV; n = 47 animals for imaging); II) ventral posteromedial nucleus (-2.5 mm AP, +2.6 mm ML, -6.0 mm DV); III) anterior thalamic nuclei (-3.1 mm AP, +1.8 mm ML, -5.3 mm DV); IV) posterior thalamic nuclei (-4.6 mm AP, +1.8 mm ML, -5.0 mm DV); V) intermediate hippocampus (-5.8 mm AP, +5.2 mm ML, -3.4 mm DV, n = 8 animals). All injections were made in the right hemisphere. The syringe needle was left in place for an additional 10 minutes before being slowly withdrawn. Custom-designed guide cannulas (Plastics One) or fiber-optic cannulas (Doric Lenses Inc.) were mounted on the skull and secured using metabond.
Incisions were sutured, and animals were kept on a heating pad until recovery from anesthesia. Buprenorphine was injected subcutaneously twice daily for 48 hours post-operatively to minimize discomfort. The original cohort of 47 central thalamus animals was further refined to a group of 18 after screening for implant locations less than 0.85 mm away from the target coordinate (estimated with T2 MRI scans; Figure 2.2B). Two additional animals were excluded due to lack of thalamic activation, leaving 16 animals for analysis.

In a second cohort of rats, concentrated AAV5-hSyn-eNpHR3.0-mCherry virus produced at the University of North Carolina at Chapel Hill vector core was injected into the right zona incerta (-3.96 mm AP, +2.8 mm ML, +7.4 mm DV, n = 4 animals) after completion of the ChR2 injection into the central thalamus as described above. Both injections were performed during the same surgery. 0.5 microliters of eNpHR virus were injected through a 34 gauge needle at 100 nl/min. Following the injection, the syringe needle was left in place for approximately 10 minutes before being slowly withdrawn. Recovery details were the same as described above.

### 2.2.3 ofMRI data acquisition

fMRI scanning was performed using a 7T Bruker Biospec small animal MRI system at UCLA. Animals were initially anesthetized with 5% isoflurane and intubated before placement onto custom-made MRI-compatible cradles with ear and tooth securement. A 39 mm outer diameter, 25 mm inner diameter custom-designed transmit/receive single-loop surface coil was centered over the region of interest on the skull to maximize signal-to-noise ratio. An optical fiber of 62.5 µm core diameter was connected to a 473 nm laser source (Laserglow Technologies, Toronto, Canada) and coupled with the implanted fiber-optic cannula. A single ofMRI scan consisted of a block design with six 20 s pulse trains of light (10, 40, or 100 Hz in randomized order) delivered once per minute over 6 minutes. Five to six consecutive scans were collected during each session. For all experiments, the optical fiber output power was calibrated to 2.5 mW. A duty cycle of 30% was used across frequencies to maintain the total amount of light delivery, resulting in unique pulse widths of 30, 7.5, and 3 ms for 10, 40, and 100 Hz, respectively. In a series of control experiments using a second cohort of animals with validated probe locations (n = 3), the
duty cycle was varied while the pulse width was held constant at 3 ms (Figure 2.6).

During fMRI scanning, animals were placed into the iso-center of the magnet while artificially ventilated (45-60 strokes/min) under light anesthesia using a ventilator and calibrated vaporizer with a mixture of O₂ (35 %), N₂O (63.5 %), and isoflurane (1.3-1.5 %). To ensure stable BOLD signals, expiratory CO₂ was kept at 3-4 % and body temperature was maintained at 36.5-37.5 °C using heated airflow. T2-weighted high-resolution anatomical images were acquired with a fast spin echo sequence prior to fMRI scanning to check for brain damage and validate the optical fiber’s location (137 µm resolution in-plane resolution with 35 × 35 mm² FOV, 0.5 mm slice thickness, 32 coronal slices). Gradient recalled echo (GRE) BOLD methods were used to acquire fMRI images during photostimulation. The fMRI image acquisition was designed to have 35 × 35 mm² in-plane field of view (FOV) and 0.5 × 0.5 × 0.5 mm³ spatial resolution with a sliding window reconstruction to update the image every repetition time (TR) [FL13]. The two-dimensional, multi-slice gradient-echo sequence used a four-interleave spiral readout [GL95, KAS03], 30 degree flip angle, 750 ms TR, and 12 ms echo time, resulting in 23 coronal slices (128 × 128 matrix size). The spiral k-space samples were reconstructed through a 2-dimensional gridding reconstruction method [JMN91]. Finally, real-time motion correction was performed using a previously described GPU-based system [FL13]. Scans with significant motion, identified by careful visual inspection for spiral artifacts and activations at the boundary of the brain, which indicates large motion, were excluded from analysis. This condition for exclusion was established prior to data collection.

2.2.4 fMRI data analysis

All fMRI data processing was performed using the Matlab software environment (MathWorks, Inc., Natick, MA) and mrVista (Stanford Vision and Imaging Science and Technology Laboratory, Stanford, CA). Motion-corrected images belonging to consecutive scans of the same stimulation paradigm and scanning session were first averaged together. The average 4D images were then aligned to a common coordinate frame, using a six degree-of-freedom rigid body transformation. If multiple scanning sessions were performed on the same animal at the same frequency
(typically 1, at most 4), the resulting images from each session were first averaged together before any inter-subject analysis to achieve maximum SNR while weighting the images from all animal subjects equally.

Time series were calculated for each voxel in these individual-animal images as the percent modulation of the BOLD signal relative to a 30 s baseline period collected prior to stimulation. Boxcar detrending with a window size of 1 minute was also performed to correct for possible scanner drift. Next, a coherence value was calculated for each voxel’s time series as the magnitude of its Fourier transform at the frequency of repeated stimulation blocks (i.e. 1/60 Hz) divided by the sum-of-squares of all frequency components [EGW97]. Voxels with a coherence value greater than 0.35 were considered to be significantly synchronized to stimulation. Assuming Gaussian noise and 470 degrees of freedom (computed using the SPM software environment), the Bonferroni-corrected P value for this threshold can be estimated to be less than $10^{-9}$ [BJW93]. Activation volume was defined as the number of significant voxels that exhibited a positive response within a predefined region of interest, multiplied by the volume per voxel. Positive responses were identified as having a phase in the interval $[0, \pi/2] \cup [3\pi/2, 2\pi]$. Phase represents the temporal shift of the response when it is modeled as a sinusoid, and was calculated as the argument of each voxel’s Fourier transform at the frequency of repeated stimulation blocks (i.e. 1/60 Hz).

HRFs were calculated as the average 60 s response of a voxel’s six-cycle, 6-minute time series. Time series and HRFs displayed for figures were generated by averaging the mean time series or mean HRF of voxels with a coherence value greater than 0.35 in the corresponding ROI across animals.

To generate average activation maps (Figure 2.4), the 4D fMRI images from experiments at the same stimulation location and frequency were normalized and averaged together across animals. The averaged images were then processed according to the above Fourier domain analyses. Coherence values were overlaid onto all voxels having a coherence above the 0.35 threshold. Warm and cool colormaps generated using Matlab’s ‘hot’ and ‘winter’ functions were used for positive and negative responses, respectively, to illustrate the localization of negative BOLD to
the somatosensory cortex. These activation maps were overlaid onto corresponding T2-weighted anatomical images with a digital standard rat brain atlas [PW06]. The same atlas was used to segment ROIs. An identical analysis pipeline was used for activation maps in Figure 2.8 with a representative animal.

### 2.2.5 EEG electrode implantation

EEG electrodes were implanted upon completion of fMRI experiments in a subset of animals. Surgical preparation and recovery details were the same as those used for virus injection. Stainless steel screws (0-80, 1.5 mm diameter, Plastics One) attached to 2 cm of insulated wire (30 gauge, R30Y0100, Wire Wrapping Wire, O.K. Industries) were used as EEG electrodes and secured on the skull using dental cement. The recording electrode was placed approximately 2 mm anterior of bregma and 2 mm to the right of midline. The reference electrode was located approximately 5 mm anterior of bregma and 3 mm to the left of midline [HSO03].

### 2.2.6 Video-EEG acquisition and analysis

Prior to video-EEG recording, animals were anesthetized under 5% isoflurane for approximately 5 min for optical fiber coupling and EEG wire connection. Animals were then transferred to a light- and sound-controlled experimental chamber where they were allowed to move freely. Behavioral experiments began after animals recovered from anesthesia and subsequently fell asleep for 15 min (as indicated by lack of motion and real-time EEG output readings). For each experiment, the animal was video-recorded during 5 min of sleep, followed by 20 s of optical stimulation (10, 40, or 100 Hz, 473 nm laser, 2.5 mW laser power, 30% duty cycle), and then an additional 5 min post-stimulation period. EEG data was acquired throughout the experiment at 1 kHz with an MP150 data acquisition unit and EEG100C amplifier (Biopac Systems Inc., Santa Barbara, CA), using EL254S Ag-AgCl electrodes and Gel102 conductive EEG paste. A digital camera was used to video-record the experiment. All behavioral experiments were performed during the animals’ light cycle.

EEG recordings were classified using the Biopac Acqknowledge software by an experienced
electroencephalographer blind to treatment into a single best category: normal, low-voltage fast, spikes, spike-waves, or evolving electrographic seizure. Video clips paired to each EEG recording were classified into one of the following categories to further assess the animal’s brain state: sleep (i.e. no change), awakening (animal is alert and exploring), absence seizure (animal is immobile and appears frozen for the duration of stimulation, but returns to a sleeping state once stimulation ends), or convulsive seizure. All observed behavioral responses could be classified into one of these categories. Band power in Figure 2.4 was quantified using Matlab’s ‘bandpower’ function and normalized by the signal’s total power from 0 Hz to one half the sampling rate (500 Hz).

2.2.7 In vivo electrophysiology

Upon completion of ofMRI and EEG behavioral experiments, in vivo electrophysiology experiments were performed in a subset of animals. Animals were anesthetized with 5% isoflurane for induction and maintained at 2-3% until any craniotomies were complete. Isoflurane was kept at 0.8-1.2% during the recording session, and artificial tears were applied to the eyes. Recordings in Figure 2.9 and Figure 2.11 were performed under ventilation conditions identical to fMRI experiments. After securing the animal within a stereotactic frame, small craniotomies were performed using a dental drill above the region of interest. For stimulation, the cannula implanted at central thalamus was connected to a 473 nm laser source (Laserglow Technologies) with an output power level of 2.5 mW via an optical fiber. The cannula implanted at zona incerta was connected to a 593 nm laser source (Laserglow Technologies) calibrated to 2.5-3.0 mW. An acute 16-channel microelectrode array was targeted to the recording site using stereotactic instruments (NeuroNexus Technologies; A1x16 standard model linear electrode array for local and cortical recordings; V1-16-Poly2 polytrode array for ZI recordings; 0.35±0.5 MOhm impedance). A stainless steel reference screw was placed above the cerebellum. Continuous field potential and single unit spiking events were recorded using the Plexon omniplex system with plexcontrol software (Plexon Inc., TX, USA). When only ChR2 was activated, recordings were performed for 20 seconds without stimulation, followed by repeated stimulation cycles (20 s on, 40 s off) at 10, 40, or 100 Hz with 30% duty cycle. When ChR2 and eNpHR were activated together, the
same stimulation paradigm was followed, except that a 30 s period of continuous 593 nm light delivery began 5 s before the onset of ChR2 excitation. When only eNpHR was activated (Figure 2.11D), a 20 or 30 s period of continuous 593 nm light delivery was used, with 40 or 30 s periods of no light delivery between repeated cycles, respectively. For single unit responses, the Plexon multichannel acquisition processor was used to amplify and band-pass filter the neuronal signals (150 Hz - 8 kHz). Signals were digitized at 40 kHz and processed to extract action potentials in real-time. To separate the field potential, we used a low-pass filter (200 Hz cutoff frequency, 4-pole Bessel filter) and downsampled signals to 1 kHz. Simultaneous EEG data was collected at 1 kHz during zona incerta recordings in Figure 2.9 using the MP150 data acquisition unit and EEG100C amplifier (Biopac).

2.2.8 Zona incerta electrophysiology analysis

For the analysis in Figure 2.9, field potential recordings were high pass filtered with a cutoff frequency of 2 Hz to eliminate respiratory artifacts. Spindle-like oscillations (SLOs) occurring during the stimulus were then quantified on a per trial basis using a post-hoc custom algorithm. Briefly, an SLO was identified when the recording’s magnitude reached at least 6 standard deviations above its mean absolute value. If the recording did not exceed this value for the preceding 500 ms, and was above this value for at least 2% of samples over the next 500 ms, an SLO was counted. This method of quantification accurately captured the large-amplitude oscillations that could be visually discerned (see Figure 2.9D).

2.2.9 Fluorescence imaging and immunohistochemistry

Upon completion of in vivo ofMRI, behavioral, and electrophysiology experiments, rats were deeply anesthetized with isoflurane in a knockdown box and transcardially perfused with 0.1M PBS and ice-cold 4% paraformaldehyde (PFA) in PBS. Brains were extracted and fixed in 4% PFA overnight at 4°C. The brains were equilibrated in 10%, 20%, and then 30% sucrose in PBS at 4°C. Coronal sections (50 µm) were prepared on a freezing microtome (HM 430 Sliding Microtome, Thermo Scientific Inc.). Consecutive sections (500 µm apart) were mounted and examined
with a fluorescence microscope (Leica EL6000). For quantitative immunohistochemistry (Figure 2.1), free-floating sections were processed with 5% normal donkey serum, and 0.4% Triton X-100 for 60 min. Sections were then exposed at 4°C for 48 hr to primary antibodies against mouse monoclonal CaMKIIα (CaMKIIα, 1:500, 05-532, Millipore, Billerica, MA). After washing with PBS, sections incubated for 2 hr at room temperature with Alexa Fluor 647-conjugated AffiniPure donkey anti-mouse IgG (1:250, Jackson Laboratories, West Grove, PA). Slices were then washed and mounted (DAPI-Fluoromount G, SouthernBiotech, Birmingham, AL). Immuno-fluorescence was assessed with a laser confocal microscope (Leica CTR 6500).

For high-resolution, whole-brain fluorescence imaging (Figure 2.2A, Figure 2.9H, and Figure 2.5), frozen brains were embedded using stainless steel Tissue-Tek base molds and Neg-50 embedding medium (Richard-Allan Scientific (Thermo); n = 2 animals) [PTJ13]. Post-freezing, the Neg-50 embedded brain was sectioned on a Microm HM550 cryostat using the tape-transfer method with all sections mounted directly onto slides. Alternating sections, cut at 20 μm, were separated to form two distinct series per brain. One slide series of the sectioned material was processed for Nissl cell body staining, using a thionin-based protocol and coverslipped with DPX mounting medium. The alternate series was dehydrated and directly coverslipped with DPX for fluorescence imaging. Whole-slide digital imaging was performed using a Hamamatsu NanoZoomer 2.0-HT system at 0.46 μm/pixel, with fluorescence scans at 12-bit depth using a tri-pass filter cube. Following data conversion to lossless jp2 (JPEG2000), individual brain sections were aligned and registered using rigid 2-D image transformation.

### 2.2.10 Statistics

All statistical tests were performed in Matlab. Non-parametric tests were used throughout the analysis. For in vivo electrophysiology measurements at thalamus and zona incerta, one-tailed Wilcoxon signed-rank tests were used to evaluate changes in firing rate between the pre-stimulation and stimulation periods. For measurements at sensory cortex in Figure 2.7G, a two-tailed version of the test was used to evaluate either increases or decreases in firing rate. One-sided Wilcoxon rank sum tests were used to evaluate differences in SLO occurrence (Figure 2.9E), as well as
changes in cortical or incertal firing when eNpHR activation was coupled with central thalamus stimulation (Figure 2.11F,H). For electrophysiology results, independence was assumed between repeated trials. All other assumptions for these tests were satisfied. For volumetric comparisons in Figure 2.4E-G, one-sided Wilcoxon signed-rank tests were used to identify increases in the volume of BOLD activation between 10 and 40 Hz and 10 and 100 Hz (corrected for multiple comparisons). Note that variance was generally similar across groups being compared. Significance was determined at the \( \alpha = 0.05 \) cutoff level. No statistical methods were used to estimate sample size. All statistical tests used to compare changes with frequency (Figure 2.4E-G, and Figure 2.5B) were performed pairwise, with an equal number of animals used for each frequency.

2.3 Results

2.3.1 High-frequency stimulation of central thalamus relay neurons drives widespread forebrain activation \textit{in vivo}

To investigate the specific role of central thalamus, we applied optogenetic techniques to control relay cells in a spatially and temporally precise manner. We performed a stereotactic injection in the right CL and PC intralaminar nuclei of central thalamus with adeno-associated virus carrying channelrhodopsin-2 (ChR2) and the fluorescent reporter protein EYFP under control of the CaMKII\( \alpha \) promoter. This promoter is expressed primarily in excitatory neurons, the vast majority of which in thalamus are relay cells [Smi08, EHK13]. 35% of cells identified within the bulk injection area were EYFP-positive, and 97% of EYFP-positive cells co-expressed CaMKII\( \alpha \), indicating high sensitivity for stimulation of excitatory neurons (\( n = 2 \) rats, 831 cells; Figure 2.1). While ChR2-EYFP expression extended beyond these two nuclei (Figure 2.2A), targeted stimulation of the intralaminar nuclei was achieved by (a) stereotactic placement of the implanted optical fiber, as confirmed with high-resolution T2-weighted structural MR images (Figure 2.2B,C), and (b) spatially restricted illumination (Figure 2.2A,B). We initially injected and cannulated 47 rats using the central thalamus as the stereotactic target (-3.2 mm AP, +1.5 mm ML, -5.5 mm DV). However, the intralaminar nuclei are relatively small and difficult to accurately target. We there-
fore used only a subset of these animals based on the empirically observed distribution of optical fiber tip locations using T2-weighted MRI scans (Figure 2.2B; < 0.85 mm distance from target coordinate). Of the 18 rats that had an accurately localized implant location, two exhibited a general absence of fMRI activity - most notably at the site of stimulation - and were excluded, leaving 16 animals for further analysis.

In order to achieve a small volume of directly excited tissue limited to the intralaminar nuclei, we used a 62.5 μm diameter optical fiber. Assuming that an intensity of 1 mW/mm² is required for ChR2 activation [AWZ07], the specific power exiting from the fiber optic’s tip in these experiments (2.5 mW) corresponds to a penetration depth of 1.08 mm and a volume of 0.08 mm³ over which ChR2+ neurons can be excited. Figure 2.2A illustrates this penetration depth and activation cone (11.7 degree half-angle of divergence) to scale with the targeted nuclei, showing that stimulation is well restricted to the central thalamus. These two factors (MR-validated stereotactic fiber placement and a small volume of excited tissue) suggest that the effects reported here primarily derive from stimulation of excitatory relay neurons within the central thalamus.

Figure 2.1: **Specificity of ChR2 targeting for CaMKIIα-positive cells.** Immunohistochemistry confirms the specific targeting of ChR2-EYFP to CaMKIIα-positive neurons in central thalamus. 35% of cells identified within the bulk injection area were EYFP-positive, and 97% of EYFP-positive cells co-expressed CaMKIIα (n = 2 rats, 831 cells). Scale bar, 10 μm.
Figure 2.2: **Targeted stimulation of central thalamus evokes positive BOLD changes and increases in neuronal firing at the site of stimulation.** (A) Representative wide-field fluorescence image shows robust ChR2-EYFP expression throughout central thalamus, overlaid with the estimated cone of excited tissue shown to scale. (B) Empirically observed locations of fiber optic implants in initial cohort of 47 rats, estimated using high-resolution structural MRI scans. 18 of these animals had implant locations that were accurately localized to the central thalamus (< 0.85 mm from target site, shown as dashed circle and cross). Two were excluded based on lack of thalamic activation, leaving n = 16 rats for further analysis. Black dots indicate implant coordinates of 16 animals used for analysis. Gray dots indicate implant coordinates of 31 rejected animals. (C) Representative T2-weighted anatomical MRI scan used to estimate implant location, marked with arrow. (D) Schematic of 23 coronal slices acquired during ofMRI experiments. Slice numbers correspond to activation maps in Figure 2.4. (E) Average time series of significantly modulated voxels within the ipsilateral thalamus ROI (see Figure 2.4D) exhibit robust positive BOLD responses during repeated 20 s periods of stimulation at 10, 40, and 100 Hz, indicated by blue bars. Values are mean s.e.m. across animals (n = 16, 10, and 16 for each frequency, respectively). (F) Diagram of local in vivo optrode recordings during optical stimulation of central thalamus. Inset shows spike waveforms of recorded neurons. (G) Representative peri-event time histogram of a recorded neuron showing the increase in firing rate within central thalamus during optical stimulation at each of the three frequencies tested.
To explore the anatomical connectivity of transfected neurons in central thalamus, we collected ex vivo fluorescence microscopy images of ChR2-EYFP expression. Due to the spread of viral transfection (Figure 2.2A), it is possible that the reported fluorescence reflects projections from adjacent thalamic nuclei as well. Nevertheless, in agreement with known projection systems of central thalamus, EYFP-expressing axons were observed throughout forebrain, including frontal cortex and striatum (Figure 2.3). In particular, the medial prefrontal, lateral prefrontal, cingulate, motor, and sensory cortices all received strong projections. This input was highly convergent at the superficial layers, with moderate but weaker projections present in middle layers as well. Furthermore, projections were significantly restricted to the hemisphere ipsilateral to virus injection for both cortex and striatum. While these anatomical connections provide a strong foundation for understanding how central thalamus can influence brain state, they do little to explain the dynamic nature of these circuits - for example, how stimulation of central thalamus at different frequencies can lead to distinct behavioral responses [HJ49, VVV97]. Therefore, to dissect the functional significance of these massive forebrain projections and visualize the large-scale spatial and temporal dynamics evoked by central thalamus stimulation, we combined optical stimulation with simultaneous in vivo whole-brain functional imaging [LDG10].

During optogenetic fMRI experiments, twenty-three coronal slices with $0.5 \times 0.5$ mm$^2$ in-plane resolution and 0.5 mm thickness were acquired at a frame rate of 750 ms using spiral k-space trajectories and a sliding window reconstruction algorithm to achieve high spatiotemporal resolutions with whole-brain coverage (bregma +5.2 to -5.3 mm; Figure 2.2D) [FL13]. Novel inverse Gauss-Newton methods were also used to correct for possible motion artifacts and optimize the robustness of detecting optogenetically-evoked responses [FL13]. For each experiment, we delivered 20 s periods of stimulation every minute for 6 minutes at 10, 40, or 100 Hz. This form of continuous steady-state stimulation mimics the approach used in clinical DBS and has been showed to evoke robust fMRI responses with optogenetic stimuli [LDG10, DCC15, WFL15]. Indeed, stimulation at all three frequencies resulted in a robust positive blood-oxygen-level-dependent (BOLD) signal at the site of stimulation that was highly synchronized to light delivery, increased upon optical activation, and gradually returned to baseline following the end of stimulation (Figure 2.2E). To confirm that this BOLD signal reflected underlying neuronal firing
patterns, we next performed simultaneous single-unit recordings with stimulation using an optrode at the central thalamus (Figure 2.2F). In agreement with the fMRI signal, stimulations at 10, 40, and 100 Hz all resulted in robust increases in the local neuronal firing rate (Figure 2.2G; \( n = 5 \) neurons, \( P < 0.05 \), Wilcoxon signed-rank test between the 20 s pre-stimulation and stimulation periods, 12 trials for each neuron).

Both locally in the thalamus and at downstream, synaptically connected brain regions, the frequency of stimulation was a critical parameter in determining the extent of ipsilateral and contralateral BOLD activation - defined here as positive BOLD signals significantly synchronized to the block stimulation paradigm. In general, a much larger volume of brain tissue was activated...
by stimulation at 40 and 100 Hz compared to 10 Hz, with frontocortical areas and striatum being strongly activated at high frequencies (Figure 2.4A-C). To quantify these spatial differences in recruitment patterns, we calculated the total volume of positive and statistically significant BOLD signals evoked by stimulation in select ROIs (Figure 2.4D). This difference in activation volume between low (10 Hz) and high (40 or 100 Hz) stimulation frequencies was significant at the thalamus, striatum, and medial prefrontal, lateral prefrontal, cingulate, motor, and sensory cortices (Figure 2.4E-G). Striatal activity was primarily localized to the dorsal sector, with negligible activity occurring in the ventral region (Figure 2.4B,C). Furthermore, BOLD activation was generally restricted to the ipsilateral hemisphere, although activation volumes in the contralateral striatum, lateral prefrontal cortex, motor cortex, and sensory cortex were all significantly greater during 100 Hz stimulation compared to 10 Hz stimulation (Figure 2.4F-H).

These results provide a direct, region-specific visualization of the widespread driving effect that central thalamus has been shown to exert over forebrain, and link prior anatomical and physiological studies on arousal regulation to spatially precise and quantitative measures of cortical and striatal activation. For example, the evoked responses are consistent with the unilateral nature of thalamocortical projections (Figure 2.3), but reveal that the contralateral cortex can still be modulated by unilateral stimulation of central thalamus, particularly at high frequencies. Importantly, stimulation of other thalamic nuclei failed to evoke similarly widespread activity in the striatum and cortex (Figure 2.5A). Furthermore, large differences in forebrain activation between 10 and 40 Hz stimulations were not observed for other forms of subcortical stimulation (Figure 2.6B), suggesting this is a distinct property of central thalamus.

Throughout these experiments, a constant duty cycle of 30% was used to maintain the total amount of light delivery across frequencies and control for possible heating artifacts [CWS13]. Because we wished to keep a 20 s pulse train for all stimulation frequencies and avoid possible differences introduced by neuronal adaptation, maintaining a constant duty cycle required unique pulse widths for each frequency (i.e. 30, 7.5, and 3 ms for 10, 40, and 100 Hz, respectively). To rule out the possibility that these changes in pulse width were the primary cause of the above differences in forebrain recruitment, we repeated stimulations while maintaining a 3 ms pulse
**Figure 2.4:**
Figure 2.4: **Spatial characterization of evoked fMRI signals.** (A-C) Average coherence maps of brain-wide activity during stimulation of excitatory central thalamus relay neurons at 10, 40, and 100 Hz. Warm colors indicate positive BOLD responses, while cool colors indicate negative BOLD responses. (D) Regions of interest (ROIs) used for quantitative analysis of spatial ofMRI activation patterns. (E) The amount of active volume (positive signal with coherence > 0.35) in the ipsilateral thalamus is significantly greater during 40 and 100 Hz stimulations than 10 Hz stimulation. Thalamic recruitment is relatively limited on the contralateral side. (F) Activation of the contralateral striatum is limited across frequencies, although there is an increase from 10 to 100 Hz. (G) Medial and lateral prefrontal cortex exhibit a significantly greater volume of activation during 40 and/or 100 Hz stimulation than 10 Hz stimulation. Activity in the contralateral hemisphere is limited across all tested frequencies, although there is an increase from 10 to 100 Hz. (H) Activation of cingulate, motor, and somatosensory cortex is each greater during 40 and 100 Hz stimulations than 10 Hz stimulation. The contralateral motor and sensory cortices are also activated to a greater extent during 40 and/or 100 Hz stimulation. Scale bars in panels A through C represent 2 mm. Asterisks in panels E through H indicate significant differences for 10 versus 40 Hz and 10 versus 100 Hz stimulations. * P < 0.05, ** P < 0.005, *** P < 0.001, one-sided Wilcoxon signed-rank tests, corrected for multiple comparisons. Error bars represent mean s.e.m. across animals. n = 16, 10, and 16 animals for 10, 40, and 100 Hz, respectively. Abbreviations are as follows: i- (ipsilateral), c- (contralateral), Cg (cingulate cortex), MC (motor cortex), MPFC (medial prefrontal cortex), LPFC (lateral prefrontal cortex), SC (sensory cortex), Str (striatum), Th (thalamus).

Visualization and quantification of evoked fMRI responses show that the increase in cortical and striatal activation with frequency was preserved (Figure 2.6A,B). These data suggest that stimulation frequency was the primary factor in modulating forebrain fMRI activation.

## 2.3.2 Central thalamus stimulation frequency controls cortical excitation/inhibition balance

We next examined the temporal dynamics of cortical responses evoked during low- and high-frequency central thalamus stimulation. Despite targeted activation of excitatory neurons, the somatosensory cortex exhibited a strong negative BOLD signal during 10 Hz stimulation, suggesting a suppression of baseline activity (Figure 2.4A and Figure 2.7A,B). In stark contrast, central thalamus stimulations at 40 and 100 Hz led to positive changes in the BOLD signal at the somatosensory cortex (Figure 2.4B,C and Figure 2.7A,B). Thus, stimulation of the same excitatory population at different frequencies resulted in completely opposite responses at a down-
Figure 2.5: **Widespread and frequency-dependent recruitment of forebrain with optogenetics is distinct to stimulation of intralaminar nuclei of central thalamus.** (A) Volumes of striatal and cortical activation (i.e. positive BOLD signals with coherence greater than 0.35) during 40 Hz stimulation of central thalamus, presented with activation volumes during stimulation of other thalamic nuclei. Central thalamus is the only target to result in significant recruitment of striatum and prefrontal and frontal cortical regions. (B) Comparison of frequency dependent effects of central thalamus stimulation with those of intermediate hippocampus (IH) stimulation. Unlike central thalamus stimulation, which recruits significantly more volume in striatum, motor cortex, and sensory cortex at 40 Hz than at 10 Hz (* P < 0.05, ** P < 0.005, *** P < 0.001; one-sided Wilcoxon signed-rank test), recruitment of these regions during hippocampal stimulation does not exhibit a significant dependence on frequency. Note that activation data was not available (N/A) at MPFC or LPFC for hippocampus stimulation due to differences in field of view. Abbreviations are as follows: i- (ipsilateral), c- (contralateral), Cing. ctx (cingulate cortex), MPFC (medial prefrontal cortex), LPFC (lateral prefrontal cortex), Sens. ctx (sensory cortex).
Figure 2.6: *The frequency-dependent recruitment of forebrain by central thalamus and its control over cortical BOLD signal polarity are preserved when pulse width is held constant.*

(A) Representative coherence map of brain-wide activity during stimulation of excitatory central thalamus relay neurons at 10, 40, and 100 Hz using a constant pulse width of 3 ms. Warm colors indicate positive BOLD responses, while cool colors indicate negative BOLD responses. (B) Quantification of positive BOLD responses in cortex and striatum (n = 3 animals). Gray lines indicate animal-specific results, normalized to 100 Hz stimulation. Black lines indicate the average across animals. All six regions exhibit an increase in recruitment with frequency, consistent with the study’s main results when pulse width was varied to keep the duty cycle and total amount of light delivery constant. ROIs are the same as those used in Figure 2.4. (C) Hemodynamic response functions evoked in somatosensory cortex during 10, 40, and 100 Hz stimulation of central thalamus using a constant pulse width of 3 ms. Consistent with the study’s main results, a negative BOLD signal is evoked at 10 Hz, while slow and fast positive BOLD responses are evoked at 40 and 100 Hz, respectively.
stream target. Importantly, these responses were preserved when pulse width was held constant in control experiments, indicating that stimulation frequency was the primary factor controlling this effect (Figure 2.6A,C).

While previous studies have hinted at similar findings of frequency-dependent polarity changes [LAM10, WFL15], downstream positive and negative BOLD signals that result from selective stimulation of excitatory neurons at distinct frequencies have not yet been visualized and validated with electrophysiology. To define the neuronal underpinnings of these signals, we therefore performed single-unit extracellular recordings in the somatosensory cortex during central thalamus stimulation (Figure 2.7C). In agreement with the BOLD activity observed during ofMRI experiments, 10 Hz stimulation resulted in a decrease in neuronal firing rate between pre-stimulation and stimulation periods (Figure 2.7D,E; n = 9 of 11 recorded neurons). Conversely, stimulations at 40 and 100 Hz both led to increases in neuronal firing (Figure 2.7D,E; n = 11 of 11 recorded neurons). Because the evoked firing rates appeared to change over the course of stimulation, we specifically compared the pre-stimulation firing rate to the average firing rates during consecutive 5 s periods of the 20 s stimulus (i.e. 0-5 s, 5-10 s, 10-15 s, and 15-20 s; uncorrected P < 0.05, Wilcoxon signed rank test; 17 trials for each neuron). Interestingly, the decrease in firing rate during 10 Hz stimulation occurred primarily over the interval from 5 to 15 s after stimulation began, while the increase in firing rate during 40 Hz stimulation occurred primarily over the first 10 s. On the other hand, the increase in neuronal firing rate during 100 Hz stimulation was generally maintained throughout the 20 s stimulation period. Such differences may reflect short-term plasticity of the thalamocortical pathway, which has previously been shown to exhibit frequency-dependent properties [CC96a, CC96c]. Peri-stimulus time histograms also revealed that spike events occurring during inhibition had a non-uniform distribution over time, which peaked between 6 and 34 ms after light onset (Figure 2.8). These data suggest that the glutamatergic thalamocortical input at 10 Hz sometimes generated action potentials. Notably, however, not every light pulse resulted in an immediate action potential.

Together, these ofMRI and electrophysiological data indicate that neuronal activity throughout somatosensory cortex is suppressed at low frequencies of central thalamus stimulation and
Figure 2.7: The sign of evoked cortical activity depends on the frequency of central thalamic stimulation. (A,B) 10 Hz stimulation of central thalamus evokes a strong negative BOLD signal throughout ipsilateral somatosensory cortex, while 40 and 100 Hz stimulations evoke positive responses. Time series come from the sensory cortex ROI defined in Figure 2.4D. Hemodynamic response function (HRF) shows the average response to a single 20 s period of stimulation, indicated by blue bar. Error bars represent mean s.e.m. across animals. n = 16, 10, and 16 for 10, 40, and 100 Hz, respectively. (C) Diagram of in vivo recordings at somatosensory cortex during stimulation of excitatory central thalamus relay neurons. Inset shows spike waveforms of recorded neurons. (D,E) Representative peri-event time histogram of a recorded neuron, and corresponding quantification of firing rate during the 20 s periods before, during, and after stimulation. Neural firing rate decreased within the somatosensory cortex during 10 Hz central thalamus stimulation, but increased during 40 and 100 Hz stimulations (n = 17 trials each, * P < 0.05, *** P < 0.001 pre vs. ON, two-tailed Wilcoxon signed-rank test). Values are mean s.e.m.
Figure 2.8: **Cortical spikes that occur during periods of inhibition driven by 10 Hz central thalamus stimulation exhibit a non-uniform distribution over time.** (Top figure) Average peristimulus time histograms (PSTHs) of spike events in somatosensory cortex during 10 Hz central thalamus stimulation for six animals. Analysis was restricted to the 5 s time bin with the greatest number of neurons inhibited for each animal. PSTHs were calculated by aligning spike counts to the onset of individual 30 ms light pulses, summing over the 50 pulses delivered during the 5 s stimulation period, averaging across trials, and binning at 5 ms intervals for each inhibited neuron. Histograms were normalized by the corresponding spike count value during the 20 s pre-stimulation baseline period (represented by the dashed red line), and averaged across neurons for each animal. Blue rectangles represent the 30 ms light pulse. Note that spike events are reduced relative to baseline for the majority of the 100 ms inter-stimulus period, but spike events that do occur have a non-uniform distribution that peaks 6-34 ms after stimulus onset. These patterns suggest that some thalamic stimuli induce spike events in cortex, despite the net suppression of activity relative to pre-stimulation levels. Animals presented include four used for combined ChR2-eNpHR electrophysiology experiments in Figure 2.11. (Bottom table) Summary of PSTH peak latencies and spike fidelity for inhibited neurons in somatosensory cortex. Peak latency was defined as the 5 ms bin with highest spike count for each neuron’s PSTH. Spike fidelity represents the percentage of light pulses in the given 5 s bin of inhibition that evoke at least one spike during the 30 ms pulse. Values represent mean ± s.t.e. across cells in the figure and table.
increased at high frequencies of stimulation. Because our stimulations were restricted to excitatory neurons with cell bodies located in central thalamus, the causal relationship between stimulation frequency and cortical excitation/inhibition can be attributed to the neurons’ initial firing pattern. These results add to a growing body of literature in systems neuroscience suggesting that a neuronal population’s firing pattern can have vastly different - even opposite - effects on downstream regions depending on its specific temporal code [DM43, LAM10, MBE14, WFL15].

2.3.3 Low-frequency central thalamus stimulation drives incertal oscillations

Given that stimulation was restricted to excitatory neurons, we hypothesized that the suppression of cortex during 10 Hz stimulation might be related to the frequency-dependent modulation of a GABAergic population. We chose to investigate the response properties of the zona incerta (ZI), which has been implicated in providing a powerful GABAergic modulation of 10 Hz spike-wave activity in spontaneous absence seizures in the rat [SLC13]. Anatomically, ZI sends direct GABAergic projections to somatosensory thalamic nuclei and sensory cortex [NCL95, KM99, BFA02]. Functionally, ZI has also been shown to selectively gate sensory information processing in higher-order thalamic nuclei through GABAergic inhibition [TK04, LUD05, TBM06]. To investigate the involvement of zona incerta, we performed single-unit and field potential electrophysiology recordings in this region during simultaneous optogenetic stimulation of central thalamus at 10 or 40 Hz (Figure 2.9A). EEG recordings were simultaneously collected in frontal cortex to directly evaluate the relationship between ZI activity and whole-brain arousal state, which is typically measured with forebrain EEG. The zona incerta was targeted using stereotactic localization and the well-defined somatotopic representation of this region [NCL92]. The electrode was targeted to -3.96 mm AP, +2.2-2.6 mm ML, +6.7-7.2 mm DV from dura. The zona incerta was identified according to a compatible depth reading, spike latencies consistent with a polysynaptic response (on the order of 10 ms; Figure 2.9B), and a receptive field that responds to contralateral whisker stimulation, which zona incerta is known to possess [NCL92]. The electrode was initially lowered through the dorsal part of the VP thalamus (approximately 1.5 mm above zona incerta), which also responds to whisker stimulation, until the recorded neurons did
Figure 2.9: Frequency-dependent spindle-like oscillations are evoked in zona incerta (ZI).  
(A) Diagram of in vivo recordings at zona incerta and simultaneous EEG recordings in frontal cortex during optical stimulation of central thalamus in anesthetized animals. (B) Representative peri-event time histograms of spiking activity from recorded ZI neurons aligned to the onset of individual light pulses, summed over all pulses and trials. Peak spike latencies are approximately 10 and 8 ms for 10 Hz (left) and 40 Hz (right) stimulations, suggesting that recordings are performed at least one synapse away from the stimulated population in central thalamus. Schematics at top illustrate the 30% duty cycle pulse trains which lasted 20 s for each frequency. (C) Representative peri-event time histograms over the 20 s period of stimulation show increases in ZI firing during 10 and 40 Hz stimulations. Among the 28 isolated single-units in zona incerta (n = 2 animals), most exhibited a significant increase in firing rate during stimulation (n = 26 and 22 out of 28 neurons, respectively; P < 0.05, one-tailed Wilcoxon signed-rank test with 20 trials for each cell). (D) Representative field potential recordings from the same channel and trial number during 10 Hz (top) and 40 Hz (bottom) stimulation of central thalamus. Four amplitude-modulated, spindle-like oscillations (SLOs) are evoked during 10 Hz stimulation (marked by black triangles), while none are evoked during 40 Hz stimulation. Inset shows a zoomed-in SLO.  
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Figure 2.9: (E) The number of SLOs was greater during 10 Hz stimulation than 40 Hz stimulation across 11 of 12 available channels (n = 2 animals, 20 trials each, P < 0.01, one-tailed Wilcoxon rank sum test). (F) When more than one SLO was evoked within the same 20 s period of 10 Hz stimulation, the distribution of inter-event intervals was centered at 6.6 ± 0.2 s (s.e.m.). (G) Representative EEG recordings collected in frontal cortex during central thalamus stimulation and simultaneous ZI recordings. 10 Hz stimulation evokes a spike-wave response, which is associated with loss of consciousness and perceptual awareness, while 40 Hz stimulation evokes a low-voltage fast response indicative of arousal. (H) ChR2-positive processes were observed in zona incerta, providing a basis for its recruitment during stimulation of central thalamus. i.c.: internal capsule.

not respond to such a stimulus. The electrode was then lowered for another 1.5 mm until the recorded neurons fired in response to whisker stimulation, indicating the zona incerta had been reached.

Out of 28 isolated ZI neurons, the majority exhibited increases in their firing rate during central thalamus stimulation at both 10 and 40 Hz (Figure 2.9C; n = 26 and 22, respectively; P < 0.05, Wilcoxon signed rank test between the 20 s pre-stimulation and stimulation periods, 20 trials for each neuron). However, a key difference was that large, amplitude-modulated spindle-like oscillations (SLOs) in the field potential occurred significantly more often during 10 Hz stimulation than 40 Hz stimulation (Figure 2.9D,E). These oscillations exhibited an inter-event interval centered around 6.6 ± 0.2 s (s.e.m.), similar to those observed in thalamus during sleep onset [CDS97] (Figure 2.9F). Consistent with this, simultaneous EEG recordings in frontal cortex revealed strong spike-wave modulation during 10 Hz stimulation and lower amplitude, fast oscillations during 40 Hz stimulation, which are associated with loss of consciousness and aroused brain states, respectively (Figure 2.9G). EYFP-expressing axons were also observed in zona incerta (Figure 2.9H), indicating that central thalamus relay neurons may have direct connections to zona incerta and providing a possible anatomical substrate for these responses.
2.3.4 Cortical inhibition driven by central thalamus stimulation depends on evoked incertal activity

The observation of spindle-like oscillations in zona incerta during 10, but not 40, Hz central thalamus stimulation indicates that this region can be uniquely engaged by central thalamus-driven networks. However, it remains unknown whether the evoked activity in zona incerta plays a causal role in driving the frequency-dependent inhibition of somatosensory cortex. To address this question, we injected the inhibitory opsin halorhodopsin (eNpHR) fused to the mCherry fluorescent marker and controlled by the pan-neuronal hSyn promoter into zona incerta of four animals expressing ChR2-EYFP in central thalamus (Figure 2.10, Figure 2.11A,B.). Two new stimulation paradigms were explored: (1) 20 or 30 s continuous eNpHR activation, and (2) 20 s, 10 Hz central thalamus stimulation performed within a 30 s period of continuous eNpHR activation. Single-unit recordings were performed simultaneously at the zona incerta and sensory cortex during concurrent activation of these two opsins (Figure 2.11C).

Figure 2.10: Wide-field fluorescence image of eNpHR expression in zona incerta, overlaid with the estimated cone of activated eNpHR (i.e. inhibited neurons) shown to scale. Penetration depth and volume were calculated to be 0.64 mm and 0.024 mm$^3$, respectively, using the methods described in (54) and a threshold light intensity of 5 mW/mm$^2$ (104). The optical fiber had a diameter of 105 $\mu$m, NA of 0.22, and half-angle of divergence of 9.3$^\circ$. Penetration depth and activation volume correspond to an optical power of 3 mW exiting the fiber optic’s tip. Stimulation coordinate corresponds to -3.96 mm AP, +2.4 mm ML, and -6.7 mm DV. The thalamic reticular nucleus, another region of dense GABAergic neurons, is shown for reference.
Among the 70 neurons recorded in zona incerta, delivery of 593 nm light resulted in a decrease in firing for 62 cells (P < 0.05, Wilcoxon signed rank test between 20 s pre-stimulation period and 20 or 30 s stimulation period, 15-20 trials for each neuron), indicating that illumination of halorhodopsin was successful in suppressing incertal activity. The evoked decrease in neuronal firing rate typically lasted throughout the duration of 593 nm light delivery (Figure 2.11D). When halorhodopsin activation in ZI was paired with 10 Hz stimulation of central thalamus, the previously described increase in incertal firing (Figure 2.9C) was disrupted. In 60 out of 70 neurons, the difference in incertal firing rate between the 20 s 10 Hz central thalamus stimulation period and the pre-stimulation period was significantly reduced with concurrent eNpHR activation (Figure 2.11F; P < 0.05, one-sided Wilcoxon rank sum test, n = 10-20 trials). Figure 2.11E illustrates the suppression of zona incerta activity throughout the 20 s period of 10 Hz central thalamus stimulation in a representative neuron. These data indicate that activation of halorhodopsin significantly suppressed the incertal firing evoked by 10 Hz central thalamus stimulation, and successfully disrupted incertal processing.

To determine whether this suppression of zona incerta affected the cortical activity driven by central thalamus stimulation, we quantified the changes in somatosensory cortex firing rate evoked by ChR2 activation with and without illumination of eNpHR. 76 somatosensory cortex neurons were recorded, and the 20 s period of central thalamus stimulation was divided into four 5 s bins as before. Consistent with the data presented in Figure 2.7, 68 cells (89%) exhibited a decrease in firing during 10 Hz stimulation of central thalamus (uncorrected P < 0.05, Wilcoxon signed rank test; 10-15 trials for each neuron). Strikingly, however, suppression of zona incerta activity with eNpHR reversed this effect. Across animals, 50 out of 76 neurons (66%) exhibited reduced inhibition when central thalamus stimulation was paired with eNpHR activation (Figure 2.11H; P < 0.05, Wilcoxon rank sum test over 1 s bins; 10-20 trials for each neuron). Indeed, a fraction of cells switched from inhibitory responses to excitatory ones. Figure 2.11G illustrates the firing patterns of one cell that exhibited an inhibitory response during 10 Hz central thalamus stimulation that was eliminated when zona incerta was simultaneously suppressed with eNpHR. Collectively, these data suggest that incertal activity during 10 Hz central thalamus stimulation has a net inhibitory effect on somatosensory cortex. In support of this influence being through di-
Figure 2.11: **Cortical inhibition driven by 10 Hz central thalamus stimulation depends on normal incertal processing.** (A) Wide-field fluorescence image shows robust eNpHR-mCherry expression spatially localized to the right zona incerta. Scale bar, 1 mm. (B) Confocal images show eNpHR-mCherry localized to somatic membrane of neurons in zona incerta. Scale bar, 10 µm. 209 out of 882 DAPI-stained cells co-expressed mCherry in ZI (24%, n = 2 animals). (C) Schematic of cortical electrophysiology recordings during 10 Hz stimulation of central thalamus and continuous (cont.) inhibition of zona incerta using ChR2 and eNpHR, respectively. (D) Peri-event time histogram of a representative neuron in zona incerta whose firing rate is suppressed during activation of eNpHR with 593 nm light. (E) Peri-event time histogram of a representative neuron in zona incerta whose firing rate remains suppressed throughout the period of 10 Hz central thalamus stimulation during eNpHR activation (compare to Figure 2.9C). (F) Activation of eNpHR in zona incerta significantly reduces the change in incertal firing rate evoked by 10 Hz central thalamus stimulation in 60 of 70 neurons (P < 0.05, one-sided Wilcoxon rank sum test). Changes in firing rate are normalized to pre-stimulation levels. (G) Peri-event time histograms from a representative cortical neuron show that the inhibitory response evoked by 10 Hz central thalamus stimulation is reversed by simultaneously suppressing activity in zona incerta. Firing rates are normalized to the average pre-stimulation values.
rect anatomical connections, mCherry-positive axons were observed in the sensory cortex (Figure 2.11I), consistent with previous reports of incerto-cortical projections [LNS90]. These findings present a conceptually novel role of zona incerta in central thalamus arousal circuits.

2.3.5 Central thalamus stimulation modulates brain state in a frequency-dependent manner

Finally, to relate these findings more directly to behavior associated with central thalamus arousal circuits and previous electrical stimulation studies, we performed 10, 40, and 100 Hz stimulations in asleep, unanaesthetized animals with simultaneous video and EEG recordings. Control (pre-stimulus) activity was consistent across frequencies of stimulation, as quantified with EEG band power in delta, theta, alpha, and beta bands (Figure 2.12). During 10 Hz stimulation, the majority of animals exhibited behavior indicative of an absence seizure, including freezing and behavioral arrest throughout stimulation followed by a return to sleep (Figure 2.13A; n = 4/7). In addition, the most common EEG response was a transition to slow spike-wave discharges (Figure 2.13B,C; n = 5/7), which are typically associated with loss of consciousness [MV65]. In stark contrast, stimulations at 40 and 100 Hz resulted in behavioral transitions to an awake state, reflected by exploration and goal-directed movement (Figure 2.13A; n = 4/7 and 4/6, respectively). Similarly, the most common EEG pattern evoked by these high-frequency stimulations was a low-voltage-fast response (Figure 2.13B; n = 3/7 and 6/6, respectively), indicative of cortical activation and desynchronization. Collectively, these phenomena are consistent with the patterns of cortical and striatal recruitment observed with ofMRI. Moreover, the slow spike-wave and low-voltage-fast EEG responses evoked during behavioral experiments (Figure 2.13C,D) match those recorded under anesthetized conditions (Figure 2.9G), further linking the network activation pat-
terns revealed by ofMRI to the arousal responses reported here, as well as those reported in early stimulation studies (e.g. [HJ49]).

**Figure 2.12:** *Pre-stimulus activity is consistent across frequencies of stimulation in asleep rats, as quantified with EEG bandpower in delta, theta, alpha, and beta bands.*
Figure 2.13: Optogenetic stimulation of central thalamus in asleep animals modulates brain state in a frequency-dependent manner. (A) Low-frequency stimulation (10 Hz) in a majority of animals (n = 4/7) evokes behavioral absence seizures, while high-frequency stimulations (40 and 100 Hz) cause a majority of animals to awaken (n = 4/7 and 4/6, respectively). Dashed boxes indicate the most common response for each frequency, with arrows indicating the corresponding transition from sleep. (B) Low-frequency stimulation typically evokes spike-wave responses in EEG (n = 5/7), consistent with the behavioral reading of absence seizures. The most frequent EEG response during high-frequency stimulations is low voltage fast (n = 3/7 and 6/6), indicative of arousal. N, normal. SW, spike-wave. lvf, low voltage fast. s, spiking. e, evolving seizure. (C,D) Representative traces of EEG responses classified as spike-wave and low voltage fast. Insets show 4 s magnification. Importantly, these EEG patterns match those recorded under anesthetized conditions (Figure 2.9G), further linking the responses visualized with ofMRI to the reported behavioral responses.
2.4 Discussion

Previously proposed mechanisms of arousal regulation have focused on the physiological and anatomical specialization of neurons within central thalamus [Sch08]. Here, using a combination of ofMRI and electrophysiological recordings, we directly visualize whole-brain network activations produced by selective stimulation of central thalamus relay neurons and reveal novel insight into frequency-dependent gating of forebrain arousal.

Since the earliest observations that electrical stimulation of central thalamus exerts frequency-dependent effects on behavior and EEG rhythms [MM49, HJ49], behavioral arousal and cognition have been tightly linked with cortical activation (i.e. low-amplitude, high-frequency oscillations), while behavioral arrest has been linked with cortical deactivation (i.e. high-amplitude, low-frequency oscillations). More recently, it has also been shown that pharmacologically-induced changes in thalamic firing levels can switch cortical dynamics between activation and deactivation [HC10]. However, no studies have characterized the specific changes in activity that simultaneously occur across the whole intact brain during these events to explain how the same neuronal population can selectively switch arousal state. Here, we show that distinct firing patterns of excitatory neurons in the central thalamus drive these opposing EEG rhythms, lead to dramatic differences in the spatial extent of forebrain recruitment, and switch the region’s downstream influence on cortex from excitation to inhibition. Notably, high-frequency EEG patterns evoked during 40 and 100 Hz stimulation associate with robust activation of frontal cortex, motor cortex, somatosensory cortex, and striatum - regions that receive widespread glutamatergic projections from intralaminar nuclei [JL74, BG90, GB94, SRP04, HV07, HLK14]. On the other hand, slow-wave oscillations evoked during 10 Hz stimulation are associated with limited forebrain activation and strong inhibition of somatosensory cortex. The frequency-dependent generation of spindle-like oscillations, which are known to underlie brain synchronization at the onset of sleep [SMS93], suggest that these differences may in part be due to the engagement of thalamocortical networks responsible for sleep and loss of perceptual awareness during 10 Hz stimulation. In the context of our findings, it is also noteworthy that for some rat strains with absence seizures, a specific 10 Hz generator in somatosensory cortex has been independently
proposed [LS06].

The broadly contrasting cortical responses between low and high frequencies of central thalamus stimulation imply the frequency-dependent activation of a GABAergic population. In this study, we investigated the behavior of zona incerta - a region rich in GABAergic neurons that also sends direct inhibitory projections to sensory thalamus and sensory cortex [LNS90, BIG92, NCL95, KM99, BFA02]. We found that spindle-like oscillations were uniquely evoked when central thalamus was stimulated at 10 Hz and somatosensory cortex was inhibited. Stimulation at this frequency in asleep rats also evoked absence seizure-like freezing and spike-waves in a majority of animals, a cortical pattern known to be modulated by zona incerta projections [SLC13]. Importantly, suppressing the incertal activity evoked by 10 Hz central thalamus stimulation with halorhodopsin reduced the cortical inhibition (Figure 2.11H), suggesting a key role for zona incerta in modulating this response. Indeed, it has previously been suggested that rhythmic incertal activity contributes to membrane hyperpolarizations and sustained high-voltage cortical rhythms through GABAergic incertofugal pathways [SLC13]. Our data support this hypothesis, and link such a pathway to whole-brain, directly visualized fMRI activity patterns.

Given the presence of GABAergic projections from zona incerta to central thalamus [BFA02], activity in zona incerta may also act to limit forebrain activation, as observed with ofMRI during 10 Hz stimulation, through incertal-thalamic feedback. This incerto-thalamic pathway would parallel the previously reported gating of ascending sensory information at the level of thalamus by zona incerta [TK04, LUD05]. The hypothesized feedforward and feedback inhibition via zona incerta both suggest a direct projection from central thalamus to ZI, which our fluorescence imaging data support (Figure 2.9H). However, we note that previous tracing studies failed to identify thalamic input specifically from intralaminar nuclei to zona incerta [SNR85]. In summary, our findings provide the first demonstration that arousal regulation driven by central thalamus has a causal and frequency-dependent influence on zona incerta, and that suppressing the recruitment of zona incerta modulates the brain-wide dynamics driven by central thalamus stimulation. Specifically, our results suggest that the frequency-dependent depression of cortical activity is in part mediated by extrinsic inhibitory signals originating from zona incerta.
An additional mechanism that could contribute to the evoked suppression of cortex is feed-forward thalamocortical inhibition - the process by which relay neurons drive inhibitory postsynaptic potentials (IPSPs) in pyramidal cells via fast spiking cortical interneurons [AC91, PJA01, CLC07]. Low-frequency (10 Hz) stimulations of certain thalamic nuclei in vivo yield strong hyperpolarization of cortical neurons putatively via this process [CC96a, CC96b]. It is also interesting to note that the “recruiting response,” characterized by an enhanced cortical response during low frequency electrical stimulation of intralaminar nuclei [MD41], is hypothesized to originate from this inhibition [CC97]. Our observation that individual stimuli sometimes trigger spikes in cortex (Figure 2.8) is consistent with the possibility that these phenomena occur during the delivered 10 Hz optogenetic stimuli. However, intracellular and laminar recordings are needed to more conclusively resolve this issue. More recently, a study utilizing optogenetic targeting showed that non-specific “matrix” thalamocortical neurons preferentially drive inhibitory interneurons in cortical layer I [CAS12]. Moreover, they found that IPSPs generated by stimulation of matrix neurons (which constitute the nuclei targeted here [Jon01]) remain sustained during repeated stimuli compared to those evoked by stimulation of non-matrix neurons. Given the above findings, it is possible that interneuron-mediated thalamocortical inhibition, in addition to the demonstrated role of zona incerta, may contribute to the observed cortical responses. However, to the best of our knowledge, there have been no in vivo studies demonstrating that cortical interneuron-to-pyramidal cell inhibition is stronger at low frequencies of intralaminar thalamic stimulation compared to high frequencies.

In addition to providing novel insight into the mechanisms of arousal regulation by central thalamus, our study offers important insight into the cellular origins of the fMRI BOLD signal. While there is a growing body of evidence suggesting that negative BOLD signals reflect local decreases in neuronal activity [SAO06, PIF07, APD07, DTN07, ST07], the nature of this signal remains a subject of debate and holds significant potential for the interpretation of functional imaging studies [SKM08, Eks10]. It has been shown that different sensory stimuli can evoke positive and negative BOLD signals in the same cortical area, which are linked to increases and decreases in neural activity, respectively [SAO06]. Building upon these studies, we found that direct stimulation of central thalamus excitatory neurons at different frequencies leads to activa-
tion or suppression of neuronal activity in a downstream cortical location, which is coupled with positive and negative BOLD signals, respectively (Figure 2.7). These findings strongly support the hypothesis that a major component of the negative BOLD signal derives from decreases in neuronal activity and are consistent with previous reports of tight neural-hemodynamic coupling in the somatosensory cortex [HGP08].

Our results are also consistent with a previous study by Logothetis et al., which showed that low frequencies (<50 Hz) of electrical microstimulation in the thalamic lateral geniculate nucleus evoke negative BOLD responses in the monosynaptically connected V1 cortex, while higher frequencies (100-200 Hz) evoke positive BOLD responses in the same region [LAM10]. We observed similar results in the somatosensory cortex, which is monosynaptically connected to the stimulated intralaminar nuclei [WWG02] (Figure 2.3). The study by Logothetis et al. also found that cortical regions which are polysynaptically connected to the lateral geniculate nucleus, such as V2, even exhibit negative BOLD responses at high frequencies of stimulation (>60 Hz). It was proposed that these polysynaptic deactivations result from frequency-dependent disynaptic inhibition, the process by which pyramidal cells in cortex inhibit local and remote pyramidal cells via GABAergic interneurons. Unlike the study by Logothetis et al., we did not observe significant negative BOLD signals in either mono- or polysynaptically connected regions of cortex during high frequencies of stimulation. Furthermore, given the bias of corticocortical disynaptic inhibition toward higher frequencies [SM07], this microcircuit is unlikely to be driving the observed suppression of cortex during 10 Hz central thalamus stimulation.

In the context of electrical stimulation, our study helps dissociate the confounding effects of (a) delivering stimulation at a certain frequency (which can preferentially recruit certain neuronal elements [MG02]) and (b) the excited neuronal population firing at a specific frequency. With electrical stimulation, it has been impossible to dissociate these two effects in vivo, since the frequency of stimulation and preferential recruitment of specific neuronal populations could not be decoupled [MG02]. This made it difficult to explain, for example, the relationship between stimulation parameters and the therapeutic efficacy of deep brain stimulation. Using targeted, temporally precise, optogenetic stimulation in the current study allowed us to selectively excite
a single group of neuronal elements and identify their specific role in creating distinct modes of network function. The use of electrical stimulation instead would have prevented us from gaining this unique insight into the specific role of excitatory central thalamus neurons and their spiking frequency.

Finally, in the context of central thalamus DBS, our study offers important insight into the identification of proper stimulation targets and parameters that are needed before the therapeutic application of central thalamus stimulation can reach its full clinical potential. In particular, the images from ofMRI experiments (Figure 2.4 and Figure 2.6) reveal dramatic differences in global brain dynamics that can result from controlling one parameter of stimulation (i.e. frequency). Furthermore, the widespread activation of cortex and striatum observed at high frequencies of stimulation adds to a growing body of evidence that the central thalamus is a highly appropriate target for the remediation of acquired cognitive disabilities via forebrain recruitment. In a more general context that extends beyond stimulation of central thalamus, the ofMRI techniques we employ here are generalizable and can be universally applied to study the mechanisms underlying DBS for other target regions and disorders. With this knowledge, stimulation paradigms can be optimized to accelerate clinical translation for a wide range of neurological disorders that currently lack such treatment, paving the way for the development of next-generation DBS therapies.
CHAPTER 3

Comparison of analysis methods for heterogeneous BOLD responses in ofMRI studies

This section is adapted from:

3.1 Introduction

Reliable detection of evoked BOLD responses is critical to estimate the brain activation maps in fMRI studies. In addition, there has been an increasing interest in characterizing temporal features such as onset and duration to investigate activation timing of BOLD responses across brain regions and experimental conditions [BLL15, HGD12, LLA09, LLW15, WFL15]. However, accurate detection and characterization remain challenging in scenarios where BOLD responses exhibit a large variability in the temporal dynamics [AZD98, GSH12, HOD04], such as in studies of disease states [AKS12, MHB06], and in small animal studies with anesthesia [SSR15, SSS14, WMM10], as in the case of Chapter 2. In these cases, commonly used GLM [FHW94] with a canonical hemodynamic response function (HRF) is often not the best choice. For example, in an fMRI study of motor control in human ischemic patients, GLM with a canonical HRF failed to detect motor cortex activation [AKS12]. It also failed to estimate temporal features of the BOLD responses [CSP04, LLA09]. In these studies, onset and duration differences between experimental conditions were misinterpreted as differences in the amplitudes of evoked BOLD responses. These substantial detection and characterization errors stress the importance of proper choice of analysis methods.

Nevertheless, it is currently not clear which methods are optimal in scenarios of heterogeneous BOLD responses. This is partially due to the large set of analysis approaches available, yet few comprehensive evaluations have been conducted, especially in block-design studies. Over the past decades, dozens of methods have been proposed. Among the most accessible ones are those implemented in widely available software packages, such as GLM with the canonical basis set [CSP04, FFJ98, HPR02, STR10], the gamma basis set, the Fourier basis set, the finite impulse response (FIR) basis set, and the B-spline basis set [Gen00]. Likewise, optimized methods for specific datasets have been considered. For example, colleagues have developed specific basis sets to estimate onset delays [LWP02], implemented transient plus sustained models to detect transient responses in block-design experiments [GLA00, HM02, SEH02], and designed basis sets that incorporate prior information of BOLD responses [WBS04]. Additionally, data-driven methods are employed as they place few assumptions on the hemody-
In block-design studies, only data-driven methods, such as ICA, PCA, and unsupervised clustering, have been compared on their detection and characterization performance [BSS00, ERB11, MWL04], but not the more widely-used model-based approaches. In contrast, another study assessed several HRF models’ ability to estimate HRF parameters from a block-design experiment, but did not examine detection performance [SWT14]. More often, comparisons were not conducted as the main purpose of the study, but to support the introduction of new approaches to analyze fMRI data [CAP01a, HM03, MMB98, MRM03], or to highlight the heterogeneity of the observed BOLD responses [AKS12, GSH12, PLO09, SSR15]. As a result, it is difficult to derive a comprehensive evaluation from the literature, due to the limited range of statistical methods employed and/or assessment conducted in each study.

Here, we investigate the robustness of six widely available methods against heterogeneous BOLD responses in block-design studies. Given the fact that the vast majority of methods already incorporate information about the shape of evoked hemodynamic responses during the detection stage, we focused not only on each method’s detection performance, but also on their characterization power [DL14, MIV08]. A detailed comparison of state-of-the-art methods for analyses of heterogeneous BOLD responses is presented. Evaluations are carried out in the GLM framework and include standard basis sets as well as ICA. In order to evaluate each methods’ performance against fMRI data with heterogeneous BOLD responses, we use data from the ofMRI study in Chapter 2 [LLW15]. To further validate each method’s performance, we also use simulated data with varying temporal dynamics. Advantages and shortcomings of each approach are quantified using receiver operating characteristic (ROC) analysis and root-mean-square error (RMSE) of fit. Together, our results aim to provide practical recommendations on proper methods selection for analyzing block-design fMRI data with heterogeneous BOLD responses.
3.2 Materials and methods

3.2.1 fMRI analysis methods

In this study, a set of six different approaches including model-based and data-driven methods was evaluated (Figure 3.1). The same block-design paradigm was used across methods. It consisted of 30 s baseline, followed by six 60 s cycles, each consisting of 20 s stimulation and 40 s rest, unless otherwise noted. To enable comparison across methods, a single statistical analysis platform is needed. Therefore, the linear regression platform in Statistical Parametric Mapping (SPM, Wellcome Trust Center for Neuroimaging) was employed for statistical analysis. All methods were evaluated by using different sets of regressors within the same GLM framework. The detailed description of each method is included as follows:

(i) The canonical basis set was selected from the SPM toolbox as one of the most commonly used methods. Model orders up to 3 were included in the evaluation. In the present study, GLM with a single canonical HRF as basis function is referred to as the 1st order canonical basis set. GLM with a canonical HRF and its temporal derivative as basis functions is referred to as the 2nd order canonical basis set. GLM with a canonical HRF and its temporal and dispersion derivatives as basis functions is referred to as the 3rd order canonical basis set. The canonical basis functions were first convolved with the stimulation paradigm before being used as regressors for the canonical basis set.

(ii) The gamma basis set was selected from the SPM toolbox as another widely available method. Model orders up to 4 were investigated. Each order includes a set of K gamma functions of increasing dispersions as basis functions, where K denotes the model order. Similar with the canonical basis set, the gamma basis functions were first convolved with the stimulation paradigm before being used as regressors for the gamma basis set.

(iii) The FIR basis set was included as one of the most flexible basis sets. The model order of 3 to 10 was investigated. Each order includes a set of K contiguous boxcar functions, in which the bin width of each boxcar function equals T/K, where K denotes the model order, and T represents the length of each stimulation cycle (60 seconds). For simplicity, only results
Figure 3.1: A GLM platform was used to compare analysis methods. (A) Illustration of the general linear model framework. $\beta_1$ and $\beta_2$ are the coefficients in the model, and $\epsilon$ represents residual. (B) Each regressor used in the canonical and gamma basis sets is obtained by convolving a basis function with the experimental paradigm. Blue boxcars in the experimental paradigm represent the 20 s period of optical stimulation. (C) Illustration of the basis functions in the canonical and gamma basis sets. (D) Illustration of different sets of regressors used in the general linear model framework. Due to the space constraint, only order 3 and 5 are shown for the FIR and B-spline basis sets.
from the odd numbers (e.g., model order of 3, 5, 7, and 9) are shown in figures. Additionally, we investigated the model order of 20, in which the bin width of each boxcar function equals our image acquisition interval (3 seconds), a common practice when employing the FIR basis set. Unlike the canonical and gamma basis sets, the FIR basis set was not convolved with the stimulation paradigm before being used as regressors.

(iv) The B-spline basis set was selected as another popular analysis method [Gen00, SSR15]. The model order of 3 to 10 was included in the evaluation. Each order includes a set of K cubic spline functions created using the program 3dDeconvolve in the AFNI software package [Cox96, War02], where K denotes the model order. Similar with the FIR basis set, only results from the odd numbers are shown for simplicity (e.g., model order of 3, 5, 7, and 9), and the B-spline basis set was not convolved with the stimulation paradigm before being used as regressors.

(v) The Fourier basis set was selected due to its capability to exploit the periodic nature of the experimental paradigm and evoked responses [BBW96, PJS16]. Model orders up to 5 were investigated. Each order includes a set of K sine and K cosine functions at harmonic frequencies: \( f_1, 2f_1, \ldots, Kf_1 \) Hz, where K denotes the model order, and \( f_1 \) represents the frequency of repeated stimulation cycles (1/60 Hz). Similar with the FIR and B-spline basis sets, the Fourier basis set was not convolved with the stimulation paradigm before being used as regressors.

It is worth noting that, GLM with the 1st order Fourier basis set is mathematically equivalent with coherence analysis, a frequency-domain analysis method that is widely used in periodic block-design studies [AKS12, BJW93, EGW97, LDG10], including the ofMRI datasets in Chapter 2 that we utilized in this chapter [LLW15]. A coherence value was defined as a ratio of the magnitude of each time series’ Fourier transform (F) at the frequency of repeated stimulation cycles (\( f_1, 1/60 \) Hz) and the total energy of all frequency components:

\[
\text{coherence} = \frac{|F(f_1)|}{\sqrt{\sum |F(f)|^2}}
\]  

(3.1)

According to [EGW97], the coherence value is equivalent to the Pearson’s correlation coefficient of the target time series with the best fitted sinusoid waveform at \( f_1 \) in the least-squares sense. Therefore, coherence analysis is equivalent to GLM with the 1st order Fourier basis set, according
to:
\[ \beta_0 \cdot \sin(2\pi f_1 t + \theta) = \beta_1 \cdot \sin(2\pi f_1 t) + \beta_2 \cdot \cos(2\pi f_1 t) \]  
(3.2)

when \( \beta_1 = \beta_0 \cdot \cos(\theta) \) and \( \beta_2 = \beta_0 \cdot \sin(\theta) \). In Eq. (3.2), \( \beta_1 \) and \( \beta_2 \) are the coefficients of the model, \( t \) denotes time, and \( \theta \) represents the phase shift of the best fitted sinusoidal waveform.

(vi) Spatial ICA was chosen as one of the most commonly used data-driven approaches. GIFT ICA algorithm [CAP01a] with the Infomax approach [BS95] was used to extract the spatially independent components. Since there has been no consensus on the optimal method for estimating the number of independent components, the default setting in the GIFT software package (20 components) was used. After ICA decomposition, the independent components representing the signal of interest, which we refer to as signal components, were selected. In the present study, we assumed that their time courses share similar periodicity as the stimulation paradigm. Selection was achieved using the following two steps.

First, we ranked all components’ associated time courses based on their power spectrum. In the study by [MRM03], the frequency power spectrum of each independent component time courses were ranked by their magnitude contributions at the frequency of repeated stimulation cycles. Here, we quantified this ranking by calculating the coherence value for the time series of each component. In addition, we incorporated the time series’ Fourier transform magnitude at the second harmonic \( f_2 \), 1/30 Hz to maximize the separation between signal and noise components [NHT09]. Here we refer to the modified coherence value as \( \text{coherence}_m \):

\[
\text{coherence}_m = \frac{\sqrt{|F(f_1)|^2 + |F(f_2)|^2}}{\sqrt{\sum |F(f)|^2}} \]  
(3.3)

Then, we used hierarchical agglomerative clustering [Joh67] to separate the extracted components into two groups: one group with signal components and the other group with noise components. Here, we assumed that the signal components exhibited distinctly higher \( \text{coherence}_m \) values than the noise components. Therefore, if we separated the extracted signal components into two groups based on their \( \text{coherence}_m \) values, the cluster with higher \( \text{coherence}_m \) values should predominately contain signal components, while the other cluster with lower \( \text{coherence}_m \) values...
should primarily contain noise components. Based on these assumptions, we used hierarchical agglomerative clustering to group the obtained coherence\(_m\) values into a hierarchical cluster tree, as shown in the dendrogram in Figure 3.2. We then cut the hierarchical tree to yield two clusters that have the largest inter-cluster distance. The cluster with higher coherence\(_m\) values was used as the group with signal components (Figure 3.2). The time series of all the signal components were employed as a set of regressors, resembling a unified GLM-ICA approach [HYL05, PLO09].

The above separation was conducted without a predefined number of signal components and was solely based on each component’s coherence\(_m\) value. In other words, the number of signal components was determined by the inherent structure of the data, thus avoiding biasing the results by using fixed numbers of signal components. We also did not use a predefined coherence\(_m\) threshold during the separation, as such threshold may only be selected in an arbitrary fashion.

### 3.2.2 Performance metrics

We evaluated the aforementioned methods based on their detection and characterization performance. For the ofMRI data, since the ground truth is unknown, detection volume and modified ROC curves [NC03] were used as detection metrics. The modified ROC curve was created by plotting the fraction of detected voxels in each subject with ChR2-containing virus injection (experimental group) against the fraction of detected voxels averaged across subjects with saline injection (control group) at varying thresholds. The fraction was calculated as a ratio of the number of detected voxels and the number of brain-masked voxels in each dataset. To quantify the modified ROC curve, area under the ROC curve (AUC) was calculated using a small fraction of the modified ROC curve (fraction of control positive < 0.05) instead of the entire curve, since this region is more relevant for fMRI analysis [NC03]. For the simulated data, where the ground truth is known, we used true positive rate (TPR), false positive rate (FPR), and AUC as detection metrics. TPR was defined as the percentage of ground truth positive voxels that were correctly detected as activated. FPR was defined as the percentage of simulated noise voxels that were incorrectly detected as activated. ROC was used to characterize TPR and FPR at varying thresholds [SCG99]. As before, AUC was calculated using a small fraction of the ROC curve (FPR < 0.05).
Figure 3.2: Coherence\textsubscript{m} value was used to select the signal components with the experimental ofMRI datasets. Examples with the experimental ofMRI data from Chapter 2 are shown here. (A, E) Scatter plots show coherence\textsubscript{m} value (left panel) and dendrogram (right panel) of each extracted independent component from a representative subject in the experimental group. The signal components (red) have substantially higher coherence\textsubscript{m} values than the noise components (gray) with the 10 Hz and 40 Hz stimulation ofMRI datasets. Dendrogram was generated using the hierarchical agglomerative clustering method. The number of independent components in each subject was set to 20, which is the default setting for the ICA software used in the present study. (B, F) The time courses and the spatial maps associated with the signal components are shown. Threshold was set at $|Z| > 2$ for the spatial map and horizontal blue bars represent the 20 s period of optical stimulation in panel B, C, F, and G. (C, G) The time courses and the spatial maps associated with the noise components are shown. Here we show two noise components that exhibit the highest coherence\textsubscript{m} values in the noise group. Unlike the signal components, the time courses of the noise components do not share similar periodicity as the stimulation paradigm. (D, H) Coherence\textsubscript{m} value was used to select signal components for each subject separately. With both the 10 Hz and 40 Hz stimulation ofMRI datasets, the selected signal components (red) have distinctively higher coherence\textsubscript{m} values than the noise components (gray) within each subject. Subject 1 is the representative subject result shown in panel A, B, C, E, F, and G. Non-smoothed ofMRI data are used in each panel.
instead of the entire curve.

The characterization performance metrics included temporal parameter estimation accuracy and RMSE of fit. Two standard parameters, onset and duration, were used for temporal parameter estimation. Onset was defined as the time to half-peak [HFP03, WSB01], and duration was defined as full-width at half-peak [LLA09]. These parameters were used to characterize time series without assuming any specific shape. The estimated value was calculated from a single period. For the model-based methods, the temporal structure of the fitted time series is the same over each stimulation cycle. However, it is not the case for ICA, therefore we averaged fitted time series across cycles and estimated values from the averaged period. With the ofMRI data, since the ground truth is not available, we calculated the temporal parameter estimation error as the difference between the estimated value and the value measured from the observed time course. As before, since the temporal structure of the observed time series is not the same over each stimulation cycle, we averaged the observed time series across cycles and measured onset and duration from the averaged period. With the simulated data, since the ground truth is available, we calculated the temporal parameter estimation error as the difference between the estimated value and the ground truth. In addition to the temporal parameter estimation, RMSE of fit was used to evaluate each method’s capability to estimate the time course of the BOLD responses for the ofMRI and simulated data:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}}
\]

(3.4)

where \(\hat{y}_i\) is the fitted data and \(n\) is the number of time points. With the ofMRI data, since the ground truth is not available, we used observed data for \(y_i\). For the simulated data, we used the ground truth signal for \(y_i\) instead.

As described above, AUC and RMSE were calculated differently for the ofMRI datasets and the simulated datasets. Specifically, for the ofMRI datasets, AUC was calculated using the modified ROC curve that plots the fractions of detected voxels with the experimental group against those with the control group, while for the simulated datasets, AUC was calculated using the ROC curve that plots TPR against FPR. Similarly, RMSE was calculated relative to the observed
data for the ofMRI datasets, but was calculated relative to the ground truth for the simulated datasets. With such differences, the values of the corresponding performance metrics can be very different in the ofMRI datasets and the simulated datasets, especially for AUC, where up to one order of magnitude difference was observed (Table 3.1). Therefore, to enable a direct comparison between the performance of each method across ofMRI and simulated datasets, we standardized the AUC and RMSE values according to the following formulas:

$$\text{Standardized } AUC_i = \frac{AUC_i - AUC_{\text{second lowest}}}{AUC_{\text{second highest}} - AUC_{\text{second lowest}}}$$ (3.5)

$$\text{Standardized } RMSE_i = \frac{RMSE_i - RMSE_{\text{second lowest}}}{RMSE_{\text{second highest}} - RMSE_{\text{second lowest}}}$$ (3.6)

To eliminate the influence of extreme values, the second highest value and the second lowest value were used in the above formulas. In this case, the method with the second highest AUC or RMSE was assigned a value of 1, while the method with the second lowest AUC or RMSE was assigned a value of 0. The method with the highest AUC or RMSE was assigned a value of larger than 1, while the method with the lowest AUC or RMSE was assigned a negative value.

### 3.2.3 Image analysis

For the ofMRI datasets, custom written software in MATLAB (MathWorks, Inc.) was used for image reconstruction, motion correction [FL13], and registration. The acquired 4D fMRI images were manually registered to a common space using a six degree-of-freedom rigid body transformation. Low-frequency drift was removed by temporal high pass filtering with a cut-off frequency of 1/128 Hz as implemented in SPM. 5 or 6 ofMRI acquisitions were collected for each subject. After preprocessing, the 4D fMRI images for each subject were normalized to the same scale to account for differences in mean and variance. All the ofMRI acquisitions were then averaged for each subject before statistical analysis. Both single-subject and group-level analyses were conducted during statistical analysis.

For the single-subject analysis, we show results that either do not involve smoothing in the
preprocessing step to preserve the distinct hemodynamic responses and enable comparisons at the single-voxel level [DDA97, GK09], or involve spatial smoothing with a 0.5 mm FWHM Gaussian kernel to increase the signal-to-noise ratio. Throughout the present study, results with the single-subject analysis refer to those that do not involve smoothing in the preprocessing step, unless otherwise noted. Prior to statistical analysis, the correlations within each set of regressors were removed using the SPM implementation of Gram-Schmidt orthogonalization. After generating statistical parametric maps using the linear regression platform in SPM, a threshold was applied to define activated voxels. Commonly used voxel-wise threshold settings were employed. For the non-smoothed data, we applied $p < 0.05$ with Bonferroni correction to control the family-wise error rate (FWER), uncorrected $p < 0.001$, and false discovery rate (FDR) $< 0.05$ [BH95, GLN02] on all brain-masked voxels. For the spatially-smoothed data, we used $p < 0.05$ with random field theory correction to control the FWER on all brain-masked voxels. Note that here we used voxel-wise inference instead of cluster-wise inference during statistical analysis. This is because with our imaging acquisition parameters, SPM’s cluster-wise inferences may yield inflated false positive rate at the first-level analysis [EAJ12].

For the group-level analysis, fixed-effects analysis and random-effects analysis were conducted using SPM to show the detected activation maps at the group level. Experimental ofMRI data from 10 subjects were included. We applied a 0.5 mm FWHM Gaussian kernel to spatially smooth the raw data in order to increase the signal-to-noise ratio and ameliorate differences in the inter-subject localization. With the fixed-effects analysis, the time series from each subject were temporally concatenated across different subjects before entering into a first-level analysis using SPM. With the random-effects analysis, regression coefficient estimates from the single-subject analysis for each subject were entered into a second-level analysis, and a full factorial design was used for each method and model order at the second level analysis. The potentially unequal variance of the regression residuals across subjects was accounted for by using the correction algorithm implemented in SPM. With both the fixed-effects and random-effects analyses, because the data was spatially smoothed, the statistical threshold was set to $p < 0.05$ with random field theory correction to control the FWER [WEM92]. Similar to the single-subject analysis, here we used voxel-wise inference, as SPM’s cluster-wise inference may yield inflated false-positive rates.
at the group level [ENK16].

Since the group-level analysis requires each method to share the same regressors across different subjects, group ICA was conducted to select a common set of signal components among different subjects. Group ICA was performed based on the self-organizing clustering method [ESH05]. In short, 20 independent components were extracted for each subject using GIFT software package. For a total of 10 subjects in each group, 200 independent components were extracted. Then, a similarity matrix (SM) value was calculated for each pair of the 200 total independent components, resulting in a 200 \times 200 matrix. Each value in the similarity matrix was calculated using a weighted sum of the correlation coefficients of each component pair’s spatial component maps (CC_s) and their associated time courses (CC_t):

\[ SM(i, j) = \lambda \cdot CC_s(i, j) + (1 - \lambda) \cdot CC_t(i, j) \]  

(3.7)

In Eq. (3.7), \( i \) and \( j \) each represent an independent component. \( \lambda \) was set to 0.5, so that the spatial and temporal correlations were equally weighted. The similarity matrix was then converted into a dissimilarity matrix (DM) according to:

\[ DM(i, j) = \sqrt{1 - SM(i, j)} \]  

(3.8)

Based on the resulting DM matrix, we invoked a supervised hierarchical clustering algorithm, which links components to each other only if they were from different subjects. In this way, similar components in different subjects were clustered into the same group, yielding a total of 20 groups, where each group contains 10 components, and each component originated from a different subject. The mean time courses from each group were ranked based on their coherence_m values, and signal groups were selected using hierarchical agglomerative clustering as described earlier. The mean time series from each of the signal groups were employed as a set of regressors for the fixed-effects and random-effects analyses.

For the simulated datasets, the analysis was conducted similarly to the single-subject analysis for the ofMRI datasets as described earlier. Due to the space limit and scope of the present
work, spatial smoothing was not involved in the preprocessing step and group-level analyses were not conducted with the simulated data. As before, prior to statistical analysis, the correlations within each set of regressors were removed using the SPM implementation of Gram-Schmidt orthogonalization. The statistical parametric maps were generated using the linear regression platform implemented in SPM. Commonly used voxel-wise threshold settings were employed to define activated voxels, which include \( p < 0.05 \) with Bonferroni correction to control the FWER, uncorrected \( p < 0.001 \), and FDR \( < 0.05 \) [BH95, GLN02] on all brain-masked voxels.

### 3.2.4 ofMRI data

As mentioned above, we used data from the in vivo ofMRI study in Chapter 2 to evaluate the analysis methods. The high level of variability in the evoked BOLD responses offers an excellent opportunity to assess the robustness of different methods to cope with heterogeneous BOLD responses.

In the present study, three groups of subjects were included in the ofMRI datasets. (i-ii) The first two groups of subjects are the experimental groups. In these subjects, adeno associated viruses that were engineered to express channelrhodopsin-2 (ChR2) were stereotaxically injected into the central thalamus of each subject. A fiber optic cannula was subsequently implanted for light delivery. (i) In the first experimental group, data from 10 subjects with 10 Hz or 40 Hz optical stimulation in the central thalamus was used. The stimulation paradigm consisted of 30 s baseline, followed by six 60 s cycles, each consisting of 20 s stimulation and 40 s rest. Throughout the present study, the experimental ofMRI data refer to data from the first experimental group, unless otherwise noted. (ii) In the second experimental group, data from one subject with 100 Hz optical stimulation in the central thalamus was used. Here we employed a slightly different stimulation paradigm compared to the first experimental group, in which 10 s of stimulation was applied in each of the six cycles instead of 20 s (Figure 3.13A). (iii) The third group of subjects is the control group. In this case, saline was injected into the central thalamus of each subject and a fiber optic cannula was implanted for light delivery. Data from two subjects with 40 Hz optical stimulation in the central thalamus was used. The stimulation paradigm was the same as in the
first experimental group.

### 3.2.5 Simulated data

Simulated datasets were generated to utilize data with known ground truth (Figure 3.3). We assumed that a diverse range of signal shapes was evoked using the same six-cycle block design as in the experimental ofMRI data. Each simulated slice was based on a single imaging slice from the experimental ofMRI data during the baseline period. Random, non-physiological system disturbances were modeled by additive Gaussian noise and were added into all the brain-masked voxels. In each slice, signals with the same shape were added into two “active” regions in the cortex and striatum. The activation signal was created by convolving the canonical HRF used in SPM with a boxcar function with a varying onset and duration. The onset shift of the boxcar function was set to vary between 0 and 20 s, time locked to the 20 s stimulation block. The duration range was set to vary between 5 and 50 s, to reflect the transient and prolonged BOLD responses observed in previous studies [DCC15, GSH12, WFL15]. After convolving each boxcar function with the canonical HRF used in SPM, the resulting time series that did not return to below 50 % maximum amplitude at the end of each cycle were excluded, resulting in 85 shapes, each with a distinct onset and duration. To ensure the generalizability of the results, three different contrast-to-noise ratios (CNR), 1, 1.5, and 2, were used. CNR was calculated as a ratio of the signal amplitude and the standard deviation of the underlying noise in the time domain.

For each method, we summarized the analysis results that were obtained from the simulated datasets with different signal shapes. This was conducted by averaging the analysis results across all signal shapes assuming a uniform distribution, or by calculating weighted average based on the bivariate probability distribution of onset and duration for the 10 Hz and 40 Hz stimulation ofMRI data. The probability distribution was estimated using the onset and duration measured from the observed raw time series in the ofMRI datasets. The superset of voxels detected by each method across all subjects were included. The threshold was set to \( p < 0.05 \) with Bonferroni correction. To minimize the effect of outliers, the onset and duration range between the 5\(^{th}\) and 95\(^{th}\) percentile was included. Based on these onset and duration values, a histogram approach was
Figure 3.3: **Simulated datasets were designed to have a wide range of onset and duration.** (A) Signals were simulated with varying onset and duration. The simulated shape that matches the canonical response is denoted by a black arrowhead in each panel. The horizontal axis refers to the onset shift of each signal shape relative to the canonical response. The vertical axis refers to the duration of each signal shape. Bottom right shows the spatial activation pattern of the simulated data with the ground truth positive voxels overlaid in red. (B) Three probability distributions of onset and duration are shown. Each square in the grid corresponds to the probability of the onset and duration from a different simulated signal shape.
used to estimate the probability distributions. Specifically, we generated a 2D histogram using the following steps. First, we divided the onset and duration values from the ofMRI data into a series of consecutive and non-overlapping bins. The bins were specified based on the onset and duration of each simulated signal shape. Then, we counted how many values fell into each bin. The ratio of the number of values in each bin and the total number of values across all bins was obtained as the probability for the corresponding simulated signal shape.

Concerning ICA, before computing the summary statistics, we defined a set of specific regressors for each distribution of onset and duration. This was different from model-based methods, where the set of regressors was pre-determined. In ICA, to obtain the distribution-specific regressors, additional datasets were generated to depict different distributions. For example, we used spatial concatenation of simulated datasets with different signal shapes to generate the uniform distribution. In this case, each signal shape was present in the same number of active voxels. Conversely, to simulate the 10 Hz and 40 Hz stimulation ofMRI data, we generated datasets with the same data size and “active” regions as those for the uniform distribution; however, unlike the uniform distribution, here each signal shape was present in a different number of active voxels. In particular, the number of active voxels that contained each signal shape was calculated as the product of the total number of active voxels in the datasets and the probability of the signal shape in the 10 Hz or 40 Hz stimulation ofMRI data distribution. As a result, three datasets were generated, each of them depicting a different distribution of onset and duration. In each dataset, we extracted independent components using the GIFT software package. We then selected signal components using coherence\textsubscript{m} value plus hierarchical agglomerative clustering, as described earlier in the manuscript. Finally, the signal components were used as a set of distribution-specific regressors. From here, the next steps of the statistical analysis were set to be the same for ICA as for model-based methods with the goal of fairly compare the performance across different methods.
3.3 Results

3.3.1 Conventionally used analysis method leads to detection and characterization errors with ofMRI datasets

Figure 3.4 shows the detection and characterization results by GLM with the 1st order canonical basis set using the experimental ofMRI data in Chapter 2. Based on previous anatomical and electrophysiological studies, where widespread projections from the stimulation site (i.e., the central thalamus) to the forebrain have been demonstrated [DBP96, SG82, WWG02], we would expect a large volume of forebrain activities to be detected with the ofMRI data. However, the 1st order canonical basis set detects cortical and thalamic responses with the 10 Hz stimulation ofMRI data, but detects a small volume of responses with the 40 Hz stimulation ofMRI data, in contrast to what was detected using coherence analysis in Chapter 2. We then take a close look at the observed BOLD responses detected by the 1st order canonical basis set. There, we see variations in their temporal dynamics across different stimulation frequencies (Figure 3.4E-H) and brain regions (Figure 3.6A, B). Specifically, at 10 Hz stimulation, the observed BOLD responses (Figure 3.4E, G), especially those in the cortex (Figure 3.6A), show similar onset and duration as the convolution of the canonical HRF with the experimental paradigm, which henceforth we refer to as canonical response. While at 40 Hz stimulation, the observed BOLD responses show delayed onset and extended duration compared to the canonical response (Figure 3.4F, H), especially in the thalamus and striatum (Figure 3.6B). However, the 1st order canonical basis set is not able to characterize these diverse temporal features in the ofMRI data (Figure 3.4I-L), as its shape is fixed and only its amplitude is allowed to vary [WF95].

The above results obtained by the 1st order canonical basis set demonstrate its inability to cope with highly variable responses. Here, we sought to understand the proper choice of methods in these scenarios. Specifically, we conducted a systematic evaluation to assess a set of six standard methods’ capabilities to detect and characterize heterogeneous BOLD responses. These include GLM with the canonical, gamma, FIR, B-spline, and Fourier basis sets, as well as ICA (Figure 3.1).
Figure 3.4: GLM with 1\textsuperscript{st} order canonical basis set leads to detection and characterization errors with experimental ofMRI datasets.
Figure 3.4: (A) Schematic of the ofMRI experimental design indicating the site of transduced cells in the central thalamus (green), optical fiber location (blue line), and location of acquired coronal fMRI slices (1...23). Slice numbers correspond to those denoted in the activation maps in subsequent figures. (B) Regions of interest used to extract the time series in subsequent figures are shown. (C, D) Activation maps detected by GLM with the 1st order canonical basis set from a representative subject are shown. For group-level activation maps, please see Figure 3.9 and Figure 3.10. In panel C-L, non-smoothed ofMRI data were used and the threshold was set to $p < 0.05$ with Bonferroni correction. T2-weighted anatomical images are used as underlays. (E, F) Plots showing the observed BOLD responses that are detected by GLM with the 1st order canonical basis set. They were generated by first averaging the time series of detected voxels that fell within each region of interest, followed by averaging over six stimulation cycles of the resulting time series. Error bars represent standard error of the mean (SEM) across different stimulation cycles. The superset of voxels detected by GLM with the 1st order canonical basis set in each subject were used in panel E-L (N = 10 subjects). Percent signal change was calculated relative to the baseline period. Horizontal blue bars represent the 20 s period of optical stimulation. (G, H) Plots showing the onset and duration measured from the observed data. Each grey dot refers to a detected voxel from a subject (N = 10 subjects). Probability density color map was calculated with a histogram of 50 bins along each axis. Canonical response was generated by convolving the canonical HRF with the experimental paradigm. (I, J) Plots showing the fitted BOLD responses that are estimated by GLM with the 1st order canonical basis set. The observed responses shown in panel E and F are overlaid here for comparison using gray line. (K, L) Plots showing the onset and duration estimated by GLM with the 1st order canonical basis set. Abbreviations are as follows: ctx (cortex), str (striatum), and thal (thalamus).

3.3.2 Detection capability assessment with ofMRI datasets

GLM with the 2nd and 3rd order canonical basis sets, the 2nd to 4th order gamma basis sets, the 5th to 20th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets show good detection performance with the ofMRI datasets.

We first examined the detection performance across different methods with the experimental ofMRI data. With the 10 Hz stimulation data, the 2nd and 3rd order canonical basis sets, the 1st to 4th order gamma basis sets, the 5th to 7th order B-spline basis sets, the 2nd order Fourier basis set, and ICA detect significantly greater volumes compared to the 1st order canonical basis set (Figure 3.5A). Among the different methods, ICA detects the largest volume. Nonetheless, each method detects similar activations at the stimulation site (i.e., the thalamus) and the downstream brain regions (Figure 3.5B). The observed BOLD responses detected by different methods also share similar onset and duration as the canonical response (Figure 3.5C, D), especially in the
Figure 3.5: GLM with the 2nd and 3rd order canonical basis sets, the 2nd to 4th order gamma basis sets, the 5th to 7th order B-spline basis sets, the 2nd order Fourier basis set, and ICA yield large detection volumes with the experimental fMRI datasets. (A-D) Detection capability assessment with the 10 Hz stimulation of fMRI data. (E-H) Detection capability assessment with the 40 Hz stimulation of fMRI data. (A, E) Bar graphs show the active volume detected by each method. The detection volume was first normalized to the active volume detected by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line) for each subject, and then averaged across different subjects. Non-smoothed fMRI data were used and the threshold was set to $p < 0.05$ with Bonferroni correction in each panel. Error bars represent SEM across different subjects. Asterisk indicates $p < 0.05$ compared with GLM with the 1st order canonical basis set using one-sided Wilcoxon signed-rank test (N = 10 subjects).
Figure 3.5: (B, F) Activation maps from a representative subject are shown. For group-level activation maps, please see Figure 3.9 and Figure 3.10. Here, for simplicity, we show results from conventionally used GLM with the 1st order canonical basis set, as well as from the model order within each method that yields the largest detection volume in panel A and E. The gray border represents the superset of voxels that are detected by all tested methods. Colored voxels are detected by the method denoted in the figure legend. The evoked response is considered positive if the average percent signal change over entire stimulation cycle is above zero, otherwise is considered negative. T2-weighted anatomical images are used as underlays. (C, G) Plots show the observed BOLD responses that are detected by all methods combined. Error bars represent SEM across different stimulation cycles. Horizontal blue bars represent the 20 s period of optical stimulation. (D, H) Plots show the onset and duration measured from the BOLD responses that are detected by each method. The onset and duration are measured from the observed time course, not estimated from the fitted time course. Each grey dot refers to a detected voxel from a subject (N = 10 subjects). The probability density color map is overlaid. Note that, the plots for the 1st order canonical basis set are identical to those in Figure 3.4G and H. Abbreviations are as follows: Can. (canonical), Gam. (gamma), Fo. (Fourier), ctx (cortex), str (striatum), thal (thalamus), and co (coherence analysis).

In contrast, with the 40 Hz stimulation data, the majority of the methods yield significantly larger volumes compared to the 1st order canonical basis set, including the 2nd and 3rd order canonical basis sets, the 2nd to 4th order gamma basis sets, the 3rd to 20th order FIR basis sets, the 3rd to 9th order B-spline basis sets, the 1st to 5th order Fourier basis sets, and ICA (Figure 3.5E). Among the different methods, ICA detects the largest volume. Unlike the detection results with the 10 Hz stimulation ofMRI data, not all methods are able to detect responses at the stimulation site and the downstream brain regions during 40 Hz stimulation (Figure 3.5F). Specifically, the 1st order canonical basis set detects a very small volume in the thalamus, cortex, and striatum, while most of the other methods detect a large volume in these regions. In addition, with 40 Hz stimulation, the observed BOLD responses, especially those in the cortex, show much higher variations in their temporal dynamics compared to the 10 Hz stimulation ofMRI datasets (Figure 3.5G, H, Figure 3.6D). Most of the methods are able to detect BOLD responses with substantial onset and duration deviations from the canonical response, except for the 1st order canonical basis set (Figure 3.5H).

Next, we examined the consistency of these detection results across different conditions. There, detection results with similar trends within and across methods are obtained when: (i)
Figure 3.6
Figure 3.6: **Observed BOLD responses exhibit distinct temporal characteristics in different brain regions in the experimental ofMRI datasets.** With the 10 Hz stimulation ofMRI data, there are few differences between the observed responses detected by the 1st order canonical basis set (panel A) and those detected by all methods combined (panel C). In both cases, the cortex exhibits onset and duration values that closely resemble the canonical response, while those in the thalamus show deviations from the canonical response. With the 40 Hz stimulation ofMRI data, there are clear differences between the observed responses detected by the 1st order canonical basis set and those detected by all methods combined. The differences are especially prominent in the cortex. There, the observed responses detected by the 1st order canonical basis set are similar to the canonical response (panel B), while those detected by all methods combined mostly show delayed onset and extended duration from the canonical response (panel D). (A-D) Plots show the onset and duration measured from the observed BOLD responses. The onset and duration values from detected voxels that fell within each region of interest are shown. The regions of interest are shown in Figure 3.4B. The superset of voxels detected by GLM with the 1st order canonical basis set in each subject were used in panel A and B. The superset of voxels detected by all methods combined were used in panel C and D. Each grey dot refers to a detected voxel from a subject (N = 10 subjects). At 10 Hz stimulation, striatal responses are not detected, therefore we did not include the plots showing the onset and duration in the striatum in panel A and C. The overlaid probability density color map was calculated with a histogram of 50 bins along each axis. Non-smoothed ofMRI data are used in each panel.

Different threshold settings are used (Figure 3.7); (ii) raw data is spatially smoothed to increase the signal-to-noise ratio (Figure 3.8); and (iii) fixed-effects analysis at the group level is used (Figure 3.9). By invoking random-effects analysis at the group level, the brain regions detected at the subject level are similarly detected, although with a smaller volume (Figure 3.10). Notably, with random-effects analysis, increasing the model order within each method leads to a larger detection volume with the 10 Hz and 40 Hz stimulation ofMRI datasets. This is because methods with larger numbers of regressors take more contrast images per subject into the second level analysis [ABC08], resulting in a greater number of total degrees of freedom and very sensitive statistical tests. Specifically, in the case of \( n \) subjects and \( k \) regressors in the model, the total degrees of freedom are \( n \times k - 1 \) at the second level analysis. This is different from the single-subject and fixed-effects analyses, where the total degrees of freedom are fixed at \( m - 1 \) for fMRI data with \( m \) time frames. As a result, with random-effects analysis, the differences in the detection results across methods are largely governed by the differences in the total degrees of freedom, rather than each method’s capabilities to handle heterogeneous BOLD responses.
Figure 3.7: Detection results with the experimental ofMRI datasets show similar trends within and across methods when different threshold settings are used. To check whether the detection results with the experimental ofMRI data are affected by the choice of threshold settings, we applied two additional threshold settings during statistical analysis. In both cases, similar trends are observed in the detection performance across different model orders within each method and across different methods. (A, B) Bar graphs show normalized detection volume across different threshold settings with the 10 Hz (A) and 40 Hz (B) stimulation ofMRI data. Non-smoothed ofMRI data are used in each panel. The detection volume was first normalized to the active volume detected by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line) for each subject, and then averaged across different subjects. Error bars represent SEM across different subjects. Asterisk indicates p < 0.05 compared with GLM with the 1st order canonical basis set using one-sided Wilcoxon signed-rank test (N = 10 subjects).
Figure 3.8: Detection results for the non-smoothed ofMRI data with Bonferroni correction show similar trends within and across methods as those for the spatially-smoothed ofMRI data with random field theory correction. (A, B, E, F) Detection capability assessment using the non-smoothed experimental ofMRI data with a threshold of \( p < 0.05 \) with Bonferroni correction. These panels are identical to panel A, B, E, and F of Figure 3.5. (C, D, G, H) Detection capability assessment using the spatially-smoothed experimental ofMRI data with a threshold of \( p < 0.05 \) with random field theory correction. (A, C, E, G) Bar graphs show the active volume detected by each method. The detection volume was first normalized to the active volume detected by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line) for each subject, and then averaged across different subjects. Error bars represent SEM across different subjects. Asterisk indicates \( p < 0.05 \) compared with GLM with the 1st order canonical basis set using one-sided Wilcoxon signed-rank test (\( N = 10 \) subjects). (B, D, F, H) Activation maps from a representative subject are shown. For simplicity, we show results from conventionally used GLM with the 1st order canonical basis set, as well as from the model order within each method that yields the largest detection volume in panel A, C, E, and G. The gray border represents the superset of voxels that are detected by all tested methods combined. Colored voxels are detected by the method denoted in the figure legend.
Figure 3.9
Figure 3.9: Detection results of the fixed-effects analysis at the group level show similar trends within and across methods as the single-subject analysis for the experimental of MRI data. (A, B) Bar graphs show the active volume detected by each method using the fixed-effects analysis at the group level (N = 10 subjects). The detection volume was normalized to the active volume detected by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line). The threshold was set to p < 0.05 with random field theory correction to control the family-wise error rate in each panel. The model order that yields the largest detection volume within each method is denoted by black arrowheads. (C, D) Activation maps of the fixed-effects analysis are shown. For simplicity, we show results from conventionally used GLM with the 1st order canonical basis set, as well as from the model order within each method that yields the largest detection volume in panel A and B. The gray border represents the superset of voxels that are detected by all tested methods. Colored voxels are detected by the method denoted in the figure legend. The polarity of the detected responses was calculated using the BOLD responses averaged across each subject. The evoked response is considered positive if the average percent signal change over entire stimulation cycle is above zero, otherwise is considered negative. T2-weighted anatomical images are used as underlays. Abbreviations are as follows: Can. (canonical), Gam. (gamma), Fo. (Fourier), co (coherence analysis), ctx (cortex), str (striatum), and thal (thalamus).
Figure 3.10
Figure 3.10: Differences in the random-effects results within and across methods are largely governed by the differences in the total degrees of freedom at the second level analysis. (A, B) Bar graphs show the active volume detected by each method using the random-effects analysis at the group level (N = 10 subjects). The detection volume was normalized to the active volume detected by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line). The threshold was set to $p < 0.05$ with random field theory correction to control the family-wise error rate in each panel. The model order that yields the largest detection volume within each method is denoted by black arrowheads. (C, D) Activation maps of the random-effects analysis are shown. For simplicity, we show results from conventionally used GLM with the 1st order canonical basis set, as well as from the model order within each method that yields the largest detection volume in panel A and B. The gray border represents the superset of voxels that are detected by all tested methods. Colored voxels are detected by the method denoted in the figure legend. The polarity of the detected responses was calculated using the BOLD responses averaged across each subject. The evoked response is considered positive if the average percent signal change over entire stimulation cycle is above zero, otherwise is considered negative. T2-weighted anatomical images are used as underlays. Abbreviations are as follows: Can. (canonical), Gam. (gamma), Fo. (Fourier), ctx (cortex), str (striatum), and thal (thalamus).
We then examine each method’s detection performance with the control ofMRI data. In the group of control subjects, saline was injected into the brain instead of ChR2-expressing virus. Therefore, we do not expect any optogenetically-evoked neuronal activity, and assume all detected responses with the control dataset to be false positive. In other words, methods with smaller detection volumes are preferred. As shown in Figure 3.11A and B, most of the methods detect similar volumes as the 1\textsuperscript{st} order canonical basis set. However, ICA detects a considerably larger volume of spurious activations than any other methods. Similar results are obtained when different threshold settings are used (Figure 3.12A-F), and when the control data is spatially smoothed to increase the signal-to-noise ratio (Figure 3.12G, H).

To summarize the above-described detection results with experimental and control ofMRI datasets at varying thresholds, we generate modified ROC curves and calculate AUC values for each method (Figure 3.11C-F). ROC curves with large areas under the curve and hence high AUC values are preferred as they indicate the method’s ability in yielding a large detection volume with the experimental ofMRI data while maintaining a small amount of spurious detections with the control ofMRI data across different threshold settings. With both 10 Hz and 40 Hz stimulation ofMRI datasets, most of the methods yield significantly higher AUC values compared to the 1\textsuperscript{st} order canonical basis set (Figure 3.11C, D). Compared to the detection volume results with the experimental ofMRI data, we observe similar trends within and across methods except with ICA. ICA detects the largest volume with the experimental ofMRI data, but yields one of the lowest AUC values. This is consistent with previous results that ICA detects a larger volume of false positive activations than any other methods with the control ofMRI data. Similar detection results are obtained when using an ofMRI dataset with a different block-design paradigm (Figure 3.13E and F). With the ofMRI data, we show that the 2\textsuperscript{nd} and 3\textsuperscript{rd} order canonical basis sets, the 2\textsuperscript{nd} to 4\textsuperscript{th} order gamma basis sets, the 5\textsuperscript{th} to 20\textsuperscript{th} order FIR basis sets, the 5\textsuperscript{th} to 9\textsuperscript{th} order B-spline basis sets, and the 2\textsuperscript{nd} to 5\textsuperscript{th} order Fourier basis sets yield high AUC values and good detection capabilities (Figure 3.11C-F, Table 3.1).
Figure 3.11: GLM with the 2nd and 3rd order canonical basis sets, the 2nd to 4th order gamma basis sets, the 5th to 20th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets show good detection performance with the ofMRI datasets.
Figure 3.11: (A) Bar graph shows the normalized detection volume with the control of fMRI data. The detection volume was first normalized to the active volume detected by GLM with the 1st order canonical basis set for each subject (gray arrowhead and dashed horizontal line), and then averaged across different subjects. Error bars represent SEM across different subjects (N = 2 subjects). Non-smoothed fMRI data are used in each panel. The threshold was set to uncorrected $p < 0.001$ in panel A and B to better show the spurious activations detected by each method. Please see Figure 3.12 and its figure caption for results with other threshold settings. (B) Activation maps from a representative subject are shown. T2-weighted anatomical images are used as underlays. In this subject, one signal component was extracted for ICA and t-test was used during statistical analysis. (C, D) Bar graphs represent normalized AUC values for each method. AUC values were first normalized to the AUC value yielded by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line) for each subject, and then averaged across different subjects. Error bars represent SEM across different experimental subjects. Asterisk indicates $p < 0.05$ compared with GLM with the 1st order canonical basis set using one-sided Wilcoxon signed-rank test (N = 10 subjects). (E, F) Modified ROC curves are shown. For simplicity, we show results from conventionally used GLM with the 1st order canonical basis set, as well as from the model order within each method that yields the largest AUC values in panel C and D. Shaded areas represent SEM across different experimental subjects (N = 10 subjects). C1 to C3, G1 to G4, FIR3 to FIR20, B3 to B9, and F1 to F5 refer to different model orders in the canonical, gamma, FIR, B-spline, and Fourier basis sets. Abbreviations are as follows: Can. (canonical), Gam. (gamma), and Fo. (Fourier).
Figure 3.12: **ICA detects a larger volume of spurious activations than any other methods with the control of fMRI data.**
Figure 3.12: (A-F) ICA detects a larger volume of spurious activations than any other methods with the non-smoothed control of MRI data across different threshold settings. (A, C, E) Bar graphs showing the number of detected active voxels with the control of MRI data. Error bars represent SEM across different subjects (N = 2 subjects). As the 1st order canonical basis set (gray arrowhead) does not detect any active voxels in some cases (e.g., panel E and G), we did not normalize the detection volume of each method relative to the 1st order canonical basis set. Instead, we show the number of detected active voxels for each method. For the same reason, we did not show the dashed horizontal line that represents the results using the 1st order canonical basis set as in other figures. Additionally, as in some cases, most of the methods do not detect any active voxels (e.g., panel E and G), we did not denote the model order that yields the smallest detection volume within each method by black arrowheads. Note that, the results shown in panel C are based on the same data, regressors, and threshold settings as Figure 3.11A. The difference between them is that, before averaging across different subjects, the detection volume was normalized within each subject in Figure 3.11A, but not here. It is worth noting that, in panel A and B, when the threshold was set to p < 0.05 with Bonferroni correction, very few active voxels are detected by each method with the control of MRI data. There, ICA detects the largest volume of spurious activations among different methods, but with ~ 10 detected voxels on average. With less stringent threshold settings, ICA detects more evident spurious activations than other methods. These results are consistent with the AUC results shown in Figure 3.11C-F, which summarize the detection volume of each method with the experimental and control of MRI data across different thresholds. (B, D, F) Activation maps from a representative subject are shown. T2-weighted anatomical images are used as underlays. In this subject, one signal component was extracted from the non-smoothed data and t-test was used during statistical analysis for ICA. Note that, panel D is identical to Figure 3.11B. (G, H) ICA detects a larger volume of spurious activations than any other methods with the spatially-smoothed control of MRI data. The control of MRI data were spatially smoothed with a 0.5 mm FWHM Gaussian kernel. Thresholds were set to p < 0.05 with random field theory correction in both panels. (G) Bar graph showing the number of detected active voxels with the control of MRI data. (H) Activation maps from a representative subject are shown. T2-weighted anatomical images are used as underlays. A separate ICA component extraction was conducted for each subject as spatial smoothing was involved in the data preprocessing step. Here, four signal components were extracted and used as a set of regressors. F-test was used during statistical analysis for ICA.
Figure 3.13: Detection and characterization results show similar trends within and across methods for the ofMRI datasets with a different block-design paradigm. (A) Illustration of the experimental paradigm. Blue boxcars represent the 10 s period of optical stimulation. (B) Activation maps detected by all methods combined are shown. One subject with 100 Hz optical stimulation in the central thalamus is included. The superset of voxels detected by all tested methods were used in panel B, C, D, and G. Thresholds were set to $p < 0.05$ with Bonferroni correction in panel B, C, D, E, and G. Non-smoothed ofMRI data are used in each panel. (C) Plots showing observed hemodynamic responses averaged across all detected voxels. Error bars represent SEM across different stimulation cycles. (D) Plots showing the onset and duration measured from the observed data. Each grey dot refers to a detected voxel. (E) Bar graphs showing normalized detection volume. The detection volume was normalized to the active volume detected by GLM with the 1st order canonical basis set (gray arrowhead and dashed horizontal line). The model order that yields the largest detection volume within each method is denoted by black arrowheads. (F) Bar graphs showing normalized AUC value. AUC value was normalized relative to GLM with the 1st order canonical basis set (gray arrowhead). The model order that yields the largest AUC within each method is denoted by black arrowheads. (G) Bar graphs showing RMSE. The model order that yields the smallest RMSE within each method is denoted by black arrowheads.
3.3.3 Characterization capability assessment with ofMRI datasets

GLM with the 4th order gamma basis set, the 20th order FIR basis set, the 7th to 9th order B-spline basis sets, and the 3rd to 5th order Fourier basis sets show good characterization performance with the ofMRI datasets.

First, we examine the characterization errors of each method. With the 10 Hz and 40 Hz stimulation ofMRI datasets, the 4th order gamma basis set, the 20th order FIR basis set, the 7th to 9th order B-spline basis sets, and the 3rd to 5th order Fourier basis sets consistently yield significantly lower onset errors, duration errors, and RMSE compared to the 1st order canonical basis set (Figure 3.14A-C), suggesting good characterization performance. As shown in Figure 3.14C, increasing the model order within each method leads to a decrease in the RMSE. This is because with the ofMRI data, RMSE is calculated relative to the observed time courses, and any increase in the model order within each method naturally leads to a better fit to the observed data. Similar characterization results are obtained when analyzing an ofMRI dataset with a different block-design paradigm (Figure 3.13G).

Next, we take a closer look at the onset and duration estimated by different methods at each detected voxel. As shown in Figure 3.14D, the onset and duration estimated by the 4th order gamma basis set, the 9th order B-spline basis set, and the 5th order Fourier basis set show similar patterns as those measured from the observed data, while the values estimated by the canonical basis set show a clear deviation, suggesting biased estimations. Since each regressor in the 20th order FIR basis set has a bin width of the image acquisition interval (3 seconds), their onset and duration estimates are therefore fixed at integer multiples of 3 seconds and do not show a continuous pattern in Figure 3.14D. As shown in Figure 3.2, ICA extracts two signal components in most of the subjects. With these subjects, ICA yields a fixed duration value for each estimated onset value (Figure 3.14D), and cannot characterize the differences among BOLD responses that share the same onset but different duration. This is the same with other methods that have two regressors, such as the 2nd order canonical basis set, the 2nd order gamma basis set, and the 1st order Fourier basis set (coherence analysis) (data not shown).
Figure 3.14: **GLM with the 4th order gamma basis set, the 20th order FIR basis set, the 7th to 9th order B-spline basis sets, and the 3rd to 5th order Fourier basis sets show good characterization performance with the ofMRI datasets.** The results in each panel were calculated using the superset of voxels detected by all methods combined, rather than the voxels detected by each method. This way each method’s characterization capabilities can be assessed without the influence of their detection performance. Non-smoothed ofMRI data were used and the threshold is set to $p < 0.05$ with Bonferroni correction in each panel. (A-C) Bar graphs show the average onset error (A), duration error (B), and RMSE (C). In panel A, the onset errors of some methods are beyond the upper limit of the plot. Therefore, these values are not shown to better illustrate the onset errors of the rest methods. The methods with extreme onset errors include the 3rd and 5th order FIR basis sets and the 1st order Fourier basis set with the 10 Hz stimulation ofMRI data, and the 3rd order FIR basis set with the 40 Hz stimulation ofMRI data. The onset and duration error was calculated relative to the onset and duration measured from the observed time course and is in the unit of seconds. RMSE was calculated relative to the observed data and is in the unit of percent signal change (PSC). The mean errors in panel A to C were calculated by first averaging the errors across different detected voxels within each subject, and then averaging across different subjects.
Figure 3.14: Error bars represent SEM across different subjects. Asterisk indicates $p < 0.05$ compared with GLM with the 1st order canonical basis set using one-sided Wilcoxon signed-rank test ($N = 10$ subjects). The results using GLM with the 1st order canonical basis set is denoted with a gray arrowhead and a dashed horizontal line. (D) Plots show the onset and duration measured from the observed data (top panel) and estimated by each method (bottom panels). For simplicity, we show results from conventionally used GLM with the 1st order canonical basis set, as well as from the model order within each method that yields the lowest errors in panel A to C. Each grey dot refers to a detected voxel from a subject ($N = 10$ subjects). The probability density color map is overlaid. Note that, the plots for the 1st order canonical basis set are identical to those in Figure 3.4K and L.

### 3.3.4 Detection capability assessment with simulated datasets

GLM with the 2nd to 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 1st to 5th order Fourier basis sets, and ICA show good detection performance with the simulated datasets.

To further validate the above results obtained with ofMRI data, we conducted the assessment using simulated data with varying onset and duration. Three probability distributions of onset and duration are used in the calculation of summarized results. The 10 Hz and 40 Hz stimulation ofMRI data distributions are based on the bivariate probability distributions of onset and duration estimated from the experimental ofMRI data. The uniform distribution is equivalent to averaging across the analysis results from the simulated datasets with different signal shapes.

The detection results of simulated data are summarized in Figure 3.15. First, we examine the TPR metric (Figure 3.15A, B). Unlike other methods, the 1st to 3rd order canonical basis sets and the 1st and 2nd order gamma basis sets can only detect small onset and duration deviations from the canonical response. Across different distributions of onset and duration, the 3rd and 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 1st to 5th order Fourier basis sets, and ICA similarly yield high TPR (Figure 3.15B).

Next, we examined the FPR metric. As shown in Figure 3.15C and D, in each method, false positives are not detected in the majority of the simulation. ICA detects a larger volume of spurious activations than any other methods with the control ofMRI data (Figure 3.14A, B), but yields similar FPR as other methods with the simulated data across different threshold settings.
Figure 3.15
Figure 3.15: **GLM with the 2nd to 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 1st to 5th order Fourier basis sets, and ICA show good detection performance with the simulated datasets.** (A, C, E) Colormaps show true positive rate (A), false positive rate (C), and AUC (E) for each method. Threshold was set to $p < 0.05$ with Bonferroni correction in panel A-D. CNR is 1.5 in each panel. Results from the simulated shape that matches the canonical response is denoted by black arrowheads. (B, D, F) Plots show average true positive rate (B), false positive rate (D), and AUC (F). The results using GLM with the 1st order canonical basis set is denoted with a gray arrowhead and a dashed horizontal line. The model order that yields the highest true positive rate, the lowest false positive rate, and the highest AUC within each method is denoted by black arrowheads. B-spl. stands for B-spline.

(Figure 3.15C, D, Figure 3.16A).

To summarize the TPR and FPR metrics at varying thresholds, we generate ROC curves and calculate AUC values for each method. Across different distributions of onset and duration, the 2nd to 4th order gamma basis sets, the 5th to 20th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 1st to 5th order Fourier basis sets, and ICA similarly yield the highest AUC (Figure 3.15E, F). Detection results with similar trends within and across methods are obtained when different threshold settings are applied (Figure 3.16) and under different CNR levels (Figure 3.17), with the exception that at lower CNR levels, the 20th order FIR basis set underperforms relative to other methods (Figure 3.17C, Table 3.1).
Figure 3.16: **Consistent detection results are observed across different threshold settings with simulated data.** (A) Plots showing the average true and false positive rate at the threshold of uncorrected $p < 0.001$. CNR of the simulation is 1.5 and uniform distribution across onset and duration is used in each panel. (B) Plots showing the average true positive rate and false discovery rate (FDR) at the threshold of FDR $< 0.05$. Since FDR-based thresholds do not control over the false positive rate, here we plot the FDR value instead of the false positive rate results. GLM with the 1st order canonical basis set is denoted by a gray arrowhead. The model order that yields the highest TPR, the lowest FPR, and the lowest FDR within each method is denoted by black arrowheads.
Figure 3.17: **Consistent detection results are observed across different CNR levels with simulated data.** (A-C) Plot showing the average true positive rate (A), false positive rate (B), and AUC (C) across different CNR levels. Threshold is set to $p < 0.05$ with Bonferroni correction in panel A and B. Uniform distribution across onset and duration is used. GLM with the 1st order canonical basis set is denoted by a gray arrowhead. The model order that yields the highest TPR, the lowest FPR, and the highest AUC within each method is denoted by black arrowheads.
3.3.5 Characterization capability assessment with simulated datasets

GLM with the 3rd and 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 2nd to 5th order Fourier basis sets, and ICA show good characterization performance with the simulated datasets.

The characterization results of the simulated data are shown in Figure 3.18. First, we examine the estimation errors of onset and duration (Figure 3.18A-D). For the canonical basis set, adding the 2nd and 3rd order decreases the onset errors, but at the cost of the duration errors. Across different distributions of onset and duration, the 3rd and 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 2nd to 5th order Fourier basis sets, and ICA similarly yield low onset and duration errors. Note that, four signal components are extracted using ICA with each distribution of onset and duration (Figure 3.19A).

Finally, RMSE is used to assess each method’s capability to predict the observed BOLD responses. As shown in Figure 3.18E and F, the 1st to 3rd order canonical basis sets and the 1st and 2nd order gamma basis sets yield small RMSE near the canonical response, but large RMSE when onset and duration deviate substantially. Across different distributions of onset and duration, the 3rd and 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 1st to 5th order Fourier basis sets, and ICA similarly yield low RMSE. Characterization results with similar trends within and across methods are obtained when analyzing the simulated datasets with different CNR levels (Figure 3.20), with the exception that at higher CNR levels, the 1st order Fourier basis set (coherence analysis) underperforms relative to other methods, especially with the 10 Hz stimulation ofMRI data distribution (Table 3.1).
Figure 3.18
Figure 3.18: **GLM with the 3rd and 4th order gamma basis sets, the 5th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, the 2nd to 5th order Fourier basis sets, and ICA show good characterization performance with the simulated datasets.** Similar to Figure 3.14, the results in each panel were calculated using the ground truth positive voxels rather than the voxels detected by each method, so that each method’s characterization capability can be assessed without the influence of their detection performance. (A, C, E) Colormaps show onset errors (A), duration errors (C), and RMSE of fit (E) for each method. Color bar represents onset and duration errors in the unit of seconds, and RMSE in the unit of percent signal change (PSC). CNR is 1.5 in each panel. (B, D, F) Plots show average onset errors (B), duration errors (D), and RMSE (F). The results using GLM with the 1st order canonical basis set is denoted with a gray arrowhead and a dashed horizontal line. The model order that yields the smallest errors within each method is denoted by black arrowheads. Note that, in panel B, the onset errors of the 3rd order FIR basis set with the 10 Hz and 40 Hz stimulation ofMRI data distributions are beyond the upper limit of the plot and therefore are not shown to better illustrate the onset errors of the rest methods.
Figure 3.19
Figure 3.19: **Different signal components are extracted across simulated datasets with different onset and duration distributions and across different CNR levels.** In each panel, the signal components that yield the highest correlation coefficient are aligned vertically and overlaid together in the bottom row. (A) Distinct signal components are obtained when analyzing simulated datasets with different distributions of onset and duration. CNR is set to 1.5 and the number of independent components was set to 20. (B) With different CNR levels of 1, 1.5, and 2, we see additional signal components being uncovered with higher CNR levels. Simulated datasets with uniform distribution across onset and duration is used and the number of independent components was set to 20. (C) Negligible differences are observed when different numbers of total independent components were used for ICA analysis. CNR of the simulation is 1.5 and uniform distribution across onset and duration is used. Results from ICA analysis with 20 and 85 total independent components are shown. The number 20 refers to the default setting for the ICA software used in the present study, while the number 85 represents the number of distinct signal shapes in the simulated datasets.
Figure 3.20: **Consistent characterization results are observed across different CNR levels with simulated data.** (A-C) Plot showing the average onset error (A), duration error (B), and RMSE (C) at CNR of 1 and 2. Results are obtained from the uniform distribution across onset and duration. The ground truth positive voxels are included in each panel. GLM with the 1st order canonical basis set is denoted by a gray arrowhead. The model order that yields the smallest errors within each method is denoted by black arrowheads. Note that, in panel B, the duration errors of the 3rd order FIR basis set are beyond the upper limit of the plot and therefore are not shown to better illustrate the duration errors of the rest methods.
3.3.6 Summary of detection and characterization assessment

GLM with the 3rd and 4th order gamma basis sets, the 7th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets show good balance between detection and characterization.

We summarize each method’s detection and characterization performance with the ofMRI and simulated datasets. Each method’s AUC and RMSE values are averaged across the 10 Hz and 40 Hz stimulation ofMRI datasets for the real data, and across different CNR levels and distributions of onset and duration for the simulated data (Table 3.1). As shown in Figure 3.21, most of the methods show superior detection and characterization capabilities compared to conventionally used 1st order canonical basis set. To identify the methods that perform well with both the ofMRI and simulated datasets, we standardized the mean AUC and RMSE of each method shown in Figure 3.21A and B, and compared the standardized values across the ofMRI and simulated datasets. As shown in Figure 3.21C, most of the methods exhibit similar detection and characterization performances between the ofMRI and simulated datasets, except for the 20th order FIR basis set and ICA. The 20th order FIR basis set yields low RMSE relative to the observed data with the ofMRI datasets, but exhibits high RMSE relative to the ground truth with the simulated datasets. This is possibly because the 20th order FIR basis set overfits the observed data. ICA yields a high AUC value with the simulated datasets but shows a low AUC value with the ofMRI datasets, as it detects a larger volume of false positive activations than other methods with the control ofMRI data. In summary, with both ofMRI and simulated datasets, we show that the 3rd and 4th order gamma basis sets, the 7th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets exhibit superior detection and characterization performance over other methods.
Figure 3.21: GLM with the 3rd and 4th order gamma basis sets, the 7th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets show good balance between detection and characterization. (A, B) Plot show the mean AUC and RMSE of each method. Non-smoothed ofMRI data were used when calculating AUC and RMSE. The dashed line represents the results using GLM with the 1st order canonical basis set. C1 to C3, G1 to G4, FIR3 to FIR20, B3 to B9, and F1 to F5 refer to different model orders in the canonical, gamma, FIR, B-spline, and Fourier basis sets. Co stands for coherence analysis. (C) Plots show the standardized mean AUC and RMSE of each method. The bottom panel shows an overlay across different methods. For each method, the standardized AUC and RMSE from the ofMRI datasets (solid circle) is connected to the standardized AUC and RMSE from the simulated datasets (open circle) using a colored dashed line. The standardized AUC and RMSE are calculated using the mean AUC and RMSE of each method shown in panel A and B. See Section 3.2.2 for details regarding the calculation of standardized AUC and RMSE.
<table>
<thead>
<tr>
<th>Metrics</th>
<th>AUC (x10e-3)</th>
<th>RMSE (x10e-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulation</td>
<td>Simulation</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td>Dataset</td>
<td>CNR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 Hz</td>
<td>40 Hz</td>
</tr>
<tr>
<td>Canonical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>4.77</td>
<td>4.85</td>
</tr>
<tr>
<td>C3</td>
<td>4.89</td>
<td>5.21</td>
</tr>
<tr>
<td>Gamma</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td>4.07</td>
<td>3.38</td>
</tr>
<tr>
<td>G2</td>
<td>5.03</td>
<td>5.74</td>
</tr>
<tr>
<td>G3</td>
<td>5.12</td>
<td>7.15</td>
</tr>
<tr>
<td>G4</td>
<td>5.16</td>
<td>7.11</td>
</tr>
<tr>
<td>FIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FIR3</td>
<td>4.01</td>
<td>5.67</td>
</tr>
<tr>
<td>FIR5</td>
<td>4.70</td>
<td>6.50</td>
</tr>
<tr>
<td>FIR7</td>
<td>5.26</td>
<td>6.76</td>
</tr>
<tr>
<td>FIR9</td>
<td>5.20</td>
<td>6.75</td>
</tr>
<tr>
<td>FIR20</td>
<td>4.96</td>
<td>6.57</td>
</tr>
<tr>
<td>B-spline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>3.87</td>
<td>5.99</td>
</tr>
<tr>
<td>S5</td>
<td>5.39</td>
<td>7.03</td>
</tr>
<tr>
<td>S7</td>
<td>5.31</td>
<td>6.69</td>
</tr>
<tr>
<td>S9</td>
<td>5.27</td>
<td>6.81</td>
</tr>
<tr>
<td>Fourier</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F1 (Co)</td>
<td>3.99</td>
<td>6.42</td>
</tr>
<tr>
<td>F2</td>
<td>4.75</td>
<td>6.75</td>
</tr>
<tr>
<td>F3</td>
<td>4.75</td>
<td>6.49</td>
</tr>
<tr>
<td>F4</td>
<td>4.71</td>
<td>6.36</td>
</tr>
<tr>
<td>F5</td>
<td>4.70</td>
<td>6.45</td>
</tr>
<tr>
<td>ICA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1
Table 3.1: GLM with the 3rd and 4th order gamma basis sets, the 7th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets show superior detection and characterization performance over other methods. Color bar represents the relative performance of different methods with each performance metric. Non-smoothed ofMRI data were used when calculating AUC and RMSE. To eliminate the influence of extreme values, the color scale was set based on the value of the second best performing method (red) and the second worst performing method (green) in each column. The best performing method exhibits the highest AUC and the smallest RMSE, and the worst performing method exhibits the lowest AUC and the largest RMSE. C1 to C3, G1 to G4, FIR3 to FIR20, B3 to B9, and F1 to F5 refer to different model orders in the canonical, gamma, FIR, B-spline, and Fourier basis sets. Co stands for coherence analysis.
3.4 Discussion

The large number of existing analysis approaches necessitates a comprehensive assessment to ease the selection of methods in scenarios with heterogeneous BOLD responses, yet none have been performed thoroughly with a block-design paradigm. In the present work, we address this issue by systematically evaluating a series of standard analysis methods using rodent ofMRI data in Chapter 2 and simulations with a block-design paradigm. We find that, conventionally used GLM with a canonical basis set leads to considerable detection and characterization errors in the presence of heterogeneous BOLD responses. GLM with the 3\(^{rd}\) and 4\(^{th}\) order gamma basis sets, the 7\(^{th}\) to 9\(^{th}\) order FIR basis sets, the 5\(^{th}\) to 9\(^{th}\) order B-spline basis sets, and the 2\(^{nd}\) to 5\(^{th}\) order Fourier basis sets are the optimal methods as they offer good balance between detection and characterization. GLM with the 1\(^{st}\) order Fourier basis set (coherence analysis) used in our earlier studies shows good detection capability. ICA shows good detection and characterization performance with the simulated data, but detects a large volume of spurious activations with the control ofMRI data.

Our study aims to evaluate the performance of various methods and strives to provide recommendations for method selection primarily in the analysis of animal fMRI data. In small animal fMRI studies, variations in the temporal dynamics of the hemodynamic responses can be more severe than those in human studies. This is likely due to the use of anesthesia to minimize motion and restraint stress [SSR15, SSS14, WMM10], the use of disease models [NHR04, WRJ08], and the use of direct brain stimulation [AKS09, BLL15, DCC15, FZL16, LWB16, LDG10, LLW15, WFL15] in small animal studies. Under these conditions, evoked BOLD responses can differ considerably from the canonical response. For example, in urethane-anesthetized mice, a 20 s electrical stimulation in the hind paw causes the fMRI responses in the thalamus to be delayed by approximately 11 s compared to the canonical response [SSS14]. In another study with isoflurane-anesthetized rats, optogenetic stimulation of the hippocampus for 20 s evokes BOLD responses that last for over 50 s [WFL15]. In such cases, employing the analysis approaches recommended in the present study may be beneficial to accurately detect and characterize these heterogeneous responses.
Notably, in animal ofMRI studies, analysis methods that can accurately detect and characterize evoked BOLD responses are particularly useful in the identification of stimulation-related artifacts. During ofMRI experiments, stray light and local tissue heating associated with the optical stimulation can introduce undesirable artifacts to the data [CWS13, SWA16], hence it is important to identify contaminated data during the analysis process. Specifically, artifacts caused by stray light are typically detected in vision-related brain regions [SWA16], whereas optogenetically-evoked responses are usually absent there when the stimulation target is outside of the visual pathway [BLL15, DKK11, DCC15, LWB16, LDG10, LLW15, TYK15, WFL15]. As a result, accurate detection of BOLD responses in vision-related regions is essential to identify data contaminated with these artifacts. Conversely, at the stimulation site, artifacts caused by local tissue heating usually exhibit both positive and negative fMRI signal changes [CWS13], whereas optogenetically-evoked responses usually show only one type of polarity [DCC15, LLL10, LLW15, TYK15, WFL15]. As a result, accurate characterization of BOLD responses at the stimulation site is critical to identify data contaminated with heating artifacts. In both cases, employing the methods that show good detection and characterization performance in the present study may be advantageous in the analysis process.

Beyond providing guidelines for animal studies, our results may also be useful for analyzing block-design fMRI data in human studies, especially those with highly variable responses. For example, in ischemic patients, a 24 s hand-grasping task causes the BOLD responses in the primary motor cortex to be delayed by up to 24 s compared to those in the cerebellum [AKS12]. In patients with major arterial stenosis, a 10 s handball squeeze task causes the BOLD responses in the primary motor cortex to be delayed by approximately 3 s compared to those in healthy individuals [RWA06]. Occasionally, heterogeneous BOLD responses can also be observed in healthy human subjects. For example, a 9 s painful mechanical stimuli causes the BOLD responses in the somatosensory cortex to persist for approximately 18 s [PLO09]. After averaging a large number of trials for each subject, a 20 s visual stimulation plus attention control task leads to highly variable BOLD responses throughout the brain [GSH12]. In such cases, adopting the methods recommended in the present work may also be useful to reduce errors in the detection and characterization tasks.
Notably, our results, which are based on rodent ofMRI data and simulated data guided by experimental data, are in good agreement with published data on human block-design studies. For example, GLM with the 1\textsuperscript{st} order canonical basis set detected a smaller volume of hemodynamic responses compared to ICA in patients with fibromyalgia when painful stimuli were applied [PLO09]. In a like manner, during psychomotor tasks in healthy subjects, GLM with the 1\textsuperscript{st} order canonical basis set did not uncover BOLD responses in the frontal regions that were detected by ICA [MMB98]. Consistently with our results, when the elicited BOLD responses were less heterogeneous during a simple visual paradigm in healthy subjects, GLM with the 1\textsuperscript{st} order canonical basis set and ICA delivered comparable detection results [CAP01a].

Nonetheless, it should be noted that there exist several differences in regards to the characterization performed here compared to the commonly conducted ones in event-related studies. First, instead of characterizing impulse response functions, we focused on characterizing responses evoked by blocks of stimulation, which we refer to as block responses, although the impulse response function characterizations are more widely investigated [LLA09, SWT14]. While block-design studies are not optimal for modeling impulse response functions [MBG12], characterizing block responses can often offer great insights. For example, delayed occipital block responses during face encoding task may serve as an early marker for Alzheimer’s disease in human [RGS05]. In rodent ofMRI studies, prolonged block responses could be indicative of seizure-like afterdischarge activities in the hippocampus [WFL15]. These variations in the block responses could originate from various sources including the timing of neuronal activity, the impulse response function, and nonlinearities. Nonetheless, accurate detection and characterization of these block response variations provide an important first step towards in-depth investigations of the underlying mechanism. Second, we did not impose constraints on the basis sets, although it is recommended when modeling impulse response functions in order to avoid physiologically ambiguous or implausible shapes [CSP04, STR10, WBS04]. This is because a larger degree of variations may be observed in block responses compared to impulse response functions. For example, impulse response functions are usually considered to be physiological meaningful if they only have one peak [CSP04], or exhibit a sensible range of time-to-peak values [HPR02]. However, because of the transient neuronal activities at block transitions (the beginning and end
of each task-block), physiological meaningful bimodal block responses have been observed in humans [MCD12]. Block responses from the ofMRI datasets used here also exhibit a wide range of onset shifts relative to the canonical response. Therefore, we did not impose constraints on the basis sets.

The present work demonstrates advantages of flexible models in achieving better detection and characterization performances, but the analysis results should be interpreted with caution. First, using flexible models may lead to the detection of physiologically implausible responses. To reduce such undesirable errors, it may be helpful to examine the temporal dynamics of detected BOLD responses in each region of interest. Special attention may be paid to unexpected activation and prior knowledge of anatomical and functional connectivity could be used to assess whether detected responses are physiologically plausible. Electrophysiological experiments, such as in vivo extracellular recordings, may also help to confirm the neural origin of detected responses. Second, the regression coefficients estimated with flexible models may lack interpretability, in contrast to conventionally used 1st order canonical basis set where the regression coefficient typically reflects the amplitude of the BOLD responses. For example, in the case of the Fourier basis set, it is difficult to interpret the regression coefficients of higher harmonics, as they only represent the refinement of model fitting, and are not interpretable features of the BOLD responses, such as amplitude, onset, and duration.

In this study, systematic evaluations of various statistical methods are presented, but a few caveats exist. First, the simulated data was generated by adding Gaussian noise to the ground truth signal, which did not account for any other type of physiological noise that may be present in the real data (e.g., colored noise). Adding physiological noise may affect the TPR, FPR, and AUC results [WR12]. Second, the simulated datasets did not include other types of BOLD responses, such as nonstationary or biphasic responses [FSB05, FSM05, GSH12, HM02, Ulu08]. Third, we evaluated a variety of analysis methods on their simultaneous detection and characterization capabilities, but it may be possible to achieve higher accuracies using advanced statistical methods, such as two-gamma-variate fitting [YHW16] and exponential fitting [BSD15]. Future comparisons including advanced methods may be useful. Fourth, it is worth noting that, there
Figure 3.22: The signal components in the control group exhibit much smaller coherence values than the signal components in the experimental group. (A, C) Scatter plots show coherence value (top panel) and dendrogram (bottom panel) of each extracted independent component from subjects in the control group (N = 2 subjects). The number of independent components in each subject was set to 20. The dashed horizontal line represents the mean coherence value of the signal components across different experimental subjects and stimulation frequencies. (B, D) The time courses and the spatial maps associated with the signal components in the control group are shown. Threshold was set at $|Z| > 2$ for the spatial map. Horizontal blue bars represent the 20 s period of optical stimulation.
exist many metrics to compare methods besides those employed in the present work. Among the commonly used ones are the Akaike Information Criterion [Aka98], the Bayesian Information Criterion [Sch78], and the Bayesian model selection [Was00]. In this work, we focused on two specific applications of fMRI analysis – detection and characterization of the BOLD responses – utilizing application-specific performance metrics, such as AUC for detection and RMSE of fit for characterization. Fifth, the method employed to select signal components assumes the existence of signals of interest in the datasets. However, if used on data without signals of interest, such as the control ofMRI data, this method would yield a group of ‘signal’ components that are predominantly noise (Figure 3.22). Employing such ‘signal’ components during data analysis may lead to undesirable consequences, such as the detection of spurious activations. With the purpose of comparing the performance against other methods, we employed these ‘signal’ components from the control ofMRI data. However, when using ICA for data analysis, time series and spatial maps of the selected signal components should be inspected prior to further analysis to avoid erroneous detections. Finally, the present study mainly focused on periodic block designs, and may not directly apply to non-periodic block-design studies. For example, our signal component selection method assumes that the signal of interest is periodic with respect to time. Therefore, this method is not suitable to extract signal components from data with a non-periodic paradigm. Additionally, the sinusoidal functions in the Fourier basis set was used to model BOLD responses over the entire scan session. In this case, their fundamental frequency was set to the frequency of repeated stimulation cycles, which would only apply to studies with periodic designs. Nonetheless, the Fourier basis set may be used for non-periodic block-design studies if it is used to model the impulse response function instead. In this case, the sinusoidal functions may need to be convolved with the stimulation paradigm before being used as regressors. For example, the Fourier basis set was used to model impulse responses in epilepsy patients and successfully detected activations that may be indicative of propagated epileptiform activity [LLC08]. Therefore, further evaluations may be necessary to understand each method’s detection and characterization capabilities in non-periodic block-design studies.
CHAPTER 4

Conclusions

Since its debut in 2010, ofMRI has been increasingly employed in various research areas, such as the investigation of BOLD mechanisms [KDK11, KKD13, CWS13, LZT14, IVP15], and mapping the functional network of cortico-thalamic pathways [LDG10], primary somatosensory cortex [DKK11], medial prefrontal cortex [LWA15, FZL16], and hippocampus [WSG11, AST12, WFL15, DCC15, LHW15, TYK15]. This thesis describes a study that employs ofMRI to investigate and visualize the whole-brain network controlled by central thalamus, and discusses the appropriate approaches in the analysis of ofMRI datasets with heterogeneous BOLD responses.

In Chapter 2, the role of central thalamus in forebrain arousal is investigated at different stimulation paradigms using ofMRI. High frequency stimulation, such as 40 Hz and 100 Hz, leads to behavior arousal and wide-spread activations in cortical and subcortical brain regions. Conversely, low frequency stimulation, such as 10 Hz, results in behavior arrest and cortical inhibition. The role of zona incerta in the mediation of cortical excitation/inhibition balance is also uncovered.

In Chapter 3, a comprehensive evaluation of six standard analysis methods is conducted to understand the proper choice of methods against heterogeneous BOLD responses in ofMRI studies. The results show that, GLM with the 3rd and 4th order gamma basis sets, the 7th to 9th order FIR basis sets, the 5th to 9th order B-spline basis sets, and the 2nd to 5th order Fourier basis sets are optimal for good balance between detection and characterization, while the 1st order Fourier basis set (coherence analysis) used in our earlier studies show good detection capability. ICA has mostly good detection and characterization capabilities, but detects a large volume of spurious activation with the control fMRI data.
As a newly developed technique, ofMRI has a lot of potentials that await future researchers to explore. Every element in the ofMRI experiments, such as the choice of light-sensitive proteins, stimulation paradigm, and experimental design, can be customized to best test the scientific hypothesis of interest. This thesis provides an example of such studies and offers practical recommendations for analyzing ofMRI datasets with heterogeneous hemodynamic responses.
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