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Speech recognition in noise and music perception is especially challenging for current cochlear implant users. The present study utilizes the residual acoustic hearing in the nonimplanted ear in five cochlear implant users to elucidate the role of temporal fine structure at low frequencies in auditory perception and to test the hypothesis that combined acoustic and electric hearing produces better performance than either mode alone. The first experiment measured speech recognition in the presence of competing noise. It was found that, although the residual low-frequency (<1000 Hz) acoustic hearing produced essentially no recognition for speech perception in noise, it significantly enhanced performance when combined with the electric hearing. The second experiment measured melody recognition in the same group of subjects and found that, contrary to the speech recognition result, the low-frequency acoustic hearing produced significantly better performance than the electric hearing. It is hypothesized that listeners with combined acoustic and electric hearing might use the correlation between the salient pitch in low-frequency acoustic hearing and the weak pitch in the envelope to enhance segregation between signal and noise. The present study suggests the importance and urgency of accurately encoding the fine-structure cue in cochlear implants.


I. INTRODUCTION

Cochlear implants have successfully restored partial hearing in severely hearing-impaired individuals. Recent studies have reported that many implant users can recognize 70%–80% of sentences presented in quiet. However, understanding speech in noise and music appreciation still remains a challenge for most implant users, due to the limitations of the electrode design and the signal processing scheme employed in current cochlear implants.

The poor speech perception in noise and music appreciation in cochlear-implant listeners are mainly due to their inability to encode pitch. The limited spectral resolution, especially the inaccurate encoding of low-frequency information, is believed to be the main reason for their poor pitch perception performance. Low-frequency information is important for both musical and voice pitch perception. It has been shown that speech recognition in the presence of a competing talker can be achieved by segregating the components of each voice using the fundamental frequency ($F_0$) as a cue.

Brokx and Nooteboom (1982) showed that listeners could identify the keywords in sentences more accurately against a background of competing speech by increasing the difference in $F_0$. The $F_0$ cue was shown to be effective in segregating competing voices even at low signal-to-noise ratios when the target speech did not show distinct peaks in the spectrum (Summerfield and Culling, 1992).

A pitch percept in normal auditory system can be elicited by either the place mechanism with resolved low-numbered harmonics or by the temporal mechanism following the temporal fine structure of the input signal. However, both pitch encoding mechanisms fail in current cochlear implants. The low-frequency information is neither appropriately represented by the place of stimulation nor by the temporal fine structure of the neural firing pattern. First, the relatively shallow insertion depth of present electrode arrays severely limit the transfer of low-frequency spectral information. The average insertion depth for the Nucleus implant was estimated to be 20 mm (Ketten et al., 1998), which corresponds to the acoustic frequency lower limit of about 1000 Hz (Greenwood, 1990). Even with the latest electrode designs (such as the Clarion HiFocus, Nucleus Contour, and Med-El Combi40+), which are intended to provide a deeper insertion of up to 30 mm, there is still no guarantee that...
low-frequency neurons can be stimulated due to both reduced nerve survival in deafened individuals and non-tonotopic distribution of low-frequency neurons in the cochlea (Nadol et al., 1989; Linthicum et al., 1991). Second, low-frequency temporal information is not appropriately encoded in current speech processing strategies. All current coding strategies, except for the analog-based strategies such as the Compressed Analog (CA, Eddington, 1980) and Simultaneous Analog Stimulation (SAS, Kessler, 1999), extract only the temporal envelope of incoming signals from 6 to 22 frequency bands using a low-pass filter with a cutoff frequency below 500 Hz and amplitude modulate it to a fixed-high-rate pulsatile carrier. In these strategies, the low-frequency temporal information, namely the slowly-varying high-rate pulsatile carrier. In these strategies, the low-frequency below 500 Hz and amplitude modulate it to a fixed-rate pulsatile carrier. In these strategies, the low-frequency temporal information, namely the slowly-varying envelope (<50 Hz) and the periodicity cues (50–500 Hz) (Rosen, 1992), can be preserved in the temporal envelope, but they are encoded in the “wrong places,” i.e., locations in the cochlea that are tuned to higher frequencies. Furthermore, fine structure information of the input signal, which is the phase information defined mathematically by the Hilbert transform (Hilbert, 1912), is discarded in such processing schemes due to the usage of a fixed-rate carrier. While the low-frequency information conveyed by the temporal envelope can support speech recognition in quiet (e.g., Shannon et al., 1995), it is not sufficient to support speech recognition in noise with limited spectral cues (e.g., Fu et al., 1998; Zeng and Galvin, 1999; Qin and Oxenham, 2003; Stickney et al., 2004) and robust pitch perception (e.g., Burns and Viemeister, 1981; Green et al., 2002; Kong et al., 2004).

As the audiological criteria for implant candidacy have become less stringent, individuals with substantial residual low-frequency hearing have received cochlear implants. Recent development of short-electrode arrays allows the preservation of low-frequency acoustic hearing in these patients (von Ilberg et al., 1999; Gantz and Turner, 2003). For those who are implanted with the conventional long-electrode arrays, low-frequency acoustic information is also available by combining electric hearing with acoustic hearing from the nonimplanted ear (Dooley et al., 1993; Tyler et al., 2002). Availability of these individuals allows a unique opportunity to study the role of fine-structure information at low frequencies in auditory perception, particularly in tasks that depend on pitch perception (i.e., music perception and speech recognition in the presence of a competing talker).

Previous studies on speech perception with binaurally combined acoustic and electric hearing revealed mixed results (for adults, see Dooley et al., 1993; Armstrong et al., 1997; Tyler et al., 2002; Ching et al., 2004; for children, see Chmiel et al., 1995; Ching et al., 2001). Chmiel et al. (1995) reported significantly better speech performance in quiet with a combined use of hearing aids and cochlear implants in three of the six subjects. Similar results were also reported by Armstrong et al. (1997) and Ching et al. (2001 and 2004), showing better sentence and phoneme recognition performance with combined acoustic and electric hearing in both quiet and in multi-talker babble noise at a 10 dB signal-to-noise ratio. Anecdotally, some implant users reported that the additional low-frequency acoustic information improved both sound quality and sound localization (Armstrong et al., 1997; Tyler et al., 2002). Moreover, two of the three subjects tested in Tyler et al. (2002) reported that the acoustic and electric signals fused to form one integrated sound image. Potential incompatibility between acoustic and electric hearing has also been reported. For example, Tyler et al. (2002) reported that one of their subjects heard the acoustic and electric stimuli as separate sound sources. Blamey et al. (1996 and 2000) demonstrated a pitch mismatch and differences in the dynamic range and the shape of the iso-loudness curves between the acoustically and electrically stimulated ears. Dooley et al. (1993) also reported that some subjects discontinued using their hearing aids or cochlear implants after implantation. However, for those patients who adapted to both devices, the incompatibility between the two percepts did not seem to interfere with their speech recognition in both quiet and noise (Dooley et al., 1993; Tyler et al., 2002).

The first study by von Ilberg et al. (1999) on combined acoustic and electric hearing with specially designed short-electrodes showed better speech recognition in quiet with the additional low-frequency acoustic hearing compared to electric hearing alone. The range of improvement was 4 to 70 percentage points depending on the filtering configuration of the cochlear implant. A recent study by Turner and colleagues (2004) on short-electrodes also showed significant benefits of additional low-frequency acoustic hearing in speech recognition in noise. They compared the speech reception thresholds of spondee words in different noise backgrounds (steady-state noise versus competing sentences) in implant users with “short-electrodes” and traditional “long-electrodes.” They reported that speech reception thresholds improved by 15 dB in the competing talker background and 5 dB in the steady-state noise background in combined hearing recipients with the short-electrode implants compared to the traditional long-electrode users. They concluded that the better speech recognition performance in multi-talker babble noise with the additional low-frequency acoustic hearing was attributed to the ability of the listeners to take advantage of the voice differences between the target and the masker speech.

One of the reasons that current cochlear implant listeners have great difficulty in understanding speech in a fluctuating background of other talkers (Nelson et al., 2003; Stickney et al., 2004) is their impaired pitch perception ability. The goal of the present study was to investigate how residual low-frequency hearing from the nonimplanted ear provides information that is necessary for pitch perception, and in turn improves speech and music perception in cochlear implant listeners. Two experiments were conducted to reveal the role of low-frequency acoustic hearing in realistic listening situations that are exceptionally challenging for cochlear implant users. The first experiment was designed to evaluate speech recognition in the presence of another speech sound in three listening conditions: hearing aid (HA) alone, cochlear implant (CI) alone, and cochlear implant plus hearing aid (CI + HA). The second experiment was designed to evaluate melody recognition with primarily pitch cues in cochlear-implant users in the same three listening conditions. We hypothesized that the additional low-frequency acoustic infor-
mation from the nonimplanted ear would provide more accurate pitch information to aid perceptual segregation of competing voices and to contribute significantly to musical pitch perception.

II. SPEECH RECOGNITION IN NOISE

A. Methods

1. Subjects

Four cochlear-implant subjects with significant residual acoustic hearing in the nonimplanted ear were recruited to participate in this study. They were two females and two males, with ages ranging from 49 to 79. Figure 1 shows their aided and unaided thresholds in the nonimplanted ear and the thresholds in the implanted ear. Their unaided thresholds showed moderate to profound loss at frequencies from 125 to 8000 Hz, but their aided thresholds showed only mild to severe loss at frequencies at or below 1000 Hz. The aided threshold averaged over 125, 250, and 500 Hz was 30, 70, 48, and 28 dB HL for subjects S1, S2, S3, and S4, respectively. While all other subjects had better aided thresholds below 1000 Hz, subject S2 had the lowest threshold (40 dB HL) at 1000 Hz and poorer thresholds below 1000 Hz. Thresholds from the cochlear implant for subjects S2, S3, and S4 were between 25 and 70 dB HL from 125 to 6000 Hz. The implant thresholds for S1 were not tested. Three out of the four subjects (S1, S3, and S4) continued to use their hearing aids on a daily basis, whereas S2 discontinued using his hearing aid after implantation in spite of residual hearing in the nonimplanted ear. Subject S2 did not use his hearing aid because of poor speech recognition rather than any perceived incompatibility between his hearing aid and cochlear implant.

All subjects were postlingually deafened and had at least one year of implant usage at the time of the test. They were native speakers of American English. Table I shows additional information regarding hearing history and implant type. Two subjects had the Clarion device, with S1 having the Clarion precurved electrode and S2 having the Clarion Hi Focus II with the positioner. The remaining two subjects (S3 and S4) used the Nucleus 24 device. Subject S1 used two different speech processing strategies: simultaneous analog stimulation (SAS) and multiple pulsatile sample (MPS), depending on the listening situations. Subject S2 and S4 used the continuous interleaved sampling (CIS) strategy, and S3 used the advanced combination encoder (ACE) strategy.
the target sentence in the presence of the masker. In this practice session was used to familiarize listeners listening to subjects were presented with sentences in quiet. The second session, subjects were presented with two practice sessions the additional female masker. S1 was not available for the S2, S3, and S4 also being tested in a second test session with All subjects were tested with the male masker, with subjects volume and sensitivity settings during the entire test session. Subjects used their own hearing aid and cochlear implant presented via a loud speaker directly in front of the subject. Both the target and masker sentences were treated booth. Both the target and masker sentences were spoken by a different male talker or by a female talker was used as a masker. The same competing sentence was used throughout testing (“Port is a strong wine with a smoky taste”). The target sentence was either presented alone or in the presence of the masker. The target and masker had the same onset, but the masker’s duration was always longer than the target sentence. The target sentence was presented at approximately 65 dBA whereas the level of the masker varied from 45 dB to 65 dBA to produce five signal-to-noise ratios (SNR): +20, +15, +10, +5, and 0 dB.

3. Procedure

Subjects were evaluated under three listening conditions: hearing aid (HA) alone, cochlear implant (CI) alone, and cochlear implant with hearing aid (CI+HA). The subject’s cochlear implant was turned off in the HA alone condition, and their hearing aid was turned off and the nonimplanted ear was plugged in the CI alone condition. These three listening conditions were evaluated in random order for each subject.

All tests were performed in a double-walled sound-treated booth. Both the target and masker sentences were presented via a loud speaker directly in front of the subject. Subjects used their own hearing aid and cochlear implant volume and sensitivity settings during the entire test session. All subjects were tested with the male masker, with subjects S2, S3, and S4 also being tested in a second test session with the additional female masker. S1 was not available for the second test session with the female masker. Prior to the test session, subjects were presented with two practice sessions of ten sentences each binaurally. In the first practice session, subjects were presented with sentences in quiet. The second practice session was used to familiarize listeners listening to the target sentence in the presence of the masker. In this practice session, two sentences were presented for each of the five SNR conditions used in the actual experiment. In the test session, each subject was presented with all five SNR conditions in a random order. There were 10 randomized sentences (5 keywords each), for a total of 50 keywords per SNR and 50 sentences for the test session. The subjects typed their responses at the keyboard and were encouraged to guess if unsure. Responses were collected and scored in terms of the number of words correctly identified using MATLAB software.

B. Results

Figure 2 shows percent correct scores as a function of SNR for sentence recognition in the presence of the male masker for both individual and average data (bottom right panel). Panels S1a and S1b represent results from subject S1 using the SAS and the MPS strategy, respectively. Results from the three listening conditions, hearing aid (HA) alone, cochlear implant (CI) alone, and the combined devices (CI + HA), are represented by closed squares, closed circles, and open triangles, respectively.

Both the individual and average data show the same trend: the hearing aid alone produced essentially zero speech recognition across different SNRs \( F(4,16) = 1.88, p > 0.05 \), while the cochlear implant alone and the combined devices produced monotonically increasing performance as a function of SNR [CI alone: \( F(4,16) = 10.98, p < 0.01 \); CI + HA: \( F(4,16) = 23.09, p < 0.001 \)]. The most interesting finding is that the combined hearing produced significantly better performance than the CI alone particularly in the higher SNR conditions by an average of 8 percentage points at a 20 dB SNR \[ F(1,4) = 10.78, p < 0.05 \] and 20 percentage points at a 20 dB SNR \[ F(1,4) = 27.13, p < 0.01 \].

Figure 3 shows sentence recognition scores with the female masker from subjects S2, S3, and S4. Similar to the male masker condition, qualitative trends were observed with the female masker: (1) the HA alone produced essentially zero speech recognition, (2) both the CI alone and the combined devices produced monotonically increasing perfor-

### TABLE I. Biographical information on five cochlear-implant subjects.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Age(^a)</th>
<th>Yrs. (\text{exp.})</th>
<th>Etiology</th>
<th>Device(^c)</th>
<th>Strategy(^f)</th>
<th>HA use(^g)</th>
<th>Consonant(^b)</th>
<th>Vowel(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>49</td>
<td>4</td>
<td>Unknown</td>
<td>Claron</td>
<td>SAS/MPS</td>
<td>Y</td>
<td>46/54</td>
<td>51/40</td>
</tr>
<tr>
<td>S2</td>
<td>50</td>
<td>2</td>
<td>Unknown</td>
<td>Clarion</td>
<td>CIS</td>
<td>N</td>
<td>86</td>
<td>68</td>
</tr>
<tr>
<td>S3</td>
<td>69</td>
<td>3</td>
<td>Unknown</td>
<td>HiFocus II</td>
<td>Nucleus 24</td>
<td>Y</td>
<td>54</td>
<td>51</td>
</tr>
<tr>
<td>S4</td>
<td>79</td>
<td>1</td>
<td>Unknown</td>
<td>Nucleus 24</td>
<td>CIS</td>
<td>Y</td>
<td>58</td>
<td>45</td>
</tr>
<tr>
<td>S5</td>
<td>19</td>
<td>1</td>
<td>Unknown</td>
<td>Claron</td>
<td>SAS</td>
<td>Y</td>
<td>41</td>
<td>33</td>
</tr>
</tbody>
</table>

\(^a\)Age of the subject at the time of the experiments.  
\(^b\)Years of formal musical training.  
\(^c\)Age at the onset of hearing loss.  
\(^d\)Years of experience with the implant.  
\(^e\)Implant type.  
\(^f\)Processing strategy in the speech processor used during the experiments.  
\(^g\)Consistent use of hearing aid in the nonimplanted ear after implantation.  
\(^h\)Score (% correct) on consonant recognition in quiet in /aCa/ context.  
\(^i\)Score (% correct) on vowel recognition in quiet in /hVd/ context.
mance as a function of SNR, and (3) the combined hearing produced better performance than either mode alone. The benefits of combined hearing compared to CI alone were observed in all subjects, with average improvement ranging from 8 to 25 percentage points from 0 to 20 dB SNR. However, due to the limited number of subjects and the large

FIG. 2. Individual and mean sentence recognition scores (% correct) as a function of signal-to-noise ratio (SNR) with the male masker. The three functions in each panel represent the CI+HA (open triangles), CI alone (closed circles), and HA alone (closed squares) conditions. The vertical error bars in the mean graph represent the standard error of the mean.

FIG. 3. Sentence recognition scores (% correct) as a function of SNR for subjects S2, S3, and S4 with the female masker.
intersubject variability of performance, the superior performance of combined hearing over CI alone was only found to be significant at 15 \( F(1,2) = 19.10, p < 0.05 \) and 10 dB SNRs \( F(1,2) = 18.75, p < 0.05 \). Large differences between the male and the female maskers were observed in the combined hearing condition at all SNRs with an average of 21 percentage points better with the female masker than with the male masker. Significant difference between the two maskers in combined hearing was found in more challenging SNRs at 15 \( F(1,2) = 100.00, p < 0.01 \) and 10 dB SNRs \( F(1,2) = 19.24, p < 0.05 \). In contrast, with the CI alone, the improvement of speech recognition with the female masker compared to the male masker was relatively small (average 9 percentage points) and no significant difference between maskers was found at any SNR \( F(1,2) = 2.07, p > 0.1 \). The improvement of the combined hearing over the CI alone was much greater for the female masker (average 19 percentage points) than the male masker (average 7 percentage points).

For example, subject S2 improved by about 5 percentage points with the male masker, but the improvement with the female masker was 26 and 34 percentage points at 5 and 10 dB SNR, respectively. Similarly, subject S3 improved by 15 or less percentage points with the male masker, but the improvement with the female masker was 24 and 52 percentage points at 15 and 20 dB SNR, respectively.

### III. MELODY RECOGNITION

#### A. Methods

##### 1. Subjects

Five cochlear-implant subjects, including the same four cochlear-implant subjects from experiment I and an additional subject S5 participated in the melody recognition experiment. Only S1 had extensive musical training, while the rest had very limited music experience. Subject S5 was a non-native speaker of English, but he attended kindergarten in the United States at age 6. He reported learning all the melodies, except one, used in the experiment at a young age and was able to hum the tunes of these melodies. He was implanted with the Clarion precurved electrode and was using the ReBirth software synthesizer (ReBirth RB-338, version 2.0.1). For each melody, rhythmic information was removed by using notes of the same duration (quarter notes with 350 ms in duration) with a silent period of 150 ms between notes. Therefore, pitch was the only available cue for melody recognition. Each melody consisted of 12–14 notes of its initial phrase. Three sets of the twelve melodies were generated in low-, mid-, and high-frequency ranges. In the low-frequency melody condition, all melodies were within a frequency range from 104 (G#2) to 261 Hz (C4), whereas the mid- (208 to 523 Hz) and high-range (414 to 1046 Hz) melodies were one and two octaves above the low-range melodies, respectively. The largest semitone difference between the highest and the lowest notes of the melody was 16 and the smallest difference was 7. Table II shows the titles of the melodies used in this experiment and the frequency components of each melody (for detailed information, see Kong et al., 2004).

| Table II. The 12 familiar melodies and their frequency ranges. |
|-----------------|-----------------|-----------------|-----------------|
| **Melody** | **Low range** | **Mid range** | **High range** |
| **Range** | **Range** | **Range** | **Range** |
| 1  | 110–174 | 220–348 | 440–696 |
| 5  | 110–174 | 220–348 | 440–696 |
| 7  | 110–174 | 220–348 | 440–696 |
| 8  | 110–174 | 220–348 | 440–696 |
| 12 | 110–174 | 220–348 | 440–696 |

a1=Twinkle, Twinkle, Little Star; 2=This Old Man; 3=She’ll be Coming Round the Mountain; 4=Old MacDonald Had a Farm; 5=Lullaby, and Good Night; 6=Mary Had a Little Lamb; 7=Take Me Out to the Ball Game; 8=London Bridge is Falling Down; 9=Happy Birthday; 10=Star Spangled Banner; 11=Auld Lang Syne; 12=Yankee Doodle.

bLargest interval in melody (n = minor).

Range in semitones between the highest and the lowest notes in the melodies.

#### 3. Procedure

All subjects were tested in three listening conditions (HA alone, CI alone, and CI+HA) and three melody conditions (low, mid, and high) for a total of 9 conditions. For the HA alone and CI alone conditions, stimuli were presented at the subject's most comfortable level while they wore their hearing aid or cochlear implant at their usual settings. For the combined CI+HA condition, the presentation level was set the same as in the HA alone condition while the speech processor volume was adjusted to achieve the most comfortable loudness. The presentation level ranged from 70 to 85 dB SPL.

The titles of the 12 melodies were displayed on a computer screen and the subject was asked to choose the melody that was presented. A practice session with feedback was given before the actual test. For each experimental condition, melodies were presented three times in random order. Repetition of the stimulus was not allowed and visual feedback regarding the correct response was given immediately after
the subject’s response. As in experiment I, all three melody and all three listening conditions were presented in random order.

B. Results

Figure 4 shows individual and mean melody recognition results for the three melody (low, mid, and high) and listening conditions (HA alone = closed bars, CI alone = slanted bars, and CI + HA = open bars). Panels S1a and S1b represent results from subject S1 using the SAS and MPS strategies, respectively. Melody recognition performance varied remarkably from subject to subject in all listening conditions. Performance ranged from an average of 19% for S4 to 90% for S1 in the HA alone condition, from 8% for S4 to 81% for S1 in the CI alone condition, and from 21% for S4 to 92% for S1 in the CI + HA condition. Consistent with Kong et al. (2004), a difference in processing strategies was observed, with the SAS strategy producing better melody recognition than her MPS strategy for the low-, mid-, and high-range melodies, respectively. However, inconsistent with earlier studies on melody recognition, the melody recognition performance with cochlear implants alone in some of the subjects was considerably better than the chance performance level (e.g., Gfeller et al., 2002; Kong et al., 2004). It should be noted that the melody recognition performance with the mid-range melodies reported in Kong et al. (2004) was primarily obtained from cochlear implant users with the older devices (Clarion precurved and Nucleus-22) and with the envelope extraction processing strategies, namely MPS, CIS, and SPEAK. Preliminary data from our laboratory on a small group of users implanted with Nucleus 24, Clarion HiFocus II, and Med-El devices showed a different level of performance, with some performing similarly to the older device users at chance level and others in the range of 40%–80% correct. The reasons for this remarkable difference in performance between the newer and older devices will need further investigation, but it is not in the scope of discussion in this study.

FIG. 4. Individual and mean melody recognition scores (% correct) for the three listening (CI alone, HA alone, and CI + HA) and three melody conditions (Low, Mid, and High). Vertical error bars represent the standard error of the mean.
With the HA alone, the average melody recognition performance across all subjects and conditions was 45% correct. This is in direct contrast with the score of 0% obtained for the speech recognition in noise task from the first experiment. On average, HA alone produced an average of 17 percentage points better melody recognition than the averaged CI alone performance, but showed similar performance to the combined hearing condition. These patterns of results were observed in four out of the five subjects. The only exception was subject S2, who discontinued the regular use of his hearing aid after implantation and had very unusually poor aided thresholds in the frequency range (<1000 Hz) that was tested in this experiment. Due to the large intersubject differences in the melody recognition scores, a repeated measures ANOVA did not show significant difference between the HA alone and CI alone performance. Nevertheless, the trend of better performance with the HA alone than the CI alone was found in 14 out of the 18 cases, the probability of obtaining this result by chance is only 1.2%.

IV. DISCUSSION
A. Comparison between speech and melody recognition

Cochlear implant speech recognition performance in quiet has improved with advances in technology, but speech recognition in competing backgrounds and music perception remains challenging for implant users. One of the reasons for their poor performance in speech recognition in noise and music perception is their impaired pitch perception ability caused by both the limitations of the electrode design and the signal processing scheme employed in current cochlear implants. We hypothesize that providing the additional fine-structure information at low frequencies via the nonimplanted ear may allow for better encoding of pitch, which in turn can improve music appreciation and enhance speech recognition in competing backgrounds.

The present study showed that speech recognition in noise improved with combined acoustic and electric hearing compared to electric hearing alone, consistent with findings in earlier combined hearing studies (Armstrong et al., 1997; Ching et al., 2001 and 2004; Tyler et al., 2002) and the results reported regarding “short-electrode” cochlear implants (Turner et al., 2004). Turner et al. (2004) showed significantly lower spondee word reception thresholds in the presence of two simultaneously presented sentences than in steady-state white noise in “short-electrode” users, but not in the traditional long-electrode users. In contrast to speech recognition, the advantage of combined hearing was not observed in the melody recognition task. Instead, the performance with combined hearing was determined by the better ear (i.e., acoustic ear in S1, S3, S4, and S5, implant ear in S2), as indicated by Fig. 5 showing a highly significant correlation between the binaural and the best monaural conditions [$r^2 = 0.94, p < 0.001$] and close to the unit slope (0.93) of the linear regression function.

The differential speech and music results reinforce the recently reported dichotomies in auditory perception, i.e., the fine-structure cue at low frequencies dominates pitch perception while the envelope cue dominates speech recognition (Smith et al., 2002). The present results demonstrate this dichotomy with opposite patterns of results between hearing aid and cochlear implant performance in speech and melody recognition: the hearing aid (containing the fine-structure cue at low frequencies) produced no speech recognition but significant melody recognition, while the cochlear implant (containing the temporal envelope cue) produced significant speech recognition but relatively poor melody recognition. The inability to recognize speech with only low-frequency information is consistent with classic articulation index studies, where low-pass filtered speech ($\leq 800$ Hz) was relatively unintelligible (e.g., French and Steinberg, 1947; Pavlovic et al., 1986). However, this additional low-frequency acoustic information, when combined with the cochlear implant, produced significantly better speech recognition in noise than the implant alone condition.

B. Auditory segregation and grouping

The superior speech recognition performance in binaurally combined hearing over the CI alone may arise from the
benefits of (1) binaural processing including the binaural squelch effect (Carhart, 1965; Colburn, 1977) and/or diotic summation, a small benefit arising from listening with two ears compared to one ear with the identical signal and noise (Day et al., 1988), (2) a monaurally based grouping and segregation mechanism, or (3) a combination of both. However, we argue that the presently observed improved speech recognition in noise with binaurally combined acoustic and electric hearing cannot be due to the binaural advantage. First, there are apparently no preserved level and phase differences between the acoustic and electric hearing, as required by the traditional binaural squelch. Both the target speech and masker were presented directly in front of the subjects in our study. Second, the advantage from diotic summation is small (Cox et al., 1981) and it results mainly in better speech recognition in quiet (Kaplan and Pickett, 1981). This cannot account for the considerably large improvement of speech recognition in noise (averaged 19 percentage points with the female masker) with the combined hearing in our study. Third, similar improvement was obtained with combined acoustic and electric hearing on the same side with the short-electrode implant, providing evidence strongly against the binaural advantage hypothesis. Fourth, speech recognition in noise was improved more with the female masker than with the male masker, suggesting a monaurally based grouping and segregation mechanism.

Previous studies in which speech recognition in noise improved with the separation of the fundamental frequency have demonstrated the importance of voice pitch cues for segregating speech from competing backgrounds (e.g., Brokx and Nooteboom, 1982; Gardner et al., 1989; Assmann and Summerfield, 1990). During voicing, the pulsing of the vocal folds gives rise to a consistent pattern of periodicity in the time wave form and corresponding harmonicity in the spectrum. Different from acoustic hearing, low harmonics cannot be resolved in current cochlear implants. The only pitch information available in the implants is from the reduced salience pitch cue provided by the temporal envelope (Burns and Viemeister, 1981; Faulkner et al., 2000; Green et al., 2002). The nonsalience of temporal envelope pitch can be demonstrated by the much poorer discriminability of modulation frequency and electric pulse rate than pure-tone frequency discrimination (Formby, 1985; Grant, 1998; Zeng, 2002). Thus, we hypothesize that the pitch difference in the temporal envelope is not robust enough to reliably separate the target and masker, particularly when both are dynamic speech sounds (e.g., Green et al., 2002). We further hypothesize that the fine-structure information at low frequencies in the combined acoustic and electric hearing provides better F0 information that allows the cochlear-implant users to segregate the target from the masker. In the present study, the average fundamental frequency was 108 Hz for the target, 136 Hz for the male masker, and 219 Hz for the female masker (measured by the STRAIGHT program, courtesy of Kawahara, 1997). The significantly better speech recognition performance with the female masker compared to the male masker supported the idea that the availability of the fundamental frequency cue in combined acoustic and electric hearing was critical for separating the target speech from the masker speech.

The encoding of voice pitch in normal-hearing listeners can be achieved by the place coding or temporal coding mechanism, or both. A number of models have been proposed to investigate the auditory and perceptual processes by which normal-hearing listeners utilize the F0 difference when identifying the constituents of double vowels. Assmann and Summerfield (1990) tested different models to predict performance in normal-hearing listeners in identifying concurrent vowels with different fundamental frequencies. They reported that the place-time models, which estimated voice pitch using a periodicity analysis of the wave forms in each channel, were superior to the place models in the context of vowel identification. A purely temporal model by Meddis and Hewitt (1992) could even predict the improvement of segregation of simultaneous vowels as a function of F0 difference based on the pooled periodicity information which were summed across channels. These models suggested that temporal information, namely the periodicity cues, are critical for the segregation of competing sound sources.

The underlying mechanism for segregating competing sounds with combined acoustic and electric hearing is unclear. We propose that the segregation of target speech from the masker is based on the temporal periodicity cues in both the acoustic and electric signals. While the periodicity cue carried in the envelope alone does not provide sufficient F0 sensitivity to perceptually segregate target speech from the masker (Faulkner et al., 2000; Green et al., 2002), the presence of the additional salient temporal fine-structure cue at low frequencies in acoustic hearing, which is correlated with the periodicity cue in the temporal envelope in electric hearing, increases perceptual segregation between the signal and noise as well as improves grouping of the signal and that of the noise. This hypothesis is consistent with the recently reported poor (23% correct) speaker identification performance (Vongphoe and Zeng, 2004) and the absence of talker effect for speech recognition in the presence of a competing talker (Stickney et al., 2004) in cochlear implant users. Even though there is no direct evidence to support this hypothesis at this stage, several predictions can be made to test its validity in the future. For example, should fundamental frequency be the main cue used by low-frequency acoustic hearing to improve electric hearing, we would predict minimal improvement for voiceless speech segments. Additionally, any mismatch between the fundamental frequency provided by acoustic hearing and the temporal envelope provided by electric hearing would result in a reduced benefit in combined hearing.

V. CONCLUSIONS

The present study implicates a dichotomy between the envelope and fine-structure cues at low frequencies in speech and melody recognition. The temporal envelope cue is sufficient for speech recognition, but not for melody recognition. On the other hand, the fine-structure cue at low frequencies is sufficient for pitch perception, but not for speech recognition. However, when the fine-structure cue in acoustic hear-
ing is combined with the envelope cue in electric hearing, significant improvement can be observed in speech recognition in a competing background. The greatest improvement was observed when the target and the masker had the largest difference in fundamental frequency, suggesting a monaurally based grouping mechanism rather than a binaurally based mechanism for the observed advantage with the combined acoustic and electric hearing.

The present study suggests the importance of appropriately encoding the fine-structure cue in cochlear implants. Although this fine-structure cue at low frequencies produces negligible intelligibility for speech recognition in quiet, it is critical for music perception, speech recognition in noise, and other listening situations including speaker identification and sound source segregation.
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