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Professor Ryan Kastner, Chair

The task of detecting mine-like objects (MLOs) in side scan sonar imagery has a profound impact on military operations. The current process involves subject matter experts analyzing sonar images searching for MLOs. The automation of this problem has been heavily researched over the years without a definitive solution that outperforms the manual approach in real world scenarios. This paper presents a series of approaches and experiments centered on the use of GentleBoost feature selection classifiers for the detection of MLOs in side scan sonar. In a comparison of semi-synthetic versus real world training data with two different boosted single-feature selection classifiers, we see
that semi-synthetic data can provide insight into potential performance of a classifier. We run experiments training and testing GentleBoost single-feature classifiers on six different feature types, finding that the Haar-like feature classifier performs the best. We propose a GentleBoost multi-feature selection framework that allows for multiple feature types to be in the pool of selectable features, finding that a combination of Haar-like features, speeded up robust features (SURF), and simple shadow features performs better than the Haar-like feature classifier. Experiments with tiered, or cascaded, classifiers show a reduction in false positives for lower true positive rates. The multiple instance learning (MIL) approach shows great potential for future efforts, achieving improved true positive rates at higher false positive rates. A final approach considers the complimentary benefits of computer vision and human vision, introducing two brain-computer interface (BCI) systems. One BCI uses the Haar-like feature classifier as a first stage cascaded in to a human processing second stage. The other adds a third stage that employs a novel support vector machine (SVM) classifier based on the Haar-like feature and human interest scores from multiple subjects. Overall, our GentleBoost feature selection classifier variations result in performance improvement for the detection of MLOs in side scan sonar imagery.
Chapter 1

Introduction

Automated detection of targets such as mine-like objects (MLOs) in underwater environments is a difficult task due to the inherent complexity of capturing images. The sonar is a prominent sensor for manual and automated detection of objects due to its ability to visualize these dynamic environments. The underwater acoustics produce images with highlights and shadows for objects protruding from the sea floor, even in low visibility environments. The side scan sonar, specifically is excellent at mapping the sea floor.

For the specific task of detecting MLOs, the current process employed involves collecting large amounts of side scan sonar data and having trained operators search the images for targets of interest, which is very time consuming. Automating this task would be of great value, allowing for clearing larger areas in short time periods, saving cost and potentially lives.

There is a vast amount of research on techniques for automatically detecting MLOs in side scan sonar. The earlier research relied primarily on models of the targets, focusing on the shadow and highlight characteristics [17, 38, 49, 33]. Some research uses machine learning such as neural networks [67, 33] with more recent efforts using computer vision local features and boosting [54].

This paper focuses on the use of boosting as a training capability for various
features, considering the model style features as well as the local descriptors. For part of the research we simply use a basic GentleBoost single-feature selection algorithm similar to other research [54]. Then we consider many variations of the boosted feature selection process and many different features. We also consider a brain-computer interface (BCI) that employs a boosted single-feature classifier and a human interest classifier using electroencephalography (EEG).

There are a number of major contributions of this research, all related to the detection of MLOs in side scan sonar. We list these contributions here in the order they are presented in the following chapters rather than in order of impact:

- A survey of the work done on this topic. This is the foundation of a survey paper to be published in collaboration with other experts in the field.

- An evaluation of the use of semi-synthetic datasets for classifier generation in lieu of real world datasets, specifically for classifying MLOs in side scan sonar, and quantifying the relative improvement when training on real world data instead of semi-synthetic.

- Access to the semi-synthetic and real world datasets for the academic community. The real world training and testing datasets are of particular significance.¹

- Evaluation of prominent and unique computer vision features with the GentleBoost feature selection algorithm.

- The introduction of the multi-feature selection framework, which is structured such that any dataset and any group of features can be used for training and classification. The concept involves allowing the boosted selection algorithm to consider more than one type of feature during training.

¹http://kastner.ucsd.edu/datasets/barngrover/
• The proposition of applying a multi-feature selection process for the detection of mine-like objects in side scan sonar imagery.

• The optimal combination of feature types selected by the multi-feature selection framework, which uses the Haar-like feature, the speeded up robust feature and a simple shadow feature. The resulting \( \text{HAAR} + \text{SURF} + \text{SHADOW} \) classifier improves the true positive rate (TPR) by 12.69% up to 88.56% at approximately 3.0 false positives per square kilometer (FP per km\(^2\)) and under other parameters it increases TPR by 3.79% up to 94.56%, while reducing FP per km\(^2\) by 1.74.

• The introduction of two brain-computer interface (BCI) systems. One BCI uses the Haar-like feature classifier as a first stage cascaded in to a human interest classifier second stage. The other adds a third stage that employs a novel support vector machine (SVM) classifier based on the Haar-like feature and human interest scores from multiple subjects.

The remainder of this paper is organized as follows. In Chapter 2 we explain in depth how sonars function and the process that creates the sonar image. This understanding of how the sonar image is created leads to better decisions when selecting features and a more complete knowledge base for the research. Then in Chapter 3 we present the survey on the state of research on the topic of automated MLO detection. A comparison of single-feature boosted classifiers trained on semi-synthetic versus real data is considered in Chapter 4. Next in Chapter 5 we present the primary contributions of this paper. This chapter introduces a multi-feature selection framework and an optimized classifier trained by this algorithm. The concept of tiered classifier processing is proposed and evaluated in Chapter 6. Multiple instance learning has been shown to work well for many scenarios such as tracking objects. In Chapter 7 we propose applying this concept to the detection of MLOs using the Haar-like feature classifier. Another major contribution
comes from Chapter 8, which considers different BCI systems using computer vision and human vision classifiers together for the task of MLO detection. Finally, Chapter 9 concludes the paper and summarizes its contents concisely.
Chapter 2

Side Scan Sonar Imagery

In order to understand this paper and all of the various research paths related to the overall goal of detection and classification of mine-like objects in side scan sonar, it is imperative to understand the fundamentals of sonars. This chapter will touch on the history of sonar and explain some of the properties of acoustic imaging.

2.1 History

Sound was first used to examine the seabed by A B Wood and some colleagues with the development of the prototype echosounder in 1929 [66]. Following this breakthrough there were many variations of the prototype considered. Most of the echosounders of the time utilized bottom penetrating low frequency sound sources [21]. With the antisubmarine warfare effort of World War II came a large surge in research into acoustic applications for mapping the sea floor. This research formed the technical base for the modern side scan sonar [57]. It was not until 1958 that the back-scatter from high frequency sound waves were used to create maps of geological features on the sea floor [8]. In 1961 the first functional side scan sonar was developed and installed on the RRS Discovery II research vessel. This sonar operated at a frequency of 36kHz, which is optimal for large scale survey such as for continental shelf science, and requires a swath width of 1500 m in water depths up to 200 m [61]. In the same year the first
major scientific paper focusing on the use of side scan sonar to survey the sea floor was published [18].

During these early stages of the side scan sonar the hardware was referred to by a variety of names. Eventually the British began using the acronym ASDIC to refer to these systems. The exact meaning of this acronym is debatable, but the official claim of the British Admiralty is that ASDIC stands for Allied Submarine Detection Investigation Committee, though no committee with this name has been found [26]. Meanwhile, the American scientists had begun referring to the systems as SONAR for SOund Navigation And Ranging [59]. Obviously the term sonar has become the more widespread label for such systems and is no longer capitalized as an acronym.

2.2 Underwater Acoustics

In order to fully understand how active sonars produce usable imagery of the sea floor it is important to have a grasp on the fundamental concepts of acoustics in the underwater environment. This includes the broad information about the speed of sound and the relationships between the parameters of the sonar and the output image, as well as the important highlight and shadow phenomenon. In addition, the propagation of sound through the water has many distortions including absorption and refraction that greatly affect the result of active sonars.

2.2.1 Acoustic Concepts

The underlying concepts of sound are a logical place to start for a strong foundation in understanding sonar. Sound is the mechanical vibration which is produced by longitudinal waves through water or any other elastic medium. Acoustics are useful for underwater applications because sound waves travel through water very efficiently, especially compared to light or radio waves [3].
The speed of sound as it propagates through the water is an essential variable when creating a sonar, because it allows for the estimation of target range based on the time between echo transmission and return. However, it is not necessary for understanding the resulting images. The main thing to note is that the velocity of sound through water is different from the velocity in air and that the actual speed is determined by temperature, salinity, and pressure from depth. The typical range of velocity in most fresh and seawater conditions is from 1,405 to 1,550 meters per second [3].

The frequency is represented by the variable $f$ and it is the number of waves that pass through one location over the period of one second. A Hertz (Hz) is the simplest measurement of frequency, where 1Hz is one wave in one second. Sonars are mostly represented in kilohertz (kHz) or 1,000 Hz and occasionally in megahertz (MHz) or 1,000,000 Hz. The wavelength is represented by the variable $\lambda$ and is the distance between each individual waveform. The frequency and wavelength of the transmitted sound wave by a sonar affects the output image in specific ways, which will be further discussed in Section 2.3.

The sonar equation is an essential part of understanding the sonar and the output image. It shows the relationship between all elements of the sound wave traveling from a transducer to a target and returning, as well as any unexpected movements of the sound after transmission. It is presented here in Equation 2.1 in terms of how much energy must return to the transducer in order to be detected.

$$DT \leq SL - 2 \times TL + TS - (NL - DI) \quad (2.1)$$

The detection threshold ($DT$) represents the sensitivity of the sonar system to detect acoustic energy. The acoustic response must be greater than this threshold to register in the system. The source level ($SL$) is the strength of the initial acoustic energy as
introduced by the sonar. As the sound waves travel through the water there is transmission loss (\( TL \)) caused by both distortions and the attenuation of water. This is multiplied by two in order to account for the travel to and from the target. The target strength (\( TS \)) represents the reflectivity of any target with which the sound wave collides. This value is determined by a combination of size, shape and composition. The noise level (\( NL \)) in the water column is the amount of background sound that might disrupt the sonar’s sound waves. Finally, the directivity index (\( DI \)) represents the narrowness of the beam of sound produced by the sonar. It is subtracted out from the noise level, which represents the noise level throughout the water column and not just in the narrow band of sound given by the directivity index.

The details of these fundamental acoustic concepts help to appreciate the math behind a sonar system and how many elements affect the output image. Having a high level understanding of these concepts is useful when analyzing sonar images. The concepts also lay a foundation for understanding some of the important characteristics of sonar images, which exemplify all targets of interest.

### 2.2.2 Highlights and Shadows

In the images created by side scan sonars, the pair of a highlight region followed laterally by a shadow region is common to all targets of interest. There are many factors that will determine the relative brightness of the highlight and the size of the shadow. Understanding these factors is key to determining if a highlight and shadow pair represents a target with a certain size and shape.

With all other variables of the sonar equation being equal, the target strength (\( TS \)) is based on the acoustic reflectivity of the given target. It is important to note that this is not limited to targets on the seabed but includes mid-water and surface targets with enough reflectivity to be detected by the sonar. The reflectivity of a target
is based on a complex relationship between the target’s composition, size, thickness, shape, and roughness and the sonar’s frequency, pulse duration, and incident angle of the waveform [3].

The target composition is a fairly straight forward factor, where the acoustically dense materials are more reflective than acoustically soft. The acoustic hardness of an object depends on the relative speed of sound through the object compared to the elastic medium, such as water. The thickness of the target is important here, because the change in speed of sound must continue for multiple wavelengths [3].

The size of the target and the incident angle of the acoustic beam must be such that the entire beam hits the surface. If a target is smaller than the beam width or if the incident angle is such that the entire beam does not hit the target surface, there will not be a strong reflection. The shape also plays a factor because it determines the direction of reflection. For instance a circular surface will reflect the waveforms in many directions.

Unlike the reflectivity, the acoustic shadow is not as dependent on variables of the target’s surface and composition. The shadow is created because the waveforms hit some other target and are blocked from the seabed directly behind the target. The result is the lack of any data return from the area where the waveforms cannot reach. This is shown visually in the first image of Figure 2.1 where the small peak blocks the waveforms from hitting seabed.

The shadow has the powerful capability to show information about the vertical shape and features of a target proud of the seabed. The lateral distance of the shadow is based on the range to target, vehicle altitude, and height of the target. Sometimes detailed features about an object can be seen in the acoustic shadow, as with the bicycle shown in the second image of Figure 2.1.

Acoustic shadows are also created by bottom depressions, where the depression depth is low enough to cause the standard seabed to block acoustic waveforms from
Figure 2.1. The left image provides a visual explanation of how an acoustic shadow is produced. The top of the depression and the peak block the acoustic waves from reaching the seabed behind. The right image shows how useful the shadow can be in practice, providing a high resolution view of the object’s shape features.

reaching the depression. The altitude of the vehicle and the size of the depression will determine the shadow. The important distinction with these types of shadow is that there is no reflective target to create a highlight before the shadow. This is why the combination is so important when searching for targets of interest.

2.2.3 Geometric Distortions

The elastic medium through which the sound waveforms travel has various characteristics leading to the transmission loss ($TL$) in the sonar equation presented as Equation 2.1. The major distortions of the waveforms in water are absorption, refraction and multi path.

Acoustic absorption occurs when the sound wave travels through the water and the acoustic energy causes water molecules to collide thus converting into heat. The absorption coefficient represents the amount of absorption that will occur under the given parameters of frequency, salinity, temperature and pressure [3].
Acoustic refraction is when the sound wave travels through different water conditions causing the sound to refract. This refraction, or bending, always occurs towards the water configuration yielding slower velocity in accordance with Snell’s Law [3]. Thermoclines are layers of temperature and haloclines are layers of salinity, both of which can cause refraction, along with layers of pressure. Acoustic refraction presents itself as blurred and wave-like patterns in the output image.

When the beam of acoustic waves hit a reflective surface, such as the seabed or the water surface, it reflects the waves in many directions. Until now we have focused on the waveforms returned to the sonar system, but the others are important as well. Acoustic multipath refers to the waves that are reflected in other directions, but eventually reflect again and return to the sonar system [3]. The sonar plots these returns based on time and reflective targets with multipath appear as duplicates in the output image.

There is another important geometric distortion that is inherent to the movement of the vehicle housing the sonar system. Any variation in trajectory, speed or orientation of the vehicle can cause distortions in the output image. Wind and current, as well as controls or sensor imperfections can cause instabilities in vehicle movement. The translation to the output image might be errors in aspect-ratio or other noticeable geometric distortions [10].

All of these geometric distortions emphasize the difficulty in sonar imaging, which has an abundance of variables involved in the process. Understanding the possible distortions, including the causes and the results, improves the ability to process sonar images when searching for specific targets of interest.

### 2.3 Sensor Overview

There are many different types of sonar systems with varying parameters for frequency, wavelength, beam angle, pulse length, bandwidth, etc. This section outlines some of the tradeoffs on these parameters with a focus on the specific type of sonar
system utilized in this research, known as side scan sonar.

2.3.1 Configuration

The side scan sonar is attached to each side of the autonomous underwater vehicle (AUV) or a tow fish, which is pulled behind a boat or submarine. Each sensor emits an acoustic wave over regular intervals at a downward angle and records the reflected wave. Each transmission is associated with returns to create one line of the output image. This concept is explained visually in Figure 2.2. This type of sonar image has a blind spot under the vehicle where the two sonars do not focus their beams in order to avoid crosstalk [40].

![Figure 2.2](image.png)

**Figure 2.2.** Image courtesy of Woods Hole Science Center. The figure shows the image creation from side scan sonar. The triangles under the vehicle show the acoustic beams. The area behind the vehicle has already been captured in the image representation at the bottom, with important features labeled.
2.3.2 Coverage and Resolution

The coverage, also known as range, and the resolution from a sonar system have an inverse relationship. Altering certain parameters may increase resolution but at a reduced coverage, while a lower resolution allows for more coverage. The higher resolution simply takes more time to achieve the same coverage.

The range for a side scan sonar image refers to the lateral coverage distance in meters from each side of the vehicle. For a given vehicle with a set sonar system, the resolution of the output image can be increased by lowering the altitude of the vehicle, but this decreases the coverage. Figure 2.3 shows in rectangles two sonar images of the same type of mine object at 30 meter range on the left and 10 meter range on the right. Notice that the mine appears larger and more detailed in the 10 meter range image.

![Figure 2.3. Side scan sonar at 30 meter range on the left compared to 10 meter range on the right. The rectangular regions show similar mines in each type of range data.](image)

Beam angle is one of the parameters that is tied to the coverage and resolution dichotomy. The beam angle is the width of the focused acoustic transmission in degrees. The smaller the beam angle, the more concentrated the energy and the higher the resolution at a cost of reduced coverage. Similarly, a lower frequency can travel further
allowing for better coverage, but higher frequencies provide better resolution [3].

There is also a trade off between the bandwidth and pulse length of the sonar system. Longer pulse lengths increase range, while shorter pulse lengths increase resolution. However, the allowable pulse length is dependent on the receiver bandwidth of the system and a given system has an optimal pulse length for the chosen receiver bandwidth [3].

The resolution of an image is important when the goal is identification of targets of interest. The resolution must be high enough to detect the target in question in terms of its size. The transverse resolution, or along-track resolution, is the resolution on the y-axis of the output image. In order to differentiate between two targets, the beam angle must be less than the distance between the objects. Range resolution, or cross-track resolution, is the resolution on the x-axis of the output image. The pulse length and frequency together determine the ability to differentiate between two targets [3].

2.3.3 Time Varied Gain

The sonar equation shows us that there is transmission loss ($TL$) over the distance of travel by the acoustic waveform. As a result, new sonar technology attempts to account for this loss of signal. The concept of Time Varied Gain (TVG) provides increasing amplification to received signal over time. In other words, the returns from further down range are amplified to look more consistent across the image.

Using the wrong TVG curve in a system can cause the output image to look washed out. Most new sonar systems have the capability to choose the correct TVG curve and only see this error when the TVG is operated in manual mode.
2.4 Marine Sonic Sonar Image

The application nature of this research requires the capability of processing the proprietary sonar image format directly. For this research the sonar is made by Marine Sonic and their sonar image format is called Marine Sonic Tagged Image File Format (MSTIFF). This section explains this specific file format as well as describes an application for viewing the sonar images and clicking to see geodetic and altitude information pulled from the file.

2.4.1 MSTIFF

The Marine Sonic Tagged Image File Format (MSTIFF) basically acts as a wrapper around the commonly known Tagged Image File Format (TIFF) allowing for additional information common to sonar images.

The MSTIFF file begins with an 8-byte image header identifying it as an MSTIFF and pointing to the actual data. The actual data includes sonar and navigational data. For our research we care about the bitmap parts of the sonar data and certain fields of the navigational data.

The sonar data is split into the right and left channels since the data comes from two different sonars for either side of the vehicle. Utilizing some of the fields to determine size and direction the data was collected the image can be reconstructed in grayscale or in a bronze color format.

The navigational data is a bit more complicated to convert to a useable format. We developed functions to convert a given location of the image to the desired navigational related information. Specifically we pull the altitude of the vehicle, which is connected to a given y-location in the image associated with a certain ping. Each individual location also provides a latitude and longitude. Finally we also capture the course over ground.
(COG) direction of the vehicle.

### 2.4.2 Show Image Application

The Show Image Application has two uses in this research. Originally it was a way to test the library that handled the MSTIFF sonar image file format for accuracy. But the secondary use proved more important, as the application became essential for easily identifying the location of mines in new image datasets based on ground truth.

The Show Image Application processes a directory which can be navigated with the buttons at the bottom. Given the ground truth locations of mines in the test field, the application will highlight ground truth locations in any image. This is done by changing any pixel with a matching latitude and longitude to bright green. This is the approximate location of ground truth and often the actual mine will be near by in the same sonar image or in a following image.

Figure 2.4 shows an example of processing a MSTIFF sonar image. The gray rectangular region on the left of the image shows the ground truth and the dark box just above and to the left is around the labeled mine. Since this image had already been labeled, the box is pulled from the label file. The figure also shows all of the navigational information for the location of the mine based on a mouse click.

The library used to process each MSTIFF file in the Show Image Application is shared with our primary research code. This way, we can process the actual sonar image as we would in real time on a vehicle. This processing is currently slower than a direct TIFF image processing, allowing room for optimization. It is still very fast and allows for the additional use of navigational information to aid in the object detection task.
Figure 2.4. The Show Image Application shows the location of pixels near known ground truth as green, which in this figure are the gray rectangular shape on the left side of the image. The application also shows a box around any locations labeled as positive in our label file, which is a dark rectangle around the mine to the upper left of the gray pixel region. Finally the application provides vehicle information at the time of sonar image capture for a clicked point on the image. Course over ground of the vehicle is shown as COG.
Chapter 3

A Survey of Object Detection in Side Scan Sonar Imagery

Side scan sonar images are not well defined due to speckle noise and the nature of the environment causing spurious shadows, sidelobe effects, and multipath returns [19]. The result is large variability in targets, clutter, and background signatures, which causes the detection of mine-like targets and the classification of the mines to be a complicated problem.

However, most of the literature agrees on the basic signature of a mine-like object in side scan sonar. The principles of the sonar and the properties of sound wave propagation underwater means that a region of interest will have distinct segments. Since a mine is usually made of denser material than other seafloor objects, there will be a highlight segment corresponding to the mine. The mine will create a shadow segment orthogonal to the sonar by protruding from the sea floor and blocking the sound waves. There will also be segments of clutter surrounding the highlight and shadow segments. Finally, the region of interest will have a background segment corresponding to the reverberation from the sea floor [48].
3.1 Image Enhancement

Throughout the literature the first step for any object detection and classification algorithm in side scan sonar is some sort of image enhancement [40, 60, 64, 65, 9, 33, 32]. The preprocessing may use one or many of a variety of techniques, but the end goal is always a normalized image with reduced noise. A normalized image means that throughout the image the background has certain pixel characteristics such that objects, both highlights and shadows, are consistently disparate from the background.

One type of image normalization is histogram equalization, where the image is transformed so that its histogram is nearly flat. A flat histogram means that each intensity band has nearly the same number of pixels from the image [40, 64]. Similar to using histograms, some algorithms attempt to equalize the intensity levels associated with different bottom environments through proprietary techniques [9, 32]. Another algorithm uses a serpentine forward-backward filter, which considers both sides of each pixel in order to normalize the individual pixel [60]. Regardless of the technique employed, the result is an image with consistent background, highlight, and shadow pixel intensities.

In addition to the normalization, noise reduction is important to the image enhancement step. A diamond or square shaped median filter, which averages a pixel based on certain neighbor pixels, will smooth the image to reduce noise [65]. Similarly, the Wiener filter considers local mean and variance for a small window to reduce single pixel intensity fluctuation [64]. Another technique uses wavelet based de-noising via Donoho’s shrinkage, which involves choosing and shrinking a specific level in the wavelet. The Gaussian filter and Difference of Gaussians (DOG) could also be used to reduce noise and smooth the image [40].

The goal of the image enhancement step is to prepare the image in order to maximize the capability of the algorithm chosen for object detection and classification.
Therefore, certain image enhancement techniques will work best with certain detection and classification schemes.

### 3.2 Segmentation

Segmentation is the most common way to isolate the highlight and shadow regions associated with mines in sonar imagery [40, 60, 64, 65, 49, 38, 9, 33, 56, 41, 48]. The reason is the nature of sonar image creation, which causes the pixels representing the mine itself to be at a higher than average intensity, while the shadow created from the mine has a very low intensity.

The simplest way to segment the image is to establish threshold ranges in pixel intensity to represent the desired segments of background, highlight, and shadow [40, 65, 56, 33]. An improvement over the static thresholding is some form of adaptive thresholding, such as adjusting the threshold based on local mean [60] or based on local histograms [9, 48].

There are also more complicated techniques for segmenting an image, such as fuzzy functions [64, 33, 41] or using a Markov random field (MRF) [49, 38]. Some fuzzy functions include the fuzzy k-means clustering technique, which works on luminance mean and variance within small windows, or c-means clustering, which adds the use of grey level information. In general, fuzzy clustering is very sensitive to speckle noise [64]. Alternatively, the MRF model provides a reliable framework for segmentation since it utilizes pixel dependencies. Specifically the model takes into consideration the labels of the surrounding pixels, making a pixel surrounded by shadow pixels more likely to be labeled a shadow [49].

The result of any type of segmentation is an image where each pixel is labeled as one of a limited number of segment options. For example, a binary image will have object pixels labeled one and background pixels labeled zero. This simplifies the image
for the steps of the algorithm that follow.

3.3 Detecting Regions of Interest

Sometimes the segmentation leads to defining regions of interest simply by considering all segments that include highlight, shadow, or the combination [33, 49, 41]. Other times there are additional techniques used to detect regions of interest in the segmented or raw images. Whether directly following the segmentation or with an intermediate step, the result is a region of interest containing a potential mine-like object.

Many of the detection solutions involve some sort of matched or template filter [40, 9, 56, 48, 65]. The simple templates look for a highlight and shadow combinations in the image [40, 9, 65]. Some algorithms take the template a step further, including not just highlight and shadow regions, but also highlight clutter and shadow clutter regions [48].

A more complicated example may convolve the template with potential regions in the image and apply a threshold to determine if the region is a candidate. In this case the template needs to be general so that it covers all possible mine-like objects, but still specific enough to ignore most of the bottom clutter [56]. Another template matching technique creates a subspace of shapes with six vertices that represent each example mine-like object and then compares a considered object's normalized shape with the subspace of example shapes [50].

After these techniques have been applied to an image the algorithm will have some number of regions of interest to consider further. The goal is to reduce the number of regions that must be processed with expensive classification algorithms without missing any actual target objects.
3.4 Classifying Regions of Interest

The classification of a region of interest is generally a costly set of algorithms to determine if there exists an object of a certain class in the region. For the common case of mine-like objects, the classification will be binary: mine or not mine. The classification does not necessarily have to be binary, but the processing becomes more complicated with the increase of classes.

In order to classify the region of interest, a set of features must first be extracted. Sometimes this is a simple calculation of distance [50], signal-to-noise ratio and shape [9], or area, pixel amplitude and parallel lines via the Hough Transform [41]. Other times there is a dedicated feature extraction algorithm such as a wavelet packet-based feature extraction scheme [67] or canonical correlation analysis (CCA) to extract features, which can simultaneously segment the image while extracting the features [60].

There has been much research in classification techniques, causing this step to have the most variety in the literature. The easiest classification technique is to threshold the extracted features based on example data [9, 41]. Some take this a step further by using the log-likelihood ratio of the features in order to classify the region of interest [50, 9, 60].

Some algorithms use the extracted features as training input into a neural network such as a two-layer back propagation neural network (BPNN) [67] or a probabilistic neural network [33, 34]. These neural networks use the training data to learn the range of values for each feature type that best characterize the target. These values are then used as indicators to classify a candidate region of interest.

The K-Nearest Neighbor (K-NN) is a technique where the $k$ nearest neighbor regions, which are defined by training data, are used as evidence when classifying the candidate region. The distance of the neighbor to the candidate region affects the belief
score, with smaller distances causing higher belief scores [34].

A cooperating statistical snake (CSS) model can recognize the boundaries of highlights and shadows in the image. Specifically, two statistical-snakes are used to find the object highlight and shadow individually by limiting the movement of the snakes based on the known relationship between highlight and shadow [49].

Sonar images are often very noisy, causing the boundaries of shadows to be poorly defined. The process of fitting a superellipse to the data can ignore the noise in the image. Superellipses are a special case of curves that are known in analytical geometry as Lamé curves. The superellipse is able to achieve different shapes such as ellipses, rhomboids, and rectangles by simply changing the squareness of the superellipse function. The resulting superellipse shape is used to classify the object of interest [19].

A unique solution for object detection in sonar is known as change detection. The concept of change detection techniques has been widely researched, but in a limited amount for sonar, mainly because of the different characteristics of the images. The idea is to correlate and compare detected mine-like objects to determine if any changes exist that could lead to classification of the object. The candidate regions considered are only highlights with matching shadows. The last step is determining if the changes detected in the candidate regions imply a mine classification by considering the pixel distribution of each change since man-made objects have normal-like pixel distribution compared to the irregular distribution of natural objects [65].

A final classification algorithm uses a finite state Markov machine, where the set of machine states is isomorphic to the three segments in the region of interest. The machine uses four feature vectors for highlight, shadow, highlight clutter, and shadow clutter, which are compared to four threshold values to classify the region [48].

There are a large number of classification techniques in the literature and only a subset are discussed in this chapter. Regardless of the classification technique used in the
algorithm, the result will be a class decision about each region of interest provided.

### 3.5 Algorithm Fusion

Some algorithms may be better at detection or classification of certain variations of the target object, while others may be better suited for another variation. This is the logic behind the concept of algorithm fusion, where the classification output from two or more algorithms are combined to improve the overall performance of the system.

The fusion of algorithms can be applied to even the simplest of classification schemes, such as thresholding. In this scenario, a series of algorithms are created, which differ in conservativeness of the threshold value and provide independent errors. Then the algorithms are fused together to reduce the number of false alarms [40].

Alternatively, a single algorithm can be applied to data from multiple aspects and the results can be combined. A positive classification in multiple aspects increases the confidence in the combined result [67].

Or the variation between algorithms could be from using multiple co-registered sonar sensors. The different sensor data is channelized as input to a multi-channel coherence analysis (MCA) framework. The coherence of an object in a certain location between channels increases the confidence in the existence of the object [32].

One fusion algorithm uses three known detection and classification schemes from large organizations, Raytheon, NSWC Coastal Systems Station (CSS), and Lockheed Martin. The fusion starts by grouping regions of interest from each algorithm based on distance. Then the clustered contacts are processed to combine the confidence level for a final thresholding. The two combination techniques considered are the thresholding of the confidence average and two of three positive classifications based on individual algorithm threshold [9].

The basis of algorithm fusion is sound as long as the variations in algorithms
are independent in nature, such that they compliment each other’s performance. When appropriately constructed, this technique can easily improve the performance of a system.
Chapter 4

Semi-Synthetic Versus Real World Sonar Training Data for the Classification of Mine-Like Objects

Processing of side scan sonar data has been a highly active field for decades, and specifically the task of detecting mine-like objects (MLOs) is very prominent. Traditionally, this was a manual process involving some post-processing to enhance the sonar image before a skilled operator tediously reviewed each image. Over the years the process has shifted from this manual detection towards automatic target recognition (ATR).

Most of the early ATR research focuses on the shadows and highlights created through the obstruction of sound by any object protruding from the seafloor [49, 38, 64]. In much of the research a model of the target is the basis for the feature, as with the matched filter approach introduced by Dobeck et al [17]. This algorithm uses matched filters for various range regions and convolves the filter with the image to detect regions of interest. Some algorithms utilize machine learning type techniques for classification such as neural networks [67, 34, 16], K-Nearest Neighbor [34, 15, 16] and eigen-analysis [50].

The fusion of algorithms has also been considered in the research in various ways.
One method processes high frequency and low frequency sonar images individually and then fuses the classification, either using the matched filter [15] or a wavelet decomposition [67] as the feature extraction method. Other fusion efforts combine co-registered sensor data as input to a classifier [32] or combine the output of known classifiers to determine a fused confidence [9]. One effort uses simple shadow attribute features with basic summing fusion of algorithms as well as the nonlinear Volterra Feature with log-likelihood-ratio-test (LLRT) based fusion rules [2].

The recent advances in autonomous underwater vehicles (AUVs) and sonar capabilities have caused an influx of more advanced computer vision features and machine learning techniques. Some researchers have moved away from the model based approach and have started using local descriptors without target knowledge, such as the Haar-like feature [53]. More state of the art machine learning approaches are being considered, such as boosting [53] and support vector machines (SVMs) [27].

The machine learning techniques of boosting and SVMs require a large training dataset to learn the optimized combination of features. Creating a large dataset can be difficult, time consuming and expensive, which is why it is common to generate synthetic or semi-synthetic datasets for training and testing [53, 24, 11, 1].

The goal of this chapter is to consider the detection capabilities when using such synthetic datasets for training as compared to training on real world examples. For this experiment we use a very popular and simple training algorithm, which uses AdaBoost to select features and creates an optimized cascade of features for classifying windows as MLO or non-MLO [62]. This training algorithm requires a large amount of positive and negative training examples to allow the machine learning element to properly select the best features for the cascade. We run two versions of this experiment, one with the Haar-like feature and another with the local binary pattern (LBP) feature.

The three main contributions of this chapter are as follows:
• Evaluating the use of semi-synthetic datasets for classifier generation in lieu of real world datasets, specifically for classifying MLOs in side scan sonar.

• Quantifying the relative improvement when training on real world data instead of semi-synthetic.

• Providing the datasets used in this research to the academic community. The real world training and testing datasets are of particular significance.\(^1\)

The chapter is organized as follows. Section 4.1 describes each of the training and testing sets and the mechanisms for producing or collecting the data. Then we explain in detail the training algorithm and the two features used for this experiment in Section 4.2. Next, Section 4.3 presents and explains the results from the experiments. Section 4.4 discusses the implications of the experimental results and describes the caveats on the findings. We finish with a conclusion in Section 4.5.

### 4.1 Training and Testing Datasets

There are some common traits of all of the data in this chapter, which are kept static to reduce the number of variables in the trials. All of the datasets use side scan sonar data captured via REMUS AUVs equipped with two 900 kHz Marine Sonic sensors. The sonar images produced by this sensor are 1024 by 1000 pixels, as are all the images used in this chapter. The vehicles are run in the same locations at a goal altitude of 4 meters to collect 30 meter slant-range data. The data collected for all datasets is limited to this scope; however the framework we describe could be used to consider data collected

\(^1\text{http://kastner.ucsd.edu/datasets/barngrover/}\)
Table 4.1. Dataset metrics for real and semi-synthetic. Each includes both training and testing.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real</td>
<td>Synth</td>
</tr>
<tr>
<td>Images</td>
<td>975</td>
<td>1,000</td>
</tr>
<tr>
<td>Type 1 Observations</td>
<td>426</td>
<td>480</td>
</tr>
<tr>
<td>Type 2 Observations</td>
<td>549</td>
<td>520</td>
</tr>
<tr>
<td>MLO</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Positives</td>
<td>975</td>
<td>1,000</td>
</tr>
</tbody>
</table>

under broader parameters. The actual mines included in the data are the Type 1 and Type 2 mines shown in Figure 4.1. Note that there are other MLOs present, which are not necessarily designated mine shapes. Table 4.1 shows the metrics of the six different datasets for training and testing.

Figure 4.1. Examples of the inert mines that are placed on the seafloor for various mine related exercises.

The Space and Naval Warfare Systems Center Pacific (SSC-PAC) in San Diego, CA collected all of the data. There are ten different Type 1 mines and seven different Type 2 mines in the various fields used for collection. We present the differences in the creation of the semi-synthetic dataset versus the real world dataset in the following subsections.
4.1.1 Semi-Synthetic Training Datasets

The most prominent problem with research on automatic target recognition in side scan sonar is the lack of labeled datasets. Therefore, to train using machine learning algorithms requiring thousands of examples, it is common to create a synthetic or semi-synthetic dataset. In this section we describe our technique, which attempts to maximize variability with a limited number of positive mine examples.

First we collect positive examples of mine images from real world side scan sonar data. Our pool of positive examples includes 50 images containing Type 1 mines and 50 images containing Type 2 mines. These 100 images make up the dataset we refer to in Table 4.1 as Synth Source, which is used as a baseline for comparison to our semi-synthetic datasets. We then label the mine highlight and shadow individually by choosing points to represent a polygon around each. A trained operator, who is also an author on this chapter, labels the positive targets manually. Next, we collect negative examples.

![Figure 4.2. The synthetic image creation algorithm. 1. Label the 100 positive examples. 2. Collect the 1,000 negative examples. 3. For each negative image, choose a positive example and capture only the positive pixels. 4. Choose the side of the negative image and a y-location for placement. 5. Copy over the positive pixels. 6. Choose a random location in the positive image and capture negative pixels. 7. Copy the negative pixels to a random location.](image-url)
from real world side scan sonar data. These are images from the same environment that
do not contain a mine. We have 1,000 such negative images for semi-synthetic dataset
creation.

The semi-synthetic dataset creation algorithm processes each negative image as a
destination image by adding a single mine as well as three patches of background. Figure
4.2 graphically shows the process. For each negative sonar image, one of the 100 positive
mine images is selected at random and the polygons of the highlight and shadow are
used to copy only the relevant pixels. The side of the negative sonar image on which to
place the mine pixels is chosen at random. If the mine is placed on the opposite side of
the negative image as compared to the side of positive mine image from which it came,
then it is mirrored on the across-track axis to maintain the shadow’s proper orientation.
Finally, the along-track location for the mine is chosen at random, with the across-track
range preserved because of its correlation to the size of the shadow. After all of the
randomized parameters are set, the mine can be placed by copying the pixels within the
labeled polygons of the positive mine image to the negative image.

In addition, we attempt to account for the potential artifacts introduced through
this process by adding randomized non-mine pixels from the positive mine image to the
negative, or destination, image. The logic is that any artifacts from the polygon copying
process, such as mismatched average pixel intensity or polygon placement on a surface
return, are present in these negative portions of our final image as well as in the positive
regions. The learning, therefore, does not occur based on any copying artifacts alone.
There are potential drawbacks to this which we leave to the discussion in Section 4.4.
We extract pixels from random locations in the positive sonar image and place them in
the same location of the destination image. The same polygon shapes are used for this
background pixel extraction as were used for the positive target pixel extraction to better
mimic any artifacts created from the pixel extraction and placement process. We add
three of the negative regions to have more negative than positive examples of any artifacts. The three small rectangles in the “Negative Image” of Figure 4.2 are the randomly placed negative pixels.

There are some flaws to this paradigm for creating a semi-synthetic dataset. For one there is a small number of example positives that must represent a larger sample. The only change for a given mine is the side of the image and the y-location, which is not a lot of variety. The background in close proximity to the mine is another change between semi-synthetic images. However, one flaw is the difference in average intensity from image to image. For example, if the positive sonar image is darker on average then the positive mine stands out even more. In addition, the negative pixels also stand out as darker than the background. The example in Figure 4.2 shows this intensity problem because of the darker background locations of the positive image, which are copied over to the lighter background of the negative image.

Generating one semi-synthetic image takes approximately 0.5 seconds, allowing for very large dataset creation in a reasonable amount of time. All of the negative images are processed to create a semi-synthetic training dataset of 1,000 images, which is referred to as Synth in Table 4.1. The randomization creates a dataset of 480 Type 1 mines and 520 Type 2 mines. One of the benefits of semi-synthetic datasets is the ability to create large numbers of training images. Therefore, we also process each of the negative images five times to create a semi-synthetic dataset of 5,000 images, which is referred to as Synth Large in Table 4.1. This larger dataset contains 2,531 Type 1 mines and 2,469 Type 2 mines. Because of the multiple tiers of randomization in the process, we are able to create a much larger dataset of positive training examples, that contain real world mines in real world backgrounds.
4.1.2 Real World Training Dataset

The ideal training set for creating a classifier for a particular problem is a real world training set. In some cases this is not a difficult endeavor, but in many cases, such as with side scan sonar, the data collection process is expensive and time consuming. The collection of such a large training dataset was a huge undertaking in collaboration with SSC-PAC over the span of a year. This set of images is different from the 100 images used to create the semi-synthetic dataset.

The data collection effort involves various missions in different inert mine fields of San Diego Bay. For a certain mission, the REMUS AUV was programmed to run a reacquire and investigate (R&I) type mission, which is a star-like pattern, over a specific geodetic location. Normally, the R&I mission is designed to collect five to ten meter range data, but in this case was altered to collect 30 meter range data. This type of mission allows us to maximize the number of looks at each mine.

Each mission produces multiple hundreds of side scan sonar images, which must be processed to find the specific mine. Then the mine is labeled with a polygon for the highlight and a polygon for the shadow. This entire labeling process was performed by a trained operator, who is also an author on this chapter, over the course of many months.

The result is a collection of labeled positive images, of which half are designated training and half testing. The real world training dataset used for this experiment contains 975 side scan sonar images, including 426 Type 1 and 549 Type 2.

4.1.3 Testing Datasets

The real world testing dataset is the primary testing dataset for this experiment. It comes from the same collection described in Section 4.1.2, but is a completely separate set from the training. It is also different from the 100 images used to create the semi-synthetic dataset. The real world testing dataset contains 920 side scan sonar images,
including 401 Type 1 and 519 Type 2 as well as 348 other MLOs present in the field.

In addition to the real world test, we have a semi-synthetic testing dataset for evaluating another interesting aspect of this experiment. The same algorithm is used to create this testing set as was used to create the two semi-synthetic training datasets. This means that the same 100 positive images and 1,000 negative background images were used. The only difference is the randomization inherent in the algorithm. The semi-synthetic testing dataset contains 1,000 side scan sonar images, including 486 Type 1 and 514 Type 2 as well as 76 other MLOs present in the base negative images. The synthetic source and the two semi-synthetic classifiers are tested on the real and semi-synthetic testing datasets to analyze the capability of the semi-synthetic training.

### 4.2 Boosted Cascade Feature Selection

To quantify the benefits of a semi-synthetic training set compared to a real world training set, we must utilize a training algorithm that traditionally requires a large amount of labeled data. We have chosen to use the technique proposed by Viola and Jones [62], which utilizes AdaBoost as a feature selection mechanism to form a cascade of weak learners in stages. Specifically, we have implemented a version of this algorithm under the OpenCV library.

The first step of the algorithm is creating a pool of features for selection purposes. Like the Viola-Jones paper, we use the Haar-like feature in the pool of features for one of our experiment algorithms. The Haar-like feature is based on the Haar wavelet, which does not use intensity directly like the original Haar basis functions [45]. Figure 4.3 shows visualizations of the five types of Haar-like features included in our feature pool.

This feature captures the difference in pixel intensity between designated rectangles in a given location of the considered window. The feature extraction subtracts the sum of the pixels in the white rectangles from the sum of the pixels in the black
Figure 4.3. The Basic group of Haar-like features in the OpenCV library includes these five variations, which we use in this experiment. The sum of the pixels in the white rectangle are subtracted from the sum of the pixels in the black rectangle to calculate the Haar-like feature value.

rectangles, thereby representing the gradient with a single float value. The actual feature calculation is based on a combination of the size of the rectangles and the location of the upper left corner of the feature in the window. The pool of features includes every combination of rectangle and every location of feature possible in the designated window. For the fixed window in this chapter, the result is a pool containing 2,543,145 Haar-like features.

The local binary pattern (LBP) feature is another local type descriptor common to computer vision, which we use for our other experiment algorithm. The LBP feature considers a neighborhood around a center focus pixel and thresholds each pixel intensity compared to the focus pixel, producing a binary representation [42]. Originally the neighborhood was a 3 x 3 region, but has been extended to include multiple sizes [43]. The notation \((P,R)\) represents a given LBP feature, where \(P\) is the number of sampling points equally spaced on the circle and \(R\) is the radius of the circle. Figure 4.4 (a) shows visualizations of a few possible circular neighborhoods.

This feature captures the texture for a region of the considered window. The feature extraction thresholds each of the pixel locations, represented by the black dots, against the focus pixel, represented by the white dot. Then the resulting binary numbers are concatenated into a string by traveling the circumference of the circle. Finally, the binary pattern is converted to its decimal form, thereby representing the texture with a
single integer.

The LBP feature was extended again to use multi-scale blocks instead of individual pixels to obtain a more macroscopic representation of a local region [35]. In this version the comparison between pixels and the focus pixel is replaced by average pixel intensity of blocks compared with average pixel intensity of a focus block, as visualized in Figure 4.4 (b). We use this multi-scale block LBP feature of the OpenCV library for our second algorithm. The pool of features includes every combination of focus block location and size in the prescribed window. For the fixed window in this chapter, the result is a pool containing 138,645 LBP features.

We use a fixed window due to the nature of the sonar imaging, specifically that a target of a certain size will produce a shadow of varying size based on the altitude of the vehicle and the range to target. This means that differences in the sizes of targets are primarily in the across-track plane and that the shadow part of the target is the only part changing. We are able to choose a fixed window because of the limited scope of that data as described in Section 4.1. An alternative to the fixed window is to use scaling, which is complicated since only the shadow scales and primarily in the across-track plane.
The window size is chosen based on the statistics of the mines labeled in the entire real world training data collected by SSC-PAC. We could have used the largest dimensions from the data or even the geometric maximum dimensions based on the known size of the two mines and the altitude of the vehicle for this dataset. This would produce a larger window, which in turn means more features to consider. Since we are focusing on the transition area between mine highlight and the mine shadow, due to the unknown end of the shadow based on varying length, we do not need a window that includes all possible lengths of target. Therefore, we have chosen to use a standard deviation from the mean to make sure to cover the width of the highlight and a large portion of all shadows. The formulas used to calculate the width and height of the window are Equations \ref{eq:window_width} and \ref{eq:window_height} respectively.

\begin{align}
    w &= \bar{w} + 3\sigma_w + 2m \tag{4.1} \\
    h &= \bar{h} + 3\sigma_h + 2m \tag{4.2}
\end{align}

The average width, \(\bar{w}\), of the mines, including highlight and shadow, across the entire data library is 42 pixels. The standard deviation of the width, \(\sigma_w\), is 11 pixels. We also include a margin, \(m\), of two pixels on each side of the mine. The average height, \(\bar{h}\), of the mines is 19 pixels, while the standard deviation of the height, \(\sigma_h\), is two pixels. The same margin, \(m\) is used again for the height. The outcome of the statistics analysis is a \(79 \times 29\) pixel window.

The preprocessing of the training dataset before AdaBoost optimization involves the creation of positive and negative data files based on the labeled location of the MLOs. Since the Haar-like feature includes the location within the window, the positive examples must be aligned such that the highlight portion of the MLO is in the same location in the window. We alter all positive examples to appear as if on the left side of the side scan
sonar image. We also right justify and vertically center the MLO in the window with at least a two pixel buffer. Figure 4.5 shows three examples of positive MLOs aligned in approximately the same location of the window.

![Positive MLO Examples](image)

**Figure 4.5.** These positive MLO examples have varying shadow lengths, but an approximately consistent highlight location within the window.

The negative, or background, image that is provided during preprocessing includes the half of the image that does not contain the MLO. The optimization algorithm utilizes various windows from the background image for training purposes.

In each stage of training, the AdaBoost feature selection process iteratively chooses the next feature, or weak classifier in the jargon of boosting, that best separates the positives from the negatives. The boosting continues to select additional features until the stage is able to achieve certain thresholds for hit rate and false alarm rate. The hit rate is the number of targets correctly classified as positive out of the total number of positive windows considered. The false alarm rate is the number of targets incorrectly classified as positive out of the total number of negative windows considered. In our experimentation, the minimum hit rate is 0.995 and the maximum false alarm rate is 0.5. The boosting terminates when the designated number of stages is met or when the entire classifier passes the acceptance ratio.

The optimized classifier consists of a series of stages each containing features of interest. When the classifier is used to process an image via the OpenCV library, a sliding window approach considers all possible windows of the prescribed fixed window size with an across-track step of one pixel and an along-track step of two pixels. Each stage of the classifier must be passed to label a window as positive. Due to the fine granularity
of the sliding window, there are often multiple positive windows in a cluster. There is a
minimum neighbors threshold that requires a specific number of windows in a positive
cluster for an actual positive labeling. For instance if the minimum neighbors is set to
five, then a cluster of five or more positive windows results in one positive label, while
four or fewer positive windows results in a negative label.

4.3 Experimental Results

We train on four datasets using two different algorithms for this experiment. The
first classifier we refer to as real since it was trained on the real world side scan sonar
imagery dataset. The second classifier we refer to as synth since it was trained on a
semi-synthetic dataset. The synth_large classifier was trained on a semi-synthetic dataset
five times larger than the real and synth classifiers. Finally, the synth_source dataset
contains the 100 positive examples, which are the source for the semi-synthetic dataset
creation algorithm. The two algorithms described in Section 4.2 use the boosted cascade
with the Haar-like feature and LBP feature respectively.

The first algorithm we train on our four datasets uses a pool of Haar-like features.
The real Haar classifier contains seven stages and a total of 34 Haar-like features. The
synth Haar classifier has eight stages with a total of 49 Haar-like features and the
synth_large Haar classifier also contains eight stages, including a total of 73 Haar-like
features. The synth_source Haar classifier has only four stages with a total of seven
Haar-like features. Visualizations of the first stage for each of the four Haar classifiers are
shown in Figure 4.6. The feature shows one Haar-like feature from the pool of features
presented in Figure 4.3 overlaid on an example mine window. The choice of white or
black rectangles does not necessarily correlate to the highlight or shadow in the window,
since the feature can be negative or positive to represent the difference in intensity.

The second algorithm in this experiment uses the LBP feature in the pool for
Figure 4.6. Visualization of the first stage for each of the four Haar-like Cascade classifiers. Each window shows the Haar-like feature overlaid on an example positive MLO window. The white and black rectangles represent the regions that are compared to calculate the feature value.

Boosting. The real LBP classifier has 12 stages with a total of 97 LBP features. There are 13 stages for both the synth and synth_large LBP classifier with 136 and 188 LBP features per classifier respectively. The synth_source LBP classifier has 12 stages with only 44 LBP features. Visualizations of the first stage for each of these four classifiers are shown in Figure 4.7. Like the Haar classifiers, each image is a selected LBP feature overlaid on the same example mine window. The white rectangle represents the focus block and the darker rectangles on the perimeter are the comparison blocks.

The efficiency of the algorithms is an important metric to understand for any image processing experiments. The training and processing for these experiments was performed on a 1.7 GHz Intel Core i5 processor with 4 GB 1333 MHz DDR3 RAM. Table 4.2 shows the time taken to train in hours and the processing time of one frame in
Figure 4.7. Visualization of the first stage for each of the four LBP Cascade classifiers. Each window shows the LBP feature overlaid on an example positive MLO window. The white rectangles represent the location of the focus block and the black rectangles represent the eight perimeter comparison blocks.

seconds for both Haar and LBP classifiers. The processing time refers to processing a full sonar image. Obviously the type of image will determine how long it takes to process based on how many stages are passed for various windows of consideration.

To understand the performance of the various classifiers, we provide in Figure 4.8 the receiver operating characteristic (ROC) curve for each of the eight classifiers when applied to our real testing dataset. Figure 4.8 (a) shows the curves for the Haar-like classifiers while Figure 4.8 (b) shows the curves for the LBP classifiers. The vertical is the true positive rate (TPR) as with most ROC curves, but on the horizontal we consider false positives per image (FPPI), which is more telling than the false positive rate (FPR) for a sliding window classifier. A FPPI of one means that on average we have one false positive per processed sonar image, which is 1024 by 1000 pixels in these datasets. The
Table 4.2. The classifier efficiencies in terms of training and processing speed for both Haar-like and LBP features.

<table>
<thead>
<tr>
<th></th>
<th>Haar</th>
<th>LBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training (hours)</td>
<td>Processing (secs)</td>
</tr>
<tr>
<td>Real</td>
<td>17.55</td>
<td>0.0473</td>
</tr>
<tr>
<td>Synth</td>
<td>14.11</td>
<td>0.0499</td>
</tr>
<tr>
<td>Synth Large</td>
<td>81.88</td>
<td>0.0508</td>
</tr>
<tr>
<td>Synth Source</td>
<td>00.15</td>
<td>0.0415</td>
</tr>
</tbody>
</table>

minimum neighbors threshold for clustering positive windows is the variable changed from zero to twenty to create the points on the curve. This means that the actual points on the curves will not have round TPR or FPPI values, but rather have the particular TPR and FPPI for the certain minimum neighbors threshold.

The figures each have example points, shown as black circles, for comparison to the other curves. The triangle points on both figures show the change in FPPI necessary to achieve the same example TPR on other synthetic classifier curves. The square points show the reduction in TPR necessary to maintain the same FPPI on other synthetic classifier curves.

The secondary experiment considered in this chapter is how the synthetic classifiers perform on a semi-synthetic testing dataset compared to on the real testing dataset. Figure 4.9 shows the ROC curves for both Haar in (a) and LBP in (b). The lighter curves show the performance of the semi-synthetic classifiers on the real testing dataset, which are the same curves shown in Figure 4.8, while the darker curves show the performance on the semi-synthetic testing dataset.
4.4 Discussion

Let us start with the visualizations of the first stage for each of the four Haar classifier cascades. As expected the training selects features that emphasize the contrast between highlight and shadow, highlight and background, as well as shadow and background. Many of the features chosen in these cascades are common between the classifiers. Specifically the first two features of Stage 0 are the same feature type in nearly

![Haar Real Vs Synthetic Classifiers](image1)

(a) Haar Classifiers

![LBP Real Vs Synthetic Classifiers](image2)

(b) LBP Classifiers

**Figure 4.8.** The receiver operating characteristic (ROC) curve for the four classifiers when processing the real testing dataset. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per image (FPPI).
Figure 4.9. The receiver operating characteristic (ROC) curve for the synth, synth_large and synth_source classifiers applied to the real and semi-synthetic testing datasets. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per image (FPPI).

The first stage for each of the four LBP classifier cascades also emphasizes the highlights and shadows compared to the neighborhoods around them. The feature choices are not as consistent as in the first stage of the Haar cascades, but the second feature in
all four is very consistent with a focus block right on the highlight of the example target. This same type of LBP feature is common throughout the stages.

The similarities of the early stages bolster the claim that the semi-synthetic-based classifiers can be used as a proof of concept for the boosted cascade of both Haar-like and LBP features. While the early stages do drastically reduce the number of windows considered from a given image, the later stages do the fine tuned analysis to determine the MLO classification. It makes sense that the obvious differences between a MLO and a non-MLO captured in the early stages would be common among multiple classifiers, while the later stages would have more prominent differences.

The number of features needed to complete the classifier training is interesting. In general, more similarities between the negative and positive examples or more variation within the examples causes a larger feature count in the classifier. For these classifiers, there is an increase in feature count with the size of the training dataset, not because of the increase dataset size directly, but more likely because the additional data provides more variation of positive examples. Also, there is an increase from the real to synthetic classifiers, which implies that the negative and positive examples are more similar and harder to classify in the synthetic training set. This could be caused by some element of the synthetic creation process, such as a high variation within the negative background images used or complications with copying negative pixels to avoid artifact bias.

Analyzing the stages and features of each of the classifiers is one way to grasp the benefit of using semi-synthetic versus real training datasets. Another more telling avenue is to consider the performance on a real testing dataset.

The ROC curves in Figure 4.8 show a couple of important facts. First, as expected, the real classifier outperforms the synth and synth\_large classifiers for both Haar and LBP classifiers. This is expected because the semi-synthetic data merely mimics the real data. It is important to note that the improvement with the real classifiers is only
between 4% and 6% over the synthetic classifiers, suggesting the classifiers trained on the semi-synthetic datasets provide a reasonable estimation of the resulting capability of the real classifier.

Furthermore, the synth\_large classifier slightly outperforms the synth classifier. This means that a nominal improvement can be gained from the increase in semi-synthetic training images. However, the synth\_large classifier takes substantially longer to train, as shown in Table 4.2, when compared to the synth classifier for both Haar and LBP. The additional time to train only results in a minor improvement of TPR, just over 3%, for the LBP and an even smaller improvement, less than 2%, for Haar. This is not a large return in accuracy based on the time cost, though the training is a one-time step that might be warranted for the improved capability in some circumstances.

Figure 4.9 shows that the performance of the semi-synthetic classifiers on the semi-synthetic testing dataset is nearly the same as the performance on the real testing dataset for both Haar and LBP. For the Haar classifiers there is only about 1% difference of TPR between the real and synthetic test sets for synth and synth\_large. There is a bit more separation in performance using the LBP feature, with about 3% difference in TPR. The similarity of performance for the synthetic classifiers on both testing datasets is important because it means that training and testing on semi-synthetic data can appropriately estimate how these classifiers perform on a real testing dataset.

The exception is the synth\_source classifier, which performs much worse on the semi-synthetic testing dataset. This is a result of a specific bottom type containing sand ripples, which is present in the synthetic data but is less prevalent in the real testing data. This sand ripple bottom type is not in the synth\_source training set, causing a large number of false positives when tested on the synthetic data compared to the real data. The synth classifier does not have the same problem when tested on the synthetic data because it is trained on images including the sand ripple bottom.
To verify that the sand ripples are causing the large number of false positives, we test on a subset of the synthetic testing set with some images removed. We remove sixteen images with prominent sand ripple regions from the synthetic testing set and process this new testing set. There is a strong improvement just from removing a small number of sand ripple bottom images.

This exception emphasizes the need to have large comprehensive datasets for training when using such machine learning algorithms as boosting. The small number of training images is part of the problem, but this just highlights the poor performance resulting from a disproportionate variety in the training data compared to the testing data.

The major take-away from these experimental results is that semi-synthetic training and testing in the absence of real data can provide expectations for the performance when trained and tested on real data. Furthermore it can lead towards decisions on the viability of one feature over another. For instance, we could correctly estimate from the semi-synthetic classifiers on semi-synthetic testing data that the Haar classifier is better for this dataset than the LBP without needing the real data.

The data labeling is one problem with this research. We use one trained operator to label all of the positive MLOs for synthetic dataset creation as well as for the real training and testing datasets. This is a manageable approach for a small experiment, but an intra- and inter-operator study would be an interesting experiment in the future.

The semi-synthetic dataset creation process has some shortcomings. There are only 50 unique mine examples of each mine type used to create the two different sizes of synthetic training datasets. This is a result of available data at the time, not a chosen parameter. For a given mine type, there is a limited amount of variation between observations when the data is captured at a constant altitude and frequency. Our 50 observations per mine type does not cover all of the variations, but given the size of the mine at this range, it covers a large amount of variation. We acknowledge that it would
be worthwhile to create synthetic datasets with the larger number of unique positives now available.

Another problem with the semi-synthetic dataset creation process is that the copying of background pixels to the synthetic target image may create MLOs based on differences in average pixel intensity between images. One could consider normalizing the images so that they are similar in average pixel intensity to avoid this problem. Also, it would be interesting to remove from the creation process the step of copying the background pixels and then compare the results. This may improve the classifier, but it will be hard to quantify if this is a result of a copying artifact in the synthetic data versus removal of problem negative polygons.

There are limitations to this experiment based on the limited training algorithms considered and the singular semi-synthetic data creation scheme. It would be interesting to consider more training algorithms and other synthetic and semi-synthetic data in future experiments to more broadly quantify the use of automated data in the absence of real data.

4.5 Conclusion

The experiments considered in this chapter show the benefit of using a semi-synthetic dataset for the training and testing of data hungry machine learning algorithms, such as the boosted cascade using either the Haar-like feature or the LBP feature, when a real dataset is not available. The experimental results show that semi-synthetic classifiers perform within 1% and 3% for Haar and LBP respectively when tested on semi-synthetic data versus real data. The results also show that the semi-synthetic classifiers perform only 4% to 6% worse than the real classifiers when tested on real data. Combined, the results from the two experiments mean that only using semi-synthetic data for training and testing when real data is not available can provide insight into the capability of an
Despite the limited scope of the experimentation in this chapter, the results provide a foundation for comparison between synthetic and real training in terms of side scan sonar imagery and mine-like object classification. And, in the context of this chapter, it is clear that there is a benefit in using semi-synthetic datasets for training in the absence of available real world data.

This chapter, in full, is a reprint of the material as it appears in IEEE Journal of Oceanic Engineering, Barngrover, Chris; Belongie, Serge; Kastner, Ryan, 2014. There are small changes in format and phrasing as a chapter within this larger paper. The dissertation author was the primary investigator and author of this paper.
Chapter 5

Multi-Feature Selection Framework for the Detection of Mine-Like Objects in Side Scan Sonar Imagery

Object detection and classification in underwater environments is a difficult yet promising endeavor, which can lead to finding and removing mines, vastly improving the safety of the military. Currently for this task, trained operators analyze images to find the desired targets manually, which is very time consuming. Automating these tasks would be quite valuable, augmenting the capabilities of operators in order to clear larger regions of mines in shorter time periods. However, these tasks are not easy to solve in the dynamic and complex underwater environment.

The research on methods for automatically detecting mine-like objects (MLOs) in side scan sonar is vast. In the past, the object detection algorithms relied mostly on models of the target and in some cases they utilized limited versions of machine learning for improving a classifier. A majority of the approaches focus directly on the shadows and highlights created by the occlusion of sound propagation, and the reflection of energy from the protruding MLO, respectively [38, 49, 33]. In much of the research a model of the target is the basis for the feature, as with the matched filter approach introduced by Dobeck et al. [17]. This algorithm uses matched filters for various range regions and
convolves the filter with the image to detect regions of interest.

The concept of fusion to achieve improved performance has shown promise, whether it be the combination of results from a single classifier on data from multiple frequencies [15, 67], the combination of co-registered sensor data as input to a classifier [32], or the combination of outputs from known classifiers to increase or decrease confidence [9]. There have been some machine learning approaches applied to the regions of interest, including neural networks [67, 33] and eigen-analysis [50].

The above approaches primarily focus on a model of the target as a basis for object detection. The recent advances in AUVs and the side scan sonars they utilize has led to the application of various computer vision and machine learning techniques for training detectors. These techniques use features that focus on a local description within a window of the sonar image and large training datasets for the machine learning algorithms.

One prominent algorithm, introduced by Viola and Jones, uses the Haar-like feature and a feature selection process by the AdaBoost machine learning algorithm [62]. The so called Viola-Jones algorithm has shown great capability for speed and efficiency. The original paper describes this as a face detector, but it has since been applied to many other targets [39, 36, 30]. Sawas and Petillot applied this Viola-Jones technique to MLO detection in sonar, using an AdaBoost variant known as GentleBoost for feature selection of Haar-like features to train individual classifiers for each mine type [54].

Another powerful local feature descriptor is the Scale-Invariant Feature Transform (SIFT) feature, which is the predecessor to the Speeded Up Robust Feature (SURF). These features are commonly used in interest point extraction for localization techniques such as Simultaneous Localization and Mapping (SLAM) [4]. Hollesen et al. considered the SIFT feature with a support vector machine (SVM) to create a confusion matrix for MLO detection [27].
5.0.1 Our Approach

The model based approaches, which focus on the shadows, have been very heavily researched and are powerful features for this task. The more recent exploration of local features such as the Haar-like feature and the SIFT feature show promise for MLO detection. The current gap is the combination of these newer local features and the more well documented model features. In this chapter we propose a multi-feature selection framework, which allows the GentleBoost feature selection process to choose from a feature pool including multiple types of features. Our approach shows that a combination of features in a cascade can provide capability improvements over a single-feature selection process.

In developing our multi-feature algorithm we experimented with many local features, but this chapter focuses on six features, including four local features, one model feature that focuses on the shadow, and one mixed feature based on the Haar-like feature but limited by the model of the MLO. We explain these features further in Section 5.2. Nearly all of the multi-feature classifiers produced from this selection framework show an improvement over the best single-feature classifier.

In the general computer vision community, there have been multiple adaptations of the single-feature selection algorithm. Some of the simple adaptations alter the Haar-like pool [36] or use the other features such as the Histogram of Oriented Gradients (HoG) [70]. Then there have been some efforts that utilize a feature pool containing more than one feature similar to our approach. Zhang et al. [69] describe a boosted cascade that selects features from a pool of both SIFT and space context features, which Wang et al. [63] later adapted for gender classification via faces. Feris et al. applied this multiple feature concept to urban surveillance by creating a pool of Haar-like features from four different color channels [20].
There are four major contributions of this chapter, which we outline here:

- This is the first proposition of applying a multi-feature selection process for the detection of mine-like objects in side scan sonar imagery.

- This chapter builds on the work of Sawas and Petillot [54] and Hollesen et al. [27] to consider other prominent computer vision features with GentleBoost feature selection as a baseline for the multi-feature work. These features and their results on our test dataset are presented in Section 5.2.

- The multi-feature selection framework is structured such that any dataset and any group of features can be used for training and classification. Unlike the work of Sawas et Petillot [54] our feature selection process considers features in addition to the Haar-like feature. The concept is similar to the multiple feature pools employed by Zhang et al. [69] and Feris et al. [20], except the features are chosen based on preliminary research into the features capability for detecting MLOs in side scan sonar imagery. Also we consider many combinations rather than just one combination.

- The optimal combination of feature types selected by the multi-feature selection framework introduced in this chapter combines the proven model-based shadow feature type with the local Haar-like feature and the interest point speeded up robust feature. The resulting $HAAR + SURF + SHADOW$ classifier improves the true positive rate by 12.69% up to 88.56% at approximately 3.0 false positives per km$^2$ over the single $HAAR$ classifier. Under other parameters, the classifier improves true positive rate by 3.79% while reducing false positives per km$^2$ by 1.74 compared to the $HAAR$ classifier.

The chapter is organized as follows. We begin with an in depth explanation
of boosted feature selection in Section 5.1. Then in Section 5.2 we describe the pool of features, including the designed window size and the six feature types. Section 5.3 introduces the data used in this chapter. The experimental results are presented in Section 5.4 and we conclude with Section 5.5.

### 5.1 GentleBoost Feature Selection

In order to understand the multi-feature selection suggested in this chapter, it is important to understand the preceding variations of boosting. The AdaBoost algorithm, introduced by Freund and Schapire [22], iterates over training data \((x_i, y_i)\) where \(x_i\) is the data and \(y_i = \{-1, 1\}\) is the label for positive or negative. In each iteration \(t\), the algorithm trains a weak learner to update the corresponding weight, \(w_i\). The weak learner provides a weak hypothesis, \(h_t \rightarrow \{-1, 1\}\) across the training data with some error, \(\varepsilon_t\). Then the weight, \(w_i\), is updated based on the error, \(\varepsilon_t\), which is shown in Equation 5.1, where the result is normalized such that \(\sum_i w_i = 1\). This adaptation component was the breakthrough of the AdaBoost algorithm over previous boosting algorithms.

\[
w_i \leftarrow w_i \exp \left[ y_i h_t(x_i) \times \log \left( \frac{1 - \varepsilon_t}{\varepsilon_t} \right) \right]
\]  

(5.1)

The next iteration of AdaBoost, proposed by Schapire and Singer, is called Real AdaBoost, while the original algorithm became known as Discrete AdaBoost [55]. This is because the new version uses real value confidence predictions rather than a discrete \(\{-1,1\}\) hypothesis for the label of a datum. The Discrete AdaBoost uses a hypothesis \(h_t(x) \rightarrow \{-1,1\}\) but for Real AdaBoost the hypothesis becomes \(h_t(x) \rightarrow \mathbb{R}\), where the sign of the real value determines the classification prediction and \(|h_t(x)|\) gives the confidence of the classification. The weak learner hypothesis is a probability function \(h_t(x) = P(y_i = 1|x)\), which results in a slight change to the weight update function, as...
shown in Equation 5.2.

\[ w_i \leftarrow w_i \exp \left[ y_i \times \frac{1}{2} \log \left( \frac{h_t(x_i)}{1 - h_t(x_i)} \right) \right] \quad (5.2) \]

The GentleBoost variation of boosting, introduced by Friedman et al., builds on the Real AdaBoost algorithm, but uses adaptive Newton steps to update the classification rule rather than the more volatile log-ratio update [23]. This allows for smaller changes to the weak learner at a given update step compared to the potentially large updates in Real AdaBoost. The classification output is still a real value where the sign gives the classification and \(|h_t(x)|\) gives the confidence. The weight update function is altered again, as seen in Equation 5.3. Instead of taking the log-ratio of the probabilities given by the weak learner hypothesis, \(h_t(x)\), the more stable difference is used.

\[ w_i \leftarrow w_i \exp \left[ y_i \times \left( 1 - 2h_t(x_i) \right) \right] \quad (5.3) \]

The Discrete AdaBoost algorithm was altered by Viola and Jones to make it a feature selection process by restricting the weak learner considered in each iteration of training to only depend on one feature [62]. This means that each iterations selects a feature since the weak learner is just one feature in this case. This result is a boosting algorithm that can iteratively create strong classifiers composed of individual features.

The GentleBoost feature selection algorithm applies the feature selection concept introduced by Viola and Jones [62] to the GentleBoost algorithm proposed by Friedman et al. [23]. This is the implementation used by Sawas and Petillot for the detection of mine-like objects [54]. It is also the implementation of the boosting feature selection that we use in this chapter.

The feature selection process operates by iteratively selecting new weak learner
features until achieving a target hit rate and false alarm rate. The hit rate is the number of targets correctly classified as positive out of the total number of positive windows considered. The false alarm rate is the number of targets incorrectly classified as positive out of the total number of negative windows considered. When a combination of selected features is able to find 99.5% of the targets and only have at most 50% false positives then the algorithm can exit the round of training, having created one classifier that acts as a stage. The algorithm will continue this process adding stages to the cascade until the prescribed number of stages has been created, fourteen in this research, or the overall cascade achieves an acceptance ratio.

![Figure 5.1](image_url)

**Figure 5.1.** The schematic view of a cascaded classifier. Each classifier stage produces a score that is tested against a threshold to determine if the stage is passed. If any stage threshold is not passed then the window is rejected. If all stages are passed then the window is accepted.

The result of the training step is an optimized classifier consisting of stages, each containing a classifier composed of features. Figure 5.1 shows a schematic view of this cascade concept. The individual stage classifier is the oval where each square within is a feature. The stage provides a score, which is thresholded to determine whether to reject
or continue to the next stage. The score for a stage classifier is the strong hypothesis, \( H(x) \), given by Equation 5.4, where \( m \) is the feature and \( M \) is the total number of features in the stage.

\[
H(x_i) = \text{sign} \left[ \sum_{m=1}^{M} h_m(x_i) \right]
\]  

(5.4)

For the current window being processed, if all stages are passed then the window is accepted as a positive window.

The boosted cascade classifier uses a sliding window approach, meaning that nearly all possible windows are considered, starting with the upper left corner and using a horizontal step of one pixel and a vertical step of two pixels. The sliding window considers many overlapping regions causing multiple positive windows to result in a cluster. The processing component has a \textit{minimum neighbors} threshold to require a certain number of positive windows in a cluster for a positive acceptance. For instance if the \textit{minimum neighbors} is set to five, then the image processing must produce at least five positive windows in a cluster in order to provide a positive label, while four or less positive windows results in a negative label.

The important point in this explanation of the boosting feature selection concept is that the algorithm, specifically in our research the GentleBoost algorithm, selects features from a designated pool of features. The actual feature calculation is abstracted from the boosting and only the resulting feature score is considered. In other words a specific feature applied to a specific window will produce some arbitrary floating point value, while some other feature will produce a separate floating point value. The boosting uses this value combined with a label of positive or negative in order to train, leaving the feature calculation abstracted. This means that the boosting is separate from the feature pool creation process, which we will discuss in Section 5.2. We take advantage of the feature-agnostic component of the feature selection algorithm in order to create
our multi-feature selection framework.

5.2 Pool of Features

In this section we discuss the various features that we consider for the creation of classifiers under the single-feature and multi-feature selection frameworks. In the first subsection we introduce the standard window size used for this research and the reasons for choosing a fixed window size vice scaling. The remaining subsections describe each of the six features and the implementation.

5.2.1 Window Size

The window size for training and testing is essential to this algorithm. For some of the features it will predicate the number of variations added to the pool. Since the Viola-Jones algorithm was designed to detect faces, it was assumed that the face could be multiple sizes in pixels and therefore the algorithm considers many window sizes by scaling them all to a standard size for processing. Due to the nature of the sonar image and the consistency of the range for the sonar dataset used for this research, the scaling capability is not necessary for this application. Instead we choose one standard window size for training and testing.

The window size is chosen based on the statistics of the mines labeled in the training dataset, which will be described in Section 5.4. From the labeled data we calculate the mean and standard deviation in order to maximize the number of the mines included without too large a window to process. The formulas used to calculate the width and height of the window are Equations 5.5 and 5.6 respectively.

\[ w = \bar{w} + 3\sigma_w + 2m \]  

(5.5)
$$h = \bar{h} + 3\sigma_h + 2m$$  

The average width, $\bar{w}$, of the mines, including highlight and shadow, across the entire data library is 42 pixels. The standard deviation of the width, $\sigma_w$, is 11 pixels. We also include a margin, $m$, of two pixels on each side of the mine. The average height, $\bar{h}$, of the mines is 19 pixels, while the standard deviation of the height, $\sigma_h$, is two pixels. The same margin, $m$ is used again for the height. The outcome of the statistics analysis is a $79 \times 29$ pixel window.

While this window size analysis is based on our dataset, it does generalize to future data. This is because the variable of the altitude, which affects shadow size, is consistent in order to collect at this data range. Also, because the data covers a wide variety of angles and x-locations for looks at the two mine types considered. A similar window size analysis might be necessary if different mines or ranges are considered.

### 5.2.2 Haar-Like Feature

The Haar-like feature described by Viola and Jones is based on the Haar wavelet and captures the difference in overall pixel intensity between neighboring regions [62]. Different shapes and locations of the features can represent various characteristics of a region without needing prior knowledge about the model of the target. Figure 5.2 shows visualizations of the five Haar-like features we consider. The feature value is the difference between the total intensity of the white regions and the black regions in the visualization. There are many variations of the Haar-like feature discussed in the literature, but we focus on this basic subset for this research.

The calculation of these Haar-like features, summing so many pixels and then subtracting, can be processor intensive when training and feature selecting from a pool of millions of variations. The solution is the implementation of the integral image, which is generated once at the start of processing an image. The integral image is formulated
from the original image, where each pixel contains the sum of the pixel intensities for the
rectangle to the upper left of that point.

Figure 5.2. The visualization of the five Haar-like features that we use in this experiment.
The sum of the pixels in the white rectangle is subtracted from the sum of the pixels in
the black rectangle to calculate the Haar-like feature value.

Figure 5.3 shows a zoom view of a MLO in a side scan sonar image. The integral
image processed from this image would contain at point 1 the sum of the pixel intensities
in rectangle $A$. It follows then that the value at point 2 would be the sum of the pixels
in rectangles $A$ and $B$. The speed of this solution becomes apparent when we attempt to
calculate the sum of the pixels in a rectangle over the shadow of the mine for part of a
Haar-like feature, which in Figure 5.3 is $D = 4 - 2 - 3 + 1$. This simple arithmetic is
much faster when processing a large number of Haar-like feature over a large image.

Figure 5.3. Overlay of integral image calculation on a MLO in a sonar image. Each
point contains the sum of the pixels in the rectangle to the upper left. For example point
1 contains the sum of the pixels in the rectangle $A$ while point 2 contains the sum of the
pixels in rectangles $A$ and $B$.

Each feature is composed of the location of the feature within the window and
the size and variation of the rectangles. We add to the pool every combination of size and
location of the five types within the considered window size. For the chosen window size and the five types, there are 2,543,145 Haar-like features in the pool of features.

### 5.2.3 Histogram of Oriented Gradients Feature

The histogram of oriented gradients (HOG) feature was introduced by Dalal and Triggs for the application of pedestrian detection [13]. The feature is intended to capture the local edge directions as a simple representation of shape. The distribution of the edges, which are represented by the intensity gradients, provides a characterization of shape without direct knowledge of the corresponding edge positions.

A HOG feature begins with a block location and splits this region of the image window into a set number of cells. For each cell the pixels are used to accumulate the local 1-D histogram of gradient detections with a set number of bins. Based on the implementation by Dalal and Triggs [13], this implementation splits a block into four $8 \times 8$ cells and uses nine bins in the histogram. Figure 5.4 shows an example block location with the four $8 \times 8$ cells. The bottom right cell shows a visualization of the nine bins represented as gradient directions.

![Figure 5.4](image.png)

**Figure 5.4.** The visualization of the histogram of oriented gradient (HOG) feature. This shows an example block location and its division into four $8 \times 8$ cells. The bottom right cell shows a visualization of the nine orientation bins in the histogram.

A feature in the context of this implementation is a bin in one particular cell so for each feature region there are 36 features. With our fixed window size and our cell
5.2.4 Local Binary Patterns Feature

The local binary pattern (LBP) feature is another local type descriptor common to computer vision, which considers a neighborhood around a center focus pixel and thresholds each pixel intensity compared to the focus pixel, producing a binary representation [42]. In the original feature, the neighborhood used was a 3 x 3 region, but it has been extended to include multiple sizes [43]. The notation \((P, R)\) represents a given LBP feature, where \(P\) is the number of sampling points equally spaced on the circle and \(R\) is the radius of the circle. Figure 5.5 (a) shows visualizations of a few possible circular neighborhoods.

![Circular Neighborhood LBP](image)

(a) Circular Neighborhood LBP

![Multi-Scale Block LBP](image)

(b) Multi-Scale Block LBP

**Figure 5.5.** Visualizations of the two extensions of LBP. Part (a) shows circular \((8,1)\), \((12,1.5)\), \((16,2)\) and \((24,3)\) neighborhoods for LBP calculation. The white dot is the focus pixel and the black dots are neighborhood pattern pixels. Part (b) shows a 3 x 3 multi-scale block LBP. The white square of nine pixels is the focus block and the grey squares are the neighborhood pattern blocks.

This feature captures the texture for a region of the considered window. The feature extraction thresholds each of the pixel locations, represented by the black dots, against the focus pixel, represented by the white dot. Then the resulting binary numbers are concatenated into a string by traveling the circumference of the circle. Finally, the binary pattern is converted to its decimal form, thereby representing the texture with a
The LBP feature was extended again to use multi-scale blocks instead of individual pixels to obtain a more macroscopic representation of a local region [35]. In this version the comparison between pixels and the focus pixel is replaced by average pixel intensity of blocks compared with average pixel intensity of a focus block, as visualized in Figure 5.5 (b).

In this research we consider this multi-scale block LBP feature. The pool of features includes every combination of focus block location and size in the prescribed window, which produces 138,645 LBP features for our fixed window size.

### 5.2.5 Speeded Up Robust Feature (SURF)

The Speeded Up Robust Feature (SURF) [6] is a scale and rotation invariant interest point detector and descriptor based on the Scale-Invariant Feature Transform (SIFT) [37], but with vast speed improvements and more robustness against different image transformations. This feature is an interest point detector and each interest point has a descriptor representing the feature. The detector finds interest points at corners and edges, which are prominent on the shadow and sometimes the highlight of the MLO. The scale and rotation invariance of SURF is not necessary for this target, but the interest point detector is a unique feature to consider for this sliding window feature selection paradigm. The concept we describe here for using the this interest point detector could be applied to other similar features.

The interest point detector is based on the determinant of the Hessian matrix to maintain the scale invariance goal. The result of this is that a Hessian threshold can be used to determine if an interest point should be considered. A smaller Hessian threshold, such as 1-500, will cause more interest points to be found per image, while a higher threshold, such as 4000, may only capture a few interest points per image. The SURF
descriptor is based on the sum of Haar wavelet responses in a given region around a
detected interest point.

Since SURF is based on an interest point detector, it begins by determining all
interest points in an image and then continues by calculating the SURF descriptor for
each point. This does not coincide well with the sliding window approach of the boosted
cascade classifier. In order to preserve the interest point nature of SURF, we train a
predictor using the same single-feature selection GentleBoost algorithm [23] to estimate
if a given SURF descriptor represents a positive or negative interest point. The descriptor
and interest point information are the features provided to the boosting along with positive
and negative labels. All SURF features with a Hessian greater than 500 are considered in
the training. The result is a binary tree predictor that produces a score for a SURF point
based on the provided descriptor and point information.

Our SURF based feature includes a Hessian threshold and predictor threshold
combination. For the given combination all interest points over the Hessian threshold are
predicted using the predictor threshold. The feature score is the number of interest points
predicted to be positive within the window.

Our pool of features includes every SURF based feature combination of Hessian
threshold from 300 to 5000 in increments of 100 and predictor threshold from -1.0 to 2.0
in increments of 0.05. The result is 2,820 SURF features in the pool of features.

5.2.6 Shadow Threshold Feature

The shadow threshold feature is a simple feature that is closer to the model
approaches of the past. The goal of this feature is to capture the nature of sonar images;
namely that all protruding objects from the sea floor produce an acoustic shadow. There
are many shadows in a sonar image, so this feature alone would surely create a large
number of false positives. However, when combined with other features it should help
alleviate false positives where no shadow exists yet there exists some pattern that matches another feature.

**Figure 5.6.** The right image shows the white representing the shadow based on binary connected component estimation via thresholding the left image at a pixel intensity of one. The connected component with the most area is considered further as the shadow object for this window.

To find the shadow, the window is first thresholded at a certain pixel intensity and then the most likely connected component is estimated based on area. Figure 5.6 shows a sample region with a MLO and the binary connected component estimation of the shadow using a pixel intensity threshold of one. Once this connected component is isolated we estimate its border as a polygon using the method introduced by Suzuki et al. [58].

The connected component and the estimated border are used to create the series of features that actually comprise this feature set. These features include width, height, ratio of width to height, and area. Also the center of the connected component is estimated and used to provide additional features including the absolute X location in the entire image, the relative X location in the window, the relative Y location in the window, and the altitude of the vehicle at the time this location of the image was captured. We are able to use the altitude at the center of this connected component because we actually process the raw sonar image, as explained in Section 5.3.

The final group of features related to the shadow is based on shape matching between the estimated border and a set of 54 predefined shadow shape templates. We use three different shape matching functions each based on the Hu moment invariants [28]. In the following matching equations $A$ is the first shape, such as the estimated border of the
connected component, and $B$ is the second shape, such as a predefined shape template.

The three shape matching equations are

\[
I_1(A, B) = \sum_{i=1}^{7} \left| \frac{1}{m_i^A} - \frac{1}{m_i^B} \right| \tag{5.7}
\]

\[
I_2(A, B) = \sum_{i=1}^{7} |m_i^A - m_i^B| \tag{5.8}
\]

\[
I_3(A, B) = \max_{i=1\ldots7} \frac{|m_i^A - m_i^B|}{|m_i^A|} \tag{5.9}
\]

where

\[
m_i^A = \text{sign}(h_i^A) \cdot \log h_i^A \tag{5.10}
\]

\[
m_i^B = \text{sign}(h_i^B) \cdot \log h_i^B \tag{5.11}
\]

and $h_i^A$ and $h_i^B$ are the Hu moments of $A$ and $B$, respectively. The actual shape features are based on the similarity scores produced via these equations.

The first feature in this group is the best match result, followed by the average of the best two, the average of the best three, and so forth up to the average of the best 20 match results. The result is 20 shape features per matching variation plus the eight regular features, along with thresholding at pixel intensities of zero to ten, creating a pool of 748 shadow features.

### 5.2.7 Sonar Feature

The last feature considered, which we call the sonar feature, is a variation of the Haar-like feature based on knowledge about the sonar image and the signature of an object protruding from the sea floor. The focus of this feature is the relationship between the background sea floor, the highlight region, and the shadow region and therefore is composed of these three regions. Figure 5.7 shows an example sonar feature overlaid on
a window containing an MLO. The shadow region is shaded black, the highlight region is shaded white with a white outline, while the background is the remainder of the window and is shaded white.

Figure 5.7. Overlay of the sonar feature on a MLO in a sonar image window. The dark regions is the shadow portion of the feature and the white outlined region is the highlight. The remainder of the window, which is also shaded white, is the background region of the feature. The feature is calculated by summing the differences between the background and shadow, highlight and shadow, and highlight and background.

The calculation of the feature uses the integral image just as the Haar-like feature does. First the intensity of the shadow region $s$ and the highlight region $h$ are calculated as for a Haar-like feature. Then the background region $b$ is calculated by taking the intensity of the entire window and subtracting out the shadow and highlight intensities. The resulting feature value sums the differences between each region by expected relationship, namely that the shadow should be darker than the background and the highlight and the highlight should be brighter than the background. Equation 5.12 shows the calculation of the sonar value $v$.

$$v = (b - s) + (h - s) + (h - b)$$ (5.12)

The variation of the feature is the location and size of the shadow and highlight regions within the window. Given all possible combinations of these variables there are 646,866 sonar features in the pool of features.
5.3 Dataset

The data used for this chapter was collected by the Space and Naval Warfare Systems Center Pacific (SSC-PAC) in San Diego, CA. The data was collected from multiple REMUS vehicles equipped with two Marine Sonic side scan sonars operating at a frequency of 900kHz to capture 30 meter range data based on a four meter altitude. The resulting sonar image, which is a proprietary Marine Sonic image format, is 1024 by 1000 pixels and contains sonar intensity information as well as sensor information such as altitude. In this research our training and testing are both done directly on the raw sonar data.

![Figure 5.8. Examples of the inert mine types contained in the datasets used for this experiment. These objects sit on the sea floor protruding up from the bottom.](image)

The test mines in this data include ten truncated cones (Type 1) and seven stealth wedges (Type 2). Examples of these two mine types are shown in Figure 5.8. Multiple passes of the mine locations produce the many looks included in our data, which is split into a training dataset of 975 images containing 975 target mines and a testing dataset of 920 images containing 1,268 target mines.

The data we have collected and utilized for this research is considered an easy dataset. This is the type of environment that is currently considered in real world mine clearing situations. There is strong interest in research involving the more cluttered sea bottoms, but our research focuses on the current need for a capability on relatively
easy, very shallow water (VSW) environments. Despite this, the data does have slightly complex bottoms and some clutter to note. Figure 5.9 shows some examples of variation in complexity, image quality, and clutter.

Figure 5.9. Example sonar images including different clutter and sea floor bottoms. Images (a), (c), and (d) contain results from the vehicle making a 180 degree turn. Image (a) shows some clutter objects, image (b) shows a poor quality image with highlight clutter, and image (c) shows small holes. Image (d) shows a sand ripple bottom type.

Most prominently, this data was collected via a star pattern over a mine object, causing most images to have at least one turn. These turns are evident in Figure 5.9 images (a), (c), and (d). Image (a) shows some clutter in the form of foreign objects or rocks on the sea floor. Image (b) shows a low quality image with highlight clutter.
spots. Image (c) shows clutter in the form of small holes in the sea floor, which look like shadows. Finally, image (d) shows some sand ripples on the sea floor. All of these slight complexities and clutters are common in this dataset.

Prior to training a classifier on the training dataset, the positive and negative windows must be calculated based on the labeled location of the MLOs. For the local feature types we are using, the positive examples must be aligned for consistency. All windows are treated as if they are on the left side of the image to keep shadow location consistent. We choose to right justify and vertically center the MLO in the window with a two pixel buffer. Figure 5.10 shows three examples of the alignment of positive examples. Note that the mine highlight is consistently located even though the shadows are of varying sizes. The negative window calculated during preprocessing includes the half of the image that does not contain the labeled MLO. The boosting algorithm selects negative example windows of the prescribed window size during training.

![Image](image.png)

**Figure 5.10.** Examples of the alignment of positive examples. These positive MLO examples have varying shadow lengths, but an approximately consistent highlight location within the window.

## 5.4 Experimental Results

The experimental results are separated into four subsections. The first subsection describes the single-feature selection for each of the six features, which is used to determine the feature that is most capable for this application as well as the best single-feature classifier for a baseline. The next two subsections will build on this knowledge to explore variations of a multi-feature selection, focusing on double-feature selection and triple-feature selection respectively. The final subsection will summarize the experiments
and consider a classifier trained with all six features in the selection pool.

Before looking at the results, we discuss a preprocessing technique intended to find MLOs on the edges of the image. The combination of the fixed window size with the alignment causes targets on the edges of the image to be missed consistently. In order to resolve this we pad the edges of the image with extra data, allowing the search to continue past the original edge. Figure 5.11 shows the upper left corner of an image before and after this padding process. In the left image there is a false negative for a mine on the edge of the image.

![Figure 5.11. Example of a MLO along the image edge. The left image is the default search, which does not find the MLO and is shown by an ellipse. The padded image is shown in the middle, with the target detection shown by a rectangle. The right image shows the detection within the bounds of the original image via a rectangle.](image)

We pad the left and right edges with 20 extra pixels and the top and bottom edges with 10 extra pixels. The pixels come from the opposite edge of the image, in order to get approximate pixel intensity consistency. For example, in order to pad the left edge, an extra 20 pixels in width are copied from the right edge, mirrored along the horizontal axis, and then placed in the extra region on the left edge. The middle image in Figure 5.11 shows the padded image with the positive search result. In the right image of Figure 5.11 the mine on the edge is found within the padded image, then the positive window is moved to the original window’s edge in order to be valid in terms of the original image.
This process allows us to use our same quality classifier to find mines that are too close to the edge for our fixed window sliding window paradigm.

In order to produce all of the receiver operating characteristic (ROC) curves in the following subsections, we consider variations of the minimum neighbors parameter of our classifier described in Section 5.1. We consider this parameter from zero to 50 minimum neighbors.

### 5.4.1 Single-Feature Results

In order to identify a baseline for comparison, we train a single-feature classifier for each of the six presented features. The classifiers were trained using the GentleBoost algorithm for feature selection with the standard parameters as defined in Section 5.1 and using the training and testing datasets described in Section 5.3.

**Table 5.1.** Shows the training metrics for the classifiers trained on each of the six single-feature pools. The pool size is the number of features in the feature selection pool, while the stages and features are the respective numbers of each chosen by the GentleBoost single-feature selection algorithm.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Pool Size</th>
<th>Stages</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAAR</td>
<td>2,543,145</td>
<td>9</td>
<td>61</td>
</tr>
<tr>
<td>HOG</td>
<td>4,032</td>
<td>14</td>
<td>247</td>
</tr>
<tr>
<td>LBP</td>
<td>138,645</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td>SURF</td>
<td>2,820</td>
<td>14</td>
<td>1,600</td>
</tr>
<tr>
<td>SHADOW</td>
<td>748</td>
<td>14</td>
<td>1,312</td>
</tr>
<tr>
<td>SONAR</td>
<td>646,866</td>
<td>13</td>
<td>158</td>
</tr>
</tbody>
</table>

Table 5.1 shows the training attributes for the six single-feature classifiers. The pool size is the number of variations of the single feature in the selection pool as defined in Section 5.2. The table also shows the number of stages and the number of total features selected by the GentleBoost single-feature selection algorithm.
Notice that three of these classifiers have fourteen stages, which is the maximum number of stages based on our parameters. This implies that further iterations could produce better results. For completeness, we trained each of the three with a twenty stage maximum to see if we would have improved results, and both SURF and SHADOW classifiers continued through all twenty stages without a substantial benefit to capability. The HOG classifier training exited early after seventeen stages due to lack of available training data, which means it used all of the available positive examples to select the features up to that point and could not continue. Training another HOG classifier with a seventeen stage maximum produces a classifier with improvements over the 14 stage version. For consistency in boosting parameters between classifiers, we only present the fourteen stage classifiers in this chapter.

The ROC curves for the three best single-feature classifiers are shown in Figure 5.12. Only the first three are shown because the other three do so poorly that they would not fit on a reasonable scale. This means that only the three shown have the flexibility to create a strong classifier on their own. This does not, however, mean that the SURF, shadow, and sonar weak features cannot provide a benefit in a multi-feature approach, as we will show.

On the vertical axis there is the true positive rate (TPR), which expresses how many of the potential MLOs the classifier finds in decimal percentage form. On the horizontal axis we have the number of false positives (FP) per square kilometer (km\(^2\)) of sea floor coverage. In the figure there are related point triplets with approximately similar FP per km\(^2\) for comparison between the three classifiers. The first triplet is marked by triangles at a FP per km\(^2\) of approximately 1.25 where the LBP classifier has the best TPR at 55.05%. The next two pairs, marked by squares at approximately 3 and by circles at approximately 8.1 FP per km\(^2\) respectively, both show the HAAR classifier with the best TPR.
Figure 5.12. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives (FP) per km$^2$. Includes the ROC curves of the three best single-feature classifiers, while the other three do not fit on this scale due to poor performance. This figure shows that the HAAR classifier performs best and therefore should be the baseline for these experiments.

A strong TPR capability is important for the detection of mine-like objects since missing targets can have strong implications. An increase in false positives can cost time but a reduction in TPR means a danger to equipment and personnel. Based on the fact that the HAAR classifier performs best for TPR above 75%, we select this curve as our baseline for comparison to our multi-feature classifiers. Also, the results shown here lead us to run experiments on the five double- and ten triple-feature classifier combinations including the Haar-like feature.

5.4.2 Double-Feature Results

There are five combinations of double-feature pools that we can create with the Haar-like feature always included based on its proven capability in Subsection 5.4.1. In
this subsection we introduce these classifiers and compare them to the baseline *HAAR* classifier. All of these were trained under the same parameters and using the same datasets as the single-feature classifiers.

**Table 5.2.** Shows the training metrics for the classifiers trained on each of the five double-feature pools. The pool size is the number of total features in the feature selection pool, while the stages and features are the respective numbers of each chosen by the GentleBoost double-feature selection algorithm. The subrows of features show the number of Haar-like and other features chosen for the classifier, as well as the total. The other feature is listed in the classifier name in addition to the Haar-like feature.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Pool Size</th>
<th>Stages</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>HAAR</strong></td>
</tr>
<tr>
<td>HAAR</td>
<td>2,543,145</td>
<td>9</td>
<td>61</td>
</tr>
<tr>
<td>HAAR + HOG</td>
<td>2,547,177</td>
<td>9</td>
<td>48</td>
</tr>
<tr>
<td>HAAR + LBP</td>
<td>2,681,790</td>
<td>8</td>
<td>47</td>
</tr>
<tr>
<td>HAAR + SURF</td>
<td>2,545,965</td>
<td>8</td>
<td>48</td>
</tr>
<tr>
<td>HAAR + SHADOW</td>
<td>2,543,893</td>
<td>9</td>
<td>53</td>
</tr>
<tr>
<td>HAAR + SONAR</td>
<td>3,190,011</td>
<td>8</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 5.2 shows the attributes of the five double-feature classifiers including the size of the pool, the number of both stages and features in the classifier. In addition, the features are split in to feature type providing an idea of impact of the extra feature in the classifier. The other feature column corresponds to the non Haar-like feature in the classifier name. The table also includes the attributes of the baseline *HAAR* classifier.

Notice that the number of stages in the classifiers stay nearly the same, but that the number of features chosen reduces for all of the combinations. For each double-feature classifier, the GentleBoost feature selection algorithm selects at least one variation of the alternative feature. This does not necessarily translate to an improvement in capability in the context of the low false positive with high true positive target area for the application.
Figure 5.13. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives (FP) per km². Includes the ROC curves of the five double-feature classifiers and the baseline HAAR classifier. This figure shows that the additional feature type per classifier is able to provide performance improvements for four of the five, with HAAR + SHADOW performing the best.

Figure 5.13 provides the ROC curves for each of the five double-feature classifiers in addition to the HAAR classifier. Again the vertical axis is TPR while the horizontal axis is FP per km² of sea floor coverage. The primary element to note in this figure is that four of the five double-feature classifiers outperform the HAAR classifier, with the HAAR + SHADOW classifier performing the best.

The HAAR + HOG classifier performs worse than the HAAR classifier, which might not be intuitive. As each classifier is being trained, the Haar-like feature is selected early for both because it is better at dividing the training data into positives and negatives. The first 18 features are selected exactly the same between the two classifiers. The next feature causes a divergence as the HAAR + HOG training selects a HOG feature.
From this point forward the selections will be very different based on that decision point. This is the same for all of the classifiers, with similarities in the number of Haar-like features chosen before an additional feature is selected. For the HAAR + HOG classifier it happens that this divergence leads to a less capable classifier when processing the testing dataset.

The largest improvement in the double-feature classifiers is marked by the triangle point pair at approximately 1.2 FP per km$^2$, where the HAAR + SHADOW classifier provides a TPR improvement of 16.46%. The next comparison is marked by the square point pair at approximately 3 FP per km$^2$, where the HAAR + SHADOW classifier improves the TPR by 7.08% moving the performance above 80%. The last improvement shown has a wider range for FP per km$^2$ but shows an improvement on both axes. Marked by the circle point pair at approximately 7.75 FP per km$^2$, the HAAR + SHADOW classifier improves TPR by 1.89%.

Considering the capabilities of these double-feature classifiers, we see that the addition of certain features to a multi-feature training framework can lead to substantial benefits under the same parameters and data for training and testing. Notably the combination of a very powerful local feature with a proven model type shadow feature performs very well. We will show in Subsection 5.4.3 that adding a third feature option to the multi-feature selection pool can also lead to further benefits.

### 5.4.3 Triple-Feature Results

The triple-feature selection use of this framework now considers variations of feature pools containing three features and including the Haar-like feature. The results presented in Figure 5.13 suggest that the pools containing the Haar-like feature along with the SURF feature or the shadow feature should be most likely to produce the best results. We consider all ten combinations of triple-feature classifiers that include the
Haar-like feature with the expectation that the classifiers also containing the shadow feature will perform well.

**Table 5.3.** Shows the training metrics for the classifiers trained on each of the ten triple-feature pools. The pool size is the number of total features in the feature selection pool, while the stages and features are the respective numbers of each chosen by the GentleBoost triple-feature selection algorithm. The subrows of features show the number of Haar-like features chosen versus the number the other features chosen for the classifier, as well as the total. The other features correspond to the features in the classifier name in order.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Pool Size</th>
<th>Stages</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>HAAR</td>
</tr>
<tr>
<td>HAAR</td>
<td>2,543,145</td>
<td>9</td>
<td>61</td>
</tr>
<tr>
<td>HAAR + HOG + LBP</td>
<td>2,685,822</td>
<td>9</td>
<td>47</td>
</tr>
<tr>
<td>HAAR + HOG + SURF</td>
<td>2,549,997</td>
<td>8</td>
<td>49</td>
</tr>
<tr>
<td>HAAR + HOG + SHADOW</td>
<td>2,547,925</td>
<td>9</td>
<td>50</td>
</tr>
<tr>
<td>HAAR + HOG + SONAR</td>
<td>3,194,043</td>
<td>9</td>
<td>48</td>
</tr>
<tr>
<td>HAAR + LBP + SURF</td>
<td>2,684,610</td>
<td>8</td>
<td>44</td>
</tr>
<tr>
<td>HAAR + LBP + SHADOW</td>
<td>2,682,538</td>
<td>9</td>
<td>45</td>
</tr>
<tr>
<td>HAAR + LBP + SONAR</td>
<td>3,328,656</td>
<td>8</td>
<td>47</td>
</tr>
<tr>
<td>HAAR + SURF + SHADOW</td>
<td>2,546,713</td>
<td>9</td>
<td>45</td>
</tr>
<tr>
<td>HAAR + SURF + SONAR</td>
<td>3,192,831</td>
<td>8</td>
<td>48</td>
</tr>
<tr>
<td>HAAR + SHADOW + SONAR</td>
<td>3,190,759</td>
<td>9</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 5.3 shows the attributes of the ten triple-feature classifiers including the size of the pool, the number of both stages and features in the classifier. In addition, the features are split into feature type to provide an idea of impact of the extra two features in the classifier. The other feature columns correspond to the extra features in the classifier name in order. The table also includes the attributes of the baseline HAAR classifier.

One important note is that all of the classifiers have either eight or nine stages consistent with the double-feature classifiers and the HAAR classifier. Also note that in some of the triple-feature classifiers containing the sonar feature, the feature selection
Figure 5.14. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives (FP) per km$^2$. Includes the ROC curves of the ten triple-feature classifiers and the baseline HAAR classifier. This figure shows that the additional two features per classifier is able to provide performance improvements for nine of the ten, with HAAR + SURF + SHADOW performing the best.

The algorithm did not select any sonar features thus creating a classifier equivalent to a double-feature classifier. For example the HAAR + HOG + SONAR classifier ends up being the same as the HAAR + HOG classifier since no sonar features were selected. Thus the sonar feature is not adding any additional benefit for three of the triple-feature classifiers tested.

Figure 5.14 provides the ROC curves for each of the ten triple-feature classifiers in addition to the HAAR classifier. Again the vertical axis is TPR while the horizontal axis is FP per km$^2$ of sea floor coverage. Notice that only one classifier, the HAAR + HOG + SONAR, performs worse than the baseline HAAR classifier. This is not surprising since we have shown that the sonar feature added no benefit to this classifier and the
HAAR + HOG classifier performed poorly in Section 5.4.2.

The largest improvement is marked by the triangle point pair at approximately 1.3 FP per km², where the HAAR + SURF + SHADOW classifier provides a TPR improvement of 25.06%. The next comparison is marked by the square point pair at approximately 3 FP per km², where the HAAR + SURF + SHADOW classifier improves the TPR by 12.69%. The last improvement, marked by the circle point pair, again has a wider range for FP per km² but shows an improvement on both axes. At approximately 7.75 FP per km² the HAAR + SURF + SHADOW classifier improves TPR by 3.79%.

The results shown in this section emphasize the possibilities provided by the multi-feature selection framework. The HAAR + SURF + SHADOW classifier achieves its substantial improvement in performance using the same training and testing dataset under the same training parameters other than the pool of features.

5.4.4 Multi-Feature Results

The framework presented in this research can train classifiers with more than three feature types in the pool of features. In addition to the systematic research of the single, double, and triple-feature classifiers we train the classifier with all six features in the pool of features. The resulting ALL classifier has nine stages with 55 features including 42 Haar-like, 5 LBP, 2 SURF, and 6 shadow features. The GentleBoost algorithm did not select any HOG or sonar features from the pool. The ALL classifier outperforms the single HAAR classifier but does not improve over the HAAR + SURF + SHADOW classifier.

Figure 5.15 shows the best single, double, and triple-feature classifier from this research and includes the ALL classifier for comparison. The figure shows that the HAAR + SURF + SHADOW triple-feature classifier outperforms the other classifiers on this data, achieving an improvement of 12.69% in TPR at approximately 3 FP per km² and 3.79%
Figure 5.15. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives (FP) per km$^2$. Includes the ROC curves of the best classifiers from the single, double, and triple-feature selection experiments as well as the ALL classifier using all six features in the training pool. This figure shows that the additional features in the training pool lead to classifiers with substantial performance improvements, but that more feature types in the pool does not necessarily create the optimal classifier.

in TPR with reduction in FP per km$^2$ by 1.74 to 6.54 over the HAAR classifier. While showing the improvements when the feature pool includes additional feature types, this figure also highlights that more features do not necessarily lead to improved performance. The feature types perform well together when they are complimentary and focus on characteristics that are independent from each other.

5.5 Conclusion

This chapter introduces a multi-feature selection framework for the detection of mine-like objects in side scan sonar imagery. We explain in depth the GentleBoost algorithm and its evolution, describing its potential for multiple feature types in the pool
of features. During these experiments we build on the work of Sawas and Petillot [54] and Hollesen et al. [27] showing the results of other prominent local type features with the GentleBoost single-feature selection. We consider six different features under under single and multi-feature selection frameworks to compare the results.

The obvious extension of this work is to further apply this multi-feature selection framework. There are two avenues for this, one being applying the framework to other applications and the other is to add new features to improve this application. The framework is structured such that new features can easily be added and any dataset as well as any group of features can be used for training and classification.

In addition to these contributions, we also present the optimal combination of feature types selected by the multi-feature selection algorithm. The $HAAR + SURF + SHADOW$ classifier is able to achieve 88.56% TPR with only 2.88 FP per km$^2$ or 94.56% TPR with 6.54 FP per km$^2$. This is a substantial capability improvement over the other classifier combinations under the same GentleBoost parameters using the same datasets.

This chapter, in full, has been submitted for publication of the material as it may appear in Ocean Engineering, Barngrover, Chris; Ryan, Brett, Belongie, Serge; Kastner, Ryan, 2014. There are small changes in format and phrasing as a chapter within this larger paper. The dissertation author was the primary investigator and author of this paper.
Chapter 6

Tiered Classifiers

The goal of the tiered classifiers experiment is to reduce some of the false positives in the standard processing routine. The reasoning is that if a first classifier is able to create a secondary training set that is more focused on the harder variations between true positives and false positives, then the classifier will have less false positives. Section 6.1 will explain the concept in more detail while Section 6.2 will present the experimental results.

6.1 The Tier Concept

In order to explain the concept of training a classifier in stages, we will review the standard way that a classifier is trained. The classifier here is really separate from the process and can use any training scheme with any features. Figure 6.1 shows a visual representation of the standard flow for training and testing a classifier. To begin, the set of all data is divided into two separate sets for training and testing. In these experiments the training dataset contains 975 images while the testing dataset contains 920 images. The training step is very simple, the algorithm trains on the training set and produces a classifier. Then in the testing set, the classifier is used to process the testing set and this produces a set of positive windows or locations in certain images.
Figure 6.1. A visualization of the standard flow for training and testing a classifier. The training algorithm is applied to the testing set to produce a classifier. This classifier is applied to the testing set in the processing stage to produce positive windows.

Figure 6.2. A visualization of the tier flow for training and testing a classifier group. The training algorithm is applied to training set one to produce the tier one classifier. This classifier is used to process training set two and produce a set of windows. These windows become the training set for the training algorithm, which produces the tier two classifier. The testing stage uses the tier one classifier to process the testing set and the windows output are then processed with tier two classifier to create the final set of positive windows.
The tier version has the same two stages of training and process, but each of them are slightly more complicated. Again the classifier training scheme is separate from the tier concept. Figure 6.2 shows a visualization of the training and testing flows for the tier process. The training set from the standard process is split into two subsets for the tier process. In these experiments we have 325 images in training subset one and 650 images in training subset two. The same testing set with 920 images is used. The training step starts by applying the training algorithm to training subset one to produce the tier one classifier. The tier one classifier is used to process the training subset two, which produces a set of positive windows. Then the training algorithm is applied to these windows in order to create the tier two classifier. The testing step of the process begins by applying the tier one classifier to the testing dataset, producing positive windows, which are processed by the tier two classifier. The output is a set of positive windows or locations in certain images in the same format as the standard process.

The premise of the tier training is that the first tier will isolate the regions of the image that are more difficult to classify and thus create a more accurate second tier classifier. It is important to note that both of the classifiers can be used individually as standard classifiers. Also, the tier two classifier could be used with another separate first tier classifier for the testing stage. Some of these variations are considered in the following section.

6.2 Experimental Results

The main focus of this research has been using the Haar-like feature with boosting to create a cascade classifier. For this reason, the tier experiments continue to use this training setup in order to compare to a baseline of capability. The same training and testing datasets are used as were used for training and testing the standard classifier. The difference is that the training set is divided into two subsets for the tier process.
Figure 6.3. The receiver operating characteristic (ROC) curve where vertical axis is true positive rate (TPR) and the horizontal axis is false positives per image (FPPI). The STANDARD curve is created by processing with the standard classifier. The TIER curve is formed by processing with the tier one and tier two classifiers. The TIER MOD curve is similar to TIER, except the boosting settings are altered based on the nature of the tier concept. The TIER TWO MOD is the created using just the tier two classifier from the modified tier training process used to create TIER MOD.

The capability of the classifiers are presented as receiver operating characteristic (ROC) curves as normal. Figure 6.3 compares the standard classifier to variations of the tier classifier. The STANDARD curve is from the classifier trained in the standard manner, while TIER curve is from the classifier trained with the tier process described in this chapter. The TIER MOD curve uses a classifier trained with the tier process, but with non-default settings for the boosting algorithm. The TIER TWO MOD curve is created using just the tier two classifier from the same TIER MOD training scheme in a standard testing setup.

The boosting modifications for TIER MOD alter the hit rate and false alarm rate. Specifically the hit rate is set to 0.999 and the false alarm rate is set to 0.8 as compared to
the defaults of 0.995 and 0.5 respectively. The hit rate is the number of targets correctly classified as positive out of the total number of positive windows considered. The false alarm rate is the number of targets incorrectly classified as positive out of the total number of negative windows considered.

There are three interesting points highlighted in Figure 6.3. First there are the left two points which show the relative improvement in TPR capability between STANDARD and TIER TWO MOD. For an approximate FPPI of 0.02 there is a 36.2% improvement in the TPR when using the TIER TWO MOD classifier. Also note that the two curves cross over at the other highlighted point.

Figure 6.4 considers another variation of this tier concept. In this scenario a

![Figure 6.4](image)

**Figure 6.4.** The receiver operating characteristic (ROC) curve where vertical axis is true positive rate (TPR) and the horizontal axis is false positives per image (FPPI). The STANDARD curve is created by processing with the standard classifier. The TIER TWO MOD is the created using just the tier two classifier from the modified tier training process as in Figure 6.3. The STANDARD + TIER TWO MOD curve is formed using the STANDARD classifier as the tier one classifier and the TIER TWO MOD classifier as the tier two classifier in tiered processing.
truncated version of the classifier trained in the standard manner is used as the tier one classifier and the tier two classifier from tier training is used as the tier two classifier. The truncated version means that the window must only pass the first four stages of the classifier to be marked as positive. The result is shown in Figure 6.4 as STANDARD + TIER TWO MOD. The other two curves are the same described in Figure 6.3.

There are also three highlighted points in this figure, showing improvements and crossover point of the new curve compared to the STANDARD curve. The first two points show the improvement of the STANDARD + TIER TWO MOD variation of tier classifier over STANDARD and only a slight improvement over TIER TWO MOD. The points show a TPR increase of 8.8% at an approximate FPPI of 0.095.

6.3 Conclusion

The results of tier training show promise at improving a classifiers capability in the low false positives domain. This concept of tier training and tier testing was only a small portion of this research and did not encompass the same level of related works investigation or as in depth of experimentation. Further experimentation is necessary to determine if this concept has merit. This chapter is meant to describe the effort so that it might be carried on in the future.
Chapter 7

Multiple Instance Learning

The traditional form of supervised learning is to have a single positive example paired with its positive label and to have a single negative example paired with its negative label. In all other chapters we use a traditional learning paradigm using boosting with positive mine windows and negative background windows for training. In this chapter we experiment with a different training concept called multiple instance learning (MIL). Specifically we will us the combination of this MIL training concept with the boosting algorithm, using the MILBoost algorithm for training.

This chapter will discuss the concept of MIL and how it compares to the more traditional training structure. The MILBoost algorithm will be explained in depth and some of the available frameworks for the algorithm will be outlined. Most importantly this chapter will present the experiment we designed and the results before discussing the future opportunities for MILBoost and this particular application.

7.1 Multiple Versus Single Instance Learning

Single instance learning uses training data in the form of a pair \((x_i, y_i)\) where \(x_i\) is the example, a window from a sonar image in our case, and \(y_i\) is the label, either target or non-target. Since the examples are paired with a label the training considers the one instance as an example of positive or negative. The paradigm shift in MIL is that the
same label, \( y_i \) is paired with a “bag” of examples \( X_i = \{x_{i1}, x_{i2}, x_{i3}, \ldots, x_{im}\} \). A given bag with a positive target label means that at least one image in the bag is a positive, while a bag with a negative non-target label is exclusively composed of negative examples [14].

In the context of images, the MIL concept is ideal for scenarios where the position or pose of the target is not known or the estimation of the location has some error. This allows the algorithm to place in a bag all of the image windows around the estimated location of the target and label this bag positive. Similarly, a bag of negatives can be created by excluding the estimated location of the target.

For the detection of mine like objects in side scan sonar, the location can be inaccurate, the size of the shape is very small leading to training errors, and the shadow length can vary greatly causing the relative location of the mine in the window to be important. With the single instance learning we describe the right justification of the mine target in the window for consistency. The use of MIL allows us to skip this decision and place a group of various window locations around the target in to a single positive bag.

### 7.2 MILBoost

The next step is to alter the boosting algorithm to use this MIL paradigm [68]. We focus on the Noisy-OR implementation of the MILBoost algorithm. In standard boosting a linear combination of weak learners classifies each example, but in MILBoost the the examples are in bags, not individual. Thus the examples are double indexed with an \( i \) indexing the bag and a \( j \) indexing the index within the bag.

The score for a given example \( y_{ij} \) is represented by the weighted sum of weak classifiers, \( C(x_{ij}) = \sum_t \lambda_t c^t(x_{ij}), \) where \( c^t(x_{ij}) \) is the weak classifier score function. A given round of boosting is searching for a classifier that maximizes \( \sum_{ij} c(x_{ij})w_{ij} \) where \( c(x_{ij}) \) is again the score function for the weak classifier and \( w_{ij} \) is the weight given to the
The MILBoost algorithm ends up with a weighting on each bag, $W_{bag}$ and a weighting on an individual example, $W_{instance}$. For negative examples the $W_{bag} = -1$. This means that, as with standard boost, the negative examples are all equally negative, and therefore the weight of a negative is the same with MILBoost as it would be with standard boosting. For positive bags, the examples with higher scores get higher weights and in turn dominate the learning in the future. Thus the examples in the positive bag are not created equal, as they would be in a standard boosting algorithm.

There are a few open source frameworks available to us, but the primary problem is that they do not account for large datasets. Our data quickly fills memory and will not work. The result is that we implement our own version by combining some of our OpenCV based code with the libraries used in the MILTrack application [5]. We perform some of the calculations in batches in order to avoid the memory issues and avoid completely rewriting existing MILBoost code.

7.3 Experimental Results

We apply our version of the MILBoost algorithm to our application of mine-like objects in side scan sonar. In order to compare the results to the standard Haar-like feature cascade, we use the same training and testing datasets.

The first step in the training is creating one positive bag and one negative bag for each image. The negative bags are easy, because they are simply random background windows from around the image. The positive bag is filled with various views of the positive region. We start with the same window over the mine as we would with standard boosting, but then we slide the window pixel by pixel along each axis until we have added all variations out to five pixels in all directions. Figure 7.1 shows an example of some of the positive and negative windows added to positive and negative bags.
Figure 7.1. Visualization of the MIL bagging and training process. Each negative bag contains various negative regions. Each positive bag contains pixel varied windows around the positive location. The bags are trained with a variation of standard boosting to create a cascade classifier.

This training process is very inefficient and is only meant to determine the capability of a resulting classifier rather than designed for speed. Because of this, the classifier was only trained for three stages. The resulting classifier is then used to process the testing dataset. The receiver operating characteristic (ROC) curve of the MILBoost classifier is plotted next to the ROC curve of the standard boosting classifier in Figure 7.2. The vertical axis shows the true positive rate (TPR) while the horizontal axis shows the false positives per image (FPPI).

The obvious point of interest in this figure is at an FPPI of 1.1 and TPR just over 90%. For lower than 1.1 FPPI, the standard classifier performs better and for a higher FPPI the MILBoost classifier performs better. This means that there could be a benefit to MILBoost when the number of true positives is the main concern, or if the classifier is the first stage of a pipeline of processing. Furthermore, the MILBoost classifier was only trained to three stages and one would expect an improvement with more training.
Figure 7.2. The ROC curves for the MILBoost and the standard boosting (HAAR-B) classifiers on the same testing dataset. The vertical axis is the true positive rate (TPR) and the horizontal axis is false positives per image (FPPI).

7.4 Future Efforts

There are many elements to this line of research for this application that merit further investigation. First and foremost is an efficient version of the algorithm that can take large amounts of data without loading all images into memory at once. This would be a benefit, not just for this application, but for the computer vision community as a whole. The OpenCV framework is an obvious place to add this functionality and would be a logical extension of this effort.

In addition, the current three stage classifier we present in this chapter is only a glimpse of what the classifier might look like. Whether via the current inefficient implementation or with a yet to be implemented version, the classifier needs to be trained for more stages to appropriately compare it with the standard boosting classifier or other capabilities.
7.5 Conclusion

We have presented the multiple instance learning (MIL) concept for training and the MILBoost training algorithm. We described our implementation of this algorithm with its shortcomings and the reasons why existing frameworks did not work. Finally we presented our experiment and the results compared to the standard boosting paradigm, which shows despite limited training that MILBoost has potential to improve detection of mine-like objects in sides scan sonar imagery.
Chapter 8

A Brain-Computer Interface (BCI) for the Detection of Mine-Like Objects in Side Scan Sonar Imagery

The detection and classification of mine-like objects (MLOs) in side scan sonar imagery is a problem of grave importance to the safety of our military. The manual approach is still the primary technique for finding and eliminating these objects. Even with the aid of underwater robotics to capture data, the task of processing the imagery is very time consuming. The automation of these tasks would save time and money, but the dynamic underwater environment makes this a difficult task for classifiers, with the human operators still leading in performance.

There is an extended history of research on the topic of automated detection of mine-like objects in sonar imagery. Much of the earlier research uses a model based approach with knowledge of the target, focusing on highlights and shadows created by the strong reflection and occlusion of the protruding MLO from the sea floor [38, 49, 33]. In some research the model for various range regions is used as a matched filter, convolving the filter with the image to detect regions of interest [17].

The advancements in the capabilities of sonars and the autonomous underwater vehicles utilizing them has led to research using machine learning techniques and well
known computer vision features. These features do not have a concept of the target model and instead focus on local descriptors within a window of the image. The machine learning algorithms require large training datasets to optimize a classifier.

One machine learning capability, called AdaBoost, was altered to be a feature selection process, choosing Haar-like features from a pool of feature options [62]. The research paper by Viola and Jones was proposed as a face detector, but it has been applied to many other targets [39, 36, 30]. This concept has also been applied to MLO detection in sonar, but using a variation of boosting called GentleBoost [54].

While computer vision and machine learning approaches to MLO detection have made significant progress over the past decade, the human visual system’s ability to recognize objects of interest remains unmatched. Humans can easily and robustly identify objects in a scene, regardless of the scale, lighting, background clutter, etc. Moreover, when an image is flashed quickly, humans are able to ascertain the gist of a scene in as little as a few hundred milliseconds [44]. However, when tasked to process large databases of images, computers have the advantage over humans in terms of processing speed, data throughput, and absence of fatigue.

Many variations of brain-computer interfaces (BCIs) have previously been used to tackle the image search problem [25, 51, 52, 7, 31]. One particular BCI system, Cortically-Coupled Computer Vision (C3Vision), synergistically combines the respective advantages of computer vision and human vision. C3Vision starts with a computer vision system that preprocesses large images into smaller image chips around potential regions of interest (ROI). This is done using a model-based approach with the assumption that targets are known a priori. This framework contains a feature dictionary, containing extracted low-level features, which is used to infer objects using a grammar-based reasoning engine [52]. C3Vision then presents these image chips in a rapid serial visual presentation (RSVP) manner, which maximizes the throughput while still being able to decode neural
activity related to detection and recognition as measured by the electroencephalography (EEG). This RSVP component detects neural attention changes rather than behavioral responses, such as button presses.

For example, in one application the C3Vision system performed well on satellite imagery. In this example, intelligence analysts search for targets of interest, such as surface-to-air missile sites or air fields, within large images on the order of several hundred gigapixels in size. The analysts can rapidly view thousands of image chips and identify ROIs, which deserve closer inspection. The C3Vision BCI setup showed that the search process could be accelerated without degraded detection performance [51].

8.0.1 Our Approach

The C3Vision BCI setup has performed well in the past on various datasets using a simple computer vision method to prepare image chips. And for the application of detecting MLOs in side scan sonar imagery, we have seen that the GentleBoost Haar-like feature selection algorithm works well [54]. We propose creating a BCI system that uses a trained Haar-like feature classifier to create the image chips and the RSVP capability of C3Vision for human processing.

Our approach begins by independently considering an implementation of the Haar-like feature selection algorithm to create a classifier and an experimental setup using the C3Vision RSVP capability with human subjects to rank images of interest. Then the primary experiment of this chapter will be to cascade the Haar-like feature classifier with the C3Vision RSVP to show the improvements over the individual capabilities.

We also consider an additional BCI system, which has three stages. The first two stages are the same as the previous approach, starting with the same Haar-like feature classifier with output processed by subjects using the C3Vision RSVP. The final stage is a support vector machine (SVM) classifier trained using a feature vector composed of the
same selected Haar-like features as well as EEG interest score features.

There are four major contributions of this chapter:

- The concept of RSVP with EEG systems and human subjects to the application of detecting MLOs in side scan sonar imagery.

- The introduction of a new BCI system using a Haar-like feature classification stage cascaded in to a RSVP human classification stage for the detection of MLOs in side scan sonar imagery.

- A novel SVM classifier whose training feature vector consists of both Haar-like features and EEG interest score features.

- An interesting BCI system with the first two stages of computer vision to create the image chips and RSVP human processing, followed by the third stage of a novel SVM classifier.

The remainder of this chapter is organized as follows. Section 8.1 introduces the sonar images dataset and the MLO targets. Then we describe the Haar-like feature classifier and its performance on our dataset in Section 8.2. Next, in Section 8.3, we explain the rapid serial visual presentation (RSVP) algorithm and its performance on our dataset. Section 8.4 proposes a BCI setup that cascades the Haar-like feature classifier before the RSVP, showing three experiments using variations of the computer vision classifier. A novel BCI step is presented in Section 8.5 that uses the Haar-like features and the EEG interest scores to train a support vector machine (SVM) classifier, which is used as a third stage following the same two stage setup from Section 8.4. Finally we conclude in Section 8.6.
8.1 Dataset

The data used for this chapter was collected using Remote Environmental Monitoring UnitS (REMUS) vehicles in collaboration with the Space and Naval Warfare Systems Center Pacific (SSC-PAC) in San Diego, CA. The REMUS vehicle is equipped with two Marine Sonic side scan sonars operating at a frequency of 900kHz. The missions were all ran at an altitude of four meters producing images with a 30 meter range from each sonar. The combined sonar image used in this research is 1024 by 1000 pixels.

Figure 8.1. Examples of the inert mine types contained in the datasets used for this experiment. These objects sit on the sea floor protruding up from the bottom. There are ten different Type 1 mines and seven different Type 2 mines included in our data.

There are two different types of mines, shown in Figure 8.1, placed in test fields in San Diego Bay. Multiple passes of the various mine locations, including ten truncated cones (Type 1) and seven stealth wedges (Type 2), produce the many looks included in our data. The dataset consists of 450 sonar images containing 150 target mines.

The data used in this research is relatively easy for this task, but is congruent with the environments currently considered in real world mine clearing situations. MLO detection in the more cluttered sea bottom environments is an important task, but we focus on the easier, very shallow water (VSW) environments for this research. The data does have some complexity, however, including sand ripples, image quality, rock clutter and the prominent vehicle turn regions as shown in Figure 8.2.
This data was collected via a star pattern over a target, causing most images to have at least one turn. These turns are evident in Figure 8.2 images (a), (c), and (d). Image (a) shows rocks on the sea floor, while image (b) shows low quality with highlight clutter spots. Image (c) shows small holes or dimples in the sea floor, which look like shadows. Finally, image (d) shows some sand ripples on the sea floor. All of these slight complexities and clutters are common in this dataset.

The Haar-like feature classifier in the next section and the RSVP classifier in Figure 8.2. Sonar images show the minor complexity of this dataset. Images (a), (c), and (d) contain results from the vehicle making a 180 degree turn. Image (a) shows some rock clutter and other objects, image (b) shows a poor quality image with highlight clutter, and image (c) shows small holes or dimples in the sea floor. Image (d) shows a sand ripple bottom type.
the following section both use all 450 images as a testing set. Section 8.4 also uses this same 450 image dataset as a testing set for the BCI system including a Haar-like feature classifier cascaded in to a RSVP. Finally, Section 8.5 divides this dataset into 225 training images to create the new SVM classifier and 225 testing images to test the three stage BCI setup.

8.2 Haar-like Feature Classifier

The Haar-like feature classifier used in this research is produced using the feature selection algorithm proposed by Viola and Jones [62] and later applied to MLOs by Sawas et al. [54]. The classifier is composed of a series of stages, each of which is a classifier in itself, which are cascaded to speed up the processing time. This is a sliding window classifier with a fixed window size and a horizontal step of one pixel and a vertical step of two pixels. Figure 8.3 shows the cascade concept, with each stage composed of multiple features represented by squares, and a positive output from one stage required for entrance into the next stage.

The algorithm is created using a boosted feature selection process to select the features of each stage and to determine when a stage is complete. The pool of features from which the algorithm selects includes variations of the haar-like feature. Both the feature selection algorithm and the feature itself are described in more detail in the following two subsections. In Subsection 8.2.3 we present the experimental results of this classifier on our dataset.

8.2.1 GentleBoost Feature Selection

The GentleBoost feature selection algorithm combines improvements in boosting algorithms with the Viola and Jones [62] proposal for feature selection to improve the classifier optimization process. In a boosting algorithm, each iteration estimates based on
Figure 8.3. The schematic view of a cascaded classifier, with the large ovals to the left being stages and the squares within them being features. Each classifier stage produces a score that is tested against a threshold to determine if the stage is passed. If any stage threshold is not passed then the window is rejected. If all stages are passed then the window is accepted.

the current classification scheme and then updates the classifier based on the error from ground truth. The rule to update the classification scheme is based on the weighting of the training data. This update to the weights is what changes between versions of boosting algorithms. All versions use training data \((x_i, y_i)\) where \(x_i\) is the data and \(y_i = \{-1, 1\}\) is the label for positive or negative.

The GentleBoost variation of boosting uses adaptive Newton steps to update the classification rule rather than the more volatile log-ratio update of previous Real AdaBoost method [23]. This allows for smaller changes to weight distribution at a given update step compared to the potentially large updates in Real AdaBoost. The classification output is a real value where the sign gives the classification and magnitude gives the confidence. The weight update function is shown in Equation 8.1. Instead of taking the log-ratio of the probabilities given by the classification hypothesis, \(h_t(x)\), the
more stable difference is used.

\[ w_i \leftarrow w_i \exp[y_i \times (1 - 2h_t(x_i))] \] (8.1)

The feature selection component involves a change to the traditional boosting algorithm, where each iteration restricts its consideration to one feature at a time. The process operates by iteratively selecting new features until the goal true positive rate (TPR) and false positive rate (FPR) are met. The TPR is the number of correctly labeled targets out of the total targets in the training data, while the FPR is the number of incorrectly labeled targets out of the total number of negative windows considered. In the case of our training, the goal TPR is 99.5\% and the goal FPR is 50\%. The algorithm will continue adding stages to the cascade until a set number stages are created, fourteen in this research, or an acceptance ratio is achieved.

### 8.2.2 Haar-like Feature

The pool of features from which the GentleBoost feature selection algorithm creates the classifier consists of variations of the Haar-like feature. This feature is based on the haar wavelet and captures changes in pixel intensity between neighboring regions. There are many variations of the the feature but this classifier only considers five basic types, which are visualized in Figure 8.4.

![Figure 8.4](image)

**Figure 8.4.** The visualization of the five Haar-like features that we use in this chapter. The sum of the pixels in the white rectangle is subtracted from the sum of the pixels in the black rectangle to calculate the Haar-like feature value.
The actual feature is calculated by taking the difference between the sum of pixel intensities in the white regions and the sum of the pixel intensities of the black regions shown in the visualizations. A particular Haar-like feature consists of the feature type, the location within the window being considered, and the size of the rectangles. The pool of features considered by the feature selection algorithm includes all possible variations of these attributes for our fixed window size of 79 by 29 pixels, which amounts to 2,543,145 Haar-like features.

8.2.3 Results

The Haar-like feature classifier we use in this chapter was previously trained by the GentleBoost feature selection algorithm on another dataset collected under the same exact parameters as the data presented in Section 8.1. The training set used contains 975 sonar images, each containing an example mine target. This classifier consists of seven stages and 36 total features. Here we present how this classifier performs on our dataset of 450 sonar images with 150 mine-like targets.

The receiver operating characteristic (ROC) curve representing the performance of this classifier on the dataset is presented in Figure 8.5. The vertical axis shows the true positive rate (TPR), which is the number of targets correctly labeled out of the 150 possible targets in the dataset. The horizontal axis shows the false positives per square kilometer (FP per km$^2$), which is the number times the algorithm incorrectly labeled a window as a target in terms of a square kilometer of the sea floor. We are able to produce this value based on the known range of the sonar images in this dataset.

The points that make up the curve are created by processing the dataset with the classifier under a varying threshold value. This threshold value is the number of positive window neighbors necessary to mark a window as positive. For example, if the threshold value is zero then any window that is classified as positive by the cascade is output as
Figure 8.5. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). Shows the receiver operating characteristic (ROC) curves of the Haar-like feature classifier. The three threshold points of interest are highlighted on the curve.

positive. Alternatively, if the threshold is two, then a window that is positively classified must have two other neighboring windows also classified as positive for the output to be positive. In other words, the higher the threshold, the more conservative the classifier is about outputting a positive label for a window. Figure 8.5 highlights three points on the curve where the threshold is set to zero, two, and four respectively.

8.3 Rapid Serial Visual Presentation

The human visual system has the ability to comprehend the gist of scenes when presented with images in rapid succession at a rate of five to ten images per second. Using this rapid serial visual presentation (RSVP) paradigm allows for the maximization of image throughput while maintaining the ability to decode electroencephalography
(EEG) signals related to moments of visual interest.

The C3Vision system, used in this research, has an RSVP setup that is designed to distinguish between two brain states: moments of visual interest triggered by positive image chips containing something salient versus idle moments when negative image chips do not contain anything of particular interest. It is important to note that the system does not decode brain signals based on what exactly the user sees in an image, which would be a very difficult problem to solve, but rather marks when in time a subject detects something of interest. Also, the RSVP system detects neural attention changes rather than behavioral responses, such as button presses.

In order to discriminate between positive and negative examples, an EEG interest classifier must be calibrated for an individual subject, since each subject has a different EEG marker for a moment of visual interest. Therefore, a short calibration session is required for each user of the RSVP setup in C3Vision. During the calibration, sets of known targets and non-targets are presented to the user in RSVP to calibrate the EEG interest classifier using the Hierarchical Discriminant Component Analysis (HDCA) algorithm. This algorithm linearly combines EEG electrodes in such a way that maximizes the difference between the two conditions of positive and negative [47, 46, 52].

Choosing an optimal target prevalence is an important parameter to ensure subjects maintain focus during RSVP. When the prevalence is too high or too low, the level of engagement drops, thus increasing the chances of missing a target detection. In the work of Gerson et al. [25] the target prevalence was 2% for five hertz presentation speed, however experiments during development of the C3Vision system showed that a 4% prevalence of targets improves the time needed to calibrate the EEG interest classifier as well as its performance. We use this 4% prevalence for calibration in this research, meaning in a block of 100 images only four of them are targets.

Once the EEG interest classifier is calibrated, the RSVP setup can be used to
show new images to a subject and produce interest scores for each image presented. The computed EEG interest scores for each image, which is monotonically related to the probability of the MLO given the EEG, can be used to rank a set of presented images. If the EEG interest classifier has been calibrated well, images of interest will be ranked highly, providing a significant improvement in terms of time spent and detection performance when compared to traditional methods of image search [52, 51].

8.3.1 RSVP Setup

The RSVP setup that we utilized for this research is part of the C3Vision system. Prior to calibrating the EEG interest classifier, subjects are shown a video explaining the task and providing some information about the sonar system and the goals of the project. After the video we familiarize subjects with example target and non-target image chips, which are specifically not part of the calibration or testing datasets. We then conduct a few practice blocks allowing the subject see the RSVP first hand as well as allowing us a chance to correct any mistakes regarding target identification. In this practice phase, no EEG data is collected.

Once a subject is confident they can differentiate targets and non-targets we begin the calibration phase to generate the EEG interest classifier. The calibration process consists of 25 blocks where each block has 100 total image chips containing four targets randomly mixed in with 96 non-targets to achieve the 4% target prevalence. The 100 image chips per block are randomly selected from the calibration pool of 240 image chips, which are 100 by 50 pixel images pulled from the same 975 image training set described in Section 8.2 for training the Haar-like feature classifier. There is no overlap in data between this calibration phase and the testing data presented in this research.

The image chips are presented to the subject at a speed of five frames per second, or five hertz. After each round the subject is presented with a graphical interface providing
feedback as to the ranking assigned to the target *image chips* compared to their order of presentation. No subject scored below 70% on this calibration step before proceeding to the experiment.

During the actual experiment the *image chips* are again shown at five hertz. The experiments are split into sections with five blocks of 100 *image chips* each. After each block, the subject has the power to control the start of the next block, allowing them to adjust for their own fatigue. When a subject finishes a section of 500 *image chips* they are all displayed in a graphical interface in order of their rankings by *interest score*. This allows the subject and the researcher to gauge the quality of the experiment as it progresses.

The EEG data collection hardware used in this experiment is the B-Alert X10 wireless headset from Advanced Brain Monitoring. This device has nine electrodes distributed over the scalp in the standardized positions of the ten-twenty electrode system [29]. Figure 8.6 shows the wireless headset in the left image and the electrode layout in the right image. Each electrode placement is labeled with a letter to represent a lobe and a number to represent a location within a hemisphere. The four lobes utilized by this sensor configuration include frontal (F), central (C), parietal (P), and occipital (O), where the PO refers to a point between the parietal and occipital lobes. The odd numbers represent locations on the left hemisphere, while even numbers represent locations on the right hemisphere. Two reference electrodes, one behind each ear on the mastoid, are used to filter out unwanted artifacts due to muscle movement.

All RSVP experiments were conducted in the same office in the Department of Computer Science Building on the University of California San Diego (UCSD) campus. The subjects each sat in the same chair situated such that their heads would be approximately two feet from the computer screen when sitting up against the edge of the desk.
Figure 8.6. Images provided by the EEG headset manufacturer, Advanced Brain Monitoring. The left image shows the B-Alert X10 wireless headset. The right image shows the layout of the sensor nodes over the brain, where the letter indicates the lobe location and the number indicates the location within a hemisphere. The lobes used by this EEG headset include the frontal ($F$), central ($C$), parietal ($P$), and occipital ($O$) where $PO$ is between the parietal and the occipital. The odd numbers represent locations on the left hemisphere and even numbers represent locations on the right hemisphere.

There were a total of 19 subjects who volunteered for the RSVP experiments from the UCSD and SSC-PAC communities. All participants had normal or corrected-to-normal vision and no history of neurological problems. There was no compensation for volunteering to be part of this experiment. Informed consent was obtained from all participants in accordance with the guidelines and approval of the UCSD Institutional Review Board.

8.3.2 Results

As a baseline for the RSVP experiments we create a preprocessed dataset of image chips from the 450 sonar images in our dataset. The preprocessing is very simple, splitting the sonar image into sixteen 280 by 265 pixel regions with a 32 pixel horizontal overlap and a 20 pixel vertical overlap between regions. The result is 7,200 image chips to fully represent the 450 image dataset.

The RSVP experiment uses subjects with attention spans, and therefore 7,200
image chips is a large set of images for viewing. For this experiment, we only process a 245 subset of the images, or 3,920 image chips. Because of the overlap in windows during the preprocessing, there are 168 positive image chips in this RSVP data subset, referred to in the paper as FULL because it fully includes the images without any true preprocessing. Figure 8.7 shows two example windows from the FULL dataset, both including a target MLO in very different locations.

![Figure 8.7](image_url)

**Figure 8.7.** Examples of the FULL dataset image chips, which are approximately one-sixteenth of the original sonar image with 32 pixels of horizontal overlap and 20 pixels of vertical overlap. Both images show a mine of a different type in a very different location.

Figure 8.8 shows the ROC curves for the six subjects processing this FULL dataset for this RSVP experiment. The vertical axis shows the true positive rate (TPR), which is the number of positive image chips found out of the 168 in the dataset. The horizontal axis shows the number false positives per square kilometer (FP per km$^2$). This is the number of image chips on average that were classified as positive but were actually negative within a square kilometer region.

The first take-away from this figure is that, overall, the six subjects perform poorly on the FULL dataset. This can be attributed to the size of the image chips compared to the average size of the MLOs, which requires the subject to search the window in the short fifth of a second available. Similarly, the location of an MLO could be anywhere in
Figure 8.8. The vertical axis is true positive rate (TPR) out of the 168 image chips and the horizontal axis is false positives per square kilometer (FP per km$^2$). Shows the receiver operating characteristic (ROC) curves of the subjects processing the FULL dataset.

the image chip because of the simple preprocessing. The overlapping setup of the FULL dataset is likely to create a image chip including only a partial view of the MLO.

Another aspect of this experiment to note is the range of performance among subjects. Five of the subjects perform similarly with Subject 6 performing substantially better. This shows that the capability of a subject to identify MLOs quickly and work well with the EEG setup is important in the results.

Overall this section shows that the RSVP experiment with the FULL dataset does not perform very well, especially compared to the Haar-like feature classifier performance discussed in Subsection 8.2.3. This leads to the main contribution of this chapter, which is using the Haar-like feature classifier as the preprocessing stage to prepare image chips for the RSVP. We present this capability and the experimental results in the next section.
8.4 Brain-Computer Interface

As we have seen in the previous section, the RSVP capability does not perform well on the FULL data subset and conversely the Haar-like feature classifier performs quite well on the 450 images of our complete dataset. We propose a brain-computer interface (BCI) that cascades the Haar-like feature classifier before the RSVP, similar to the C3Vision system. This means that the Haar-like feature classifier first processes the 450 sonar images and all positive regions become *image chips* that are then presented to the subjects with the C3Vision RSVP setup. This is visualized in the next section by Figure 8.16, which shows this two stage BCI system as part of the three stage system we introduce in Section 8.5.

![Figure 8.9.](image)

**Figure 8.9.** Examples of the BCI *image chips*, including a positive, negative, and known-negative example. The known-negative is a filler used to create sparsity for the versions of the experiment that do not produce a large number of negative regions.

The Haar-like feature classifier outputs a 79 by 29 pixel window for positive regions, which we increase to 100 by 50 pixels for the *image chip*. This padding around the potential positive region is meant to provide some background pixels as context with the target. Figure 8.9 shows examples of positive and negative *image chips* with the background context padding. This figure includes a positive on the left, a negative in the middle and a known-negative on the right. In this research, the known-negatives are filler *image chips* in order to create a dataset with the goal 4% prevalence of positive *image chips*.

If the padding cannot be achieved based on the location in the image then the particular region is skipped from output. Since it is not output for further processing with
the RSVP, it is marked as either a true positive (TP) or a false positive (FP) by comparison to ground truth. Similarly, it is possible that a MLO is missed by the Haar-like feature classifier, which is called a false negative (FN), and therefore is not considered by the RSVP. The total TP, FP, and FN values of the image chips not passed to the RSVP are still counted as part of the BCI classifiers overall performance.

The following subsections present three separate versions of this experiment, each using the Haar-like feature classifier with a different threshold for minimum neighbors. These correspond to the three points shown in Figures 8.5, where CV-0 uses a threshold of zero, CV-2 uses a threshold of two, and CV-4 uses a threshold of four. As the threshold increases the number of skipped TPs remains the same while the FNs increase, leading to a reduction in positive image chips produced. The number of negative image chips produced decreases greatly with the increase of the threshold.

Table 8.1. Dataset metrics for the three BCI experiments. The skipped columns show the true positive (TP), false positive (FP), and false negative (FN) regions that are skipped after the first stage Haar-like feature classifier. The output columns show the number of image chips of each type.

<table>
<thead>
<tr>
<th>Skipped</th>
<th>Output image chips</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP FP FN</td>
<td>Positives Negatives Known-Negatives Total</td>
</tr>
<tr>
<td>CV-0 1 64 4</td>
<td>146 4,238 0 4,384</td>
</tr>
<tr>
<td>CV-2 1 10 7</td>
<td>143 727 2,580 3,450</td>
</tr>
<tr>
<td>CV-4 1 6 16</td>
<td>134 281 2,985 3,400</td>
</tr>
</tbody>
</table>

Table 8.1 shows the metrics for the intermediate datasets output from each classifier version. As described, the TP, FP, and FN values that are skipped become part of the BCI’s overall performance values. For CV-2 and CV-4 the number of positive and negative regions produced is so low that a large number of negative regions, which are referred to as known-negatives, are added to the RSVP data subset in order to keep
positive *image chips* at approximately 4% of the total *image chips*. This target prevalence is essential for the performance of the RSVP algorithm, as explained in Section 8.3.

### 8.4.1 CV-0 Experiment

The *CV-0* experiment uses the Haar-like feature classifier with threshold of zero to process the 450 sonar images. This classifier version creates the largest dataset for the RSVP since it is the most liberal, allowing all positively labeled *image chips* through regardless of the classification of neighboring regions. It also has the lowest number of false negatives that are not passed to the RSVP.

When processing the images, there are naturally some MLOs that are not marked

![CV-0 BCI Experiment](image)

**Figure 8.10.** The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km²). Shows the receiver operating characteristic (ROC) curves of the BCI experiments with the Haar-like feature classifier at the zero-threshold and various subjects using the RSVP setup. The Haar-like feature classifier ROC curve, *HAAR*, is also included for comparison. The three threshold points of interest are highlighted on the curve.
as positive by the classifier. With a threshold of zero, the classifier has three such FNs that are not considered by the RSVP experiment. Also, because the *image chips* produced are 100 by 50 pixels to include background context, one TP and 64 FP regions are skipped and not presented in the RSVP. The resulting **CV-0** dataset includes 4,384 *image chips*, including 146 positive and 4,238 negative. All of this information is summarized in the first row of Table 8.1.

The performance of the BCI classifier using the zero-threshold version of the Haar-like feature classifier and thirteen subjects with the RSVP process is shown in Figure 8.10, with a zoomed in view near the zero-threshold point shown in Figure 8.11. For each figure the vertical axis is the true positive rate (TPR), which is the number of MLO targets found by the entire BCI classifier out of the 150 targets present in the data. The horizontal axis is false positives per square kilometer (FP per km$^2$) based on the the known range of the images in the dataset.

The full view of the curves shown in Figure 8.10 shows an improvement in performance over the **FULL** RSVP results presented in Figure 8.8. However, it is clear that the Haar-like feature classifier alone is more accurate than any subject using the **CV-0** version of the BCI. Despite this less accurate performance, the zoomed in view of Figure 8.11 shows some potential for the BCI classifier. Notice that many subjects are able to maintain a high TPR while reducing the FP per km$^2$. Specifically, the curve created by *Subject_10* reduces the FP per km$^2$ by approximately 50.

### 8.4.2 CV-2 Experiment

The **CV-2** experiment uses the Haar-like feature classifier with a threshold of two to process the 450 sonar images. It is obviously more conservative than the zero-threshold version, because two other positive images must be present for a positive label. This means, in terms of skipped images, it produces less FPs, totaling ten, and more FNs, up
to seven, when compared to the CV-0 experiment in Subsection 8.4.1. The number of TPs stays exactly the same.

There are substantial changes to the number of image chips output by the two-threshold classifier. The increase in conservativeness means that the classifier only outputs 870 total image chips, with 143 of them positive and 727 of them negative. Due to the nature of the RSVP experiment, the percentage of positives out of total windows is optimal around 4%, as explained in Section 8.3. In order to achieve this ratio, we add 2,580 known-negatives. These are image chips that are just filler images without a target or anything similar present. An example known-negative is shown in Figure 8.9 as the third image. The result of the additional images in the CV-2 dataset is 3,450 image chips.

**Figure 8.11.** The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). This is zoomed in to a smaller range in order to show the results near the labeled threshold point of zero. Shows the receiver operating characteristic (ROC) curves of the BCI experiments with the Haar-like feature classifier at zero-threshold and various subjects using the RSVP setup. The Haar-like feature classifier ROC curve, HAAR, is also included for comparison.
with 143 of them positive. All of this data metrics is shown in row two of Table 8.1.

Figure 8.12 shows the ROC curves for the six BCI experiments including the two-threshold version of the Haar-like feature classifier and the the RSVP process for six different subjects. There is a zoomed in view of these same curves in Figure 8.13, with a focus around the $T=2$ threshold point of the Haar-like feature classifier. For each figure the vertical axis is the true positive rate (TPR), which is the number of MLO targets found by the entire BCI classifier out of the 150 targets present in the data. The horizontal axis is false positives per square kilometer (FP per km$^2$) based on the range of the images in the dataset.

The regular view of the curves in Figure 8.12 shows a BCI capability that more

**Figure 8.12.** The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). Shows the receiver operating characteristic (ROC) curves of the BCI experiments with the Haar-like feature classifier at the two-threshold and various subjects using the RSVP setup. The Haar-like feature classifier ROC curve, *HAAR*, is also included for comparison. Two of the threshold points of interest are highlighted on the curve.
closely rivals the performance of the Haar-like feature classifier alone, with the BCI results for Subject 9 outperforming the HAAR classifier. Looking at the zoomed in view of Figure 8.13 we see that a couple other BCI classifiers are able to outperform the HAAR classifier at some FP per km$^2$ values. This shows some capability improvement and great potential with higher performing subjects or with more conservative first stage classifiers.

### 8.4.3 CV-4 Experiment

Similar to the previous two subsections, this subsection presents the results for the BCI experiments with the first step being the Haar-like feature classifier using a threshold of four. This is the most conservative version of the classifier that we use for
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**Figure 8.13.** The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). This is zoomed in to a smaller range in order to show the results near the labeled threshold point of two. Shows the receiver operating characteristic (ROC) curves of the BCI experiments with the Haar-like feature classifier at threshold two and various subjects using the RSVP setup. The Haar-like feature classifier ROC curve, HAAR, is also included for comparison.
Figure 8.14. The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). Shows the receiver operating characteristic (ROC) curves of the BCI experiments with the Haar-like feature classifier at threshold four and various subjects using the RSVP setup. The Haar-like feature classifier ROC curve, $HAAR$, is also included for comparison. The one threshold point of interest is highlighted on the curve.

This research. The conservativeness results in the lowest number of skipped FPs at six and the highest number of skipped FNs, totaling sixteen. The sixteen skipped FNs means that the best TPR that the BCI classifier can achieve with the RSVP step is approximately 90%.

The Haar-like feature classifier at the threshold of four produces only 415 image chips, with 134 positive and 281 negative. In order to achieve the 4% target prevalence, we add 2,985 known-negatives to the CV-4 dataset, reaching 3,400 total image chips. These are the same known-negatives as discussed in Subsection 8.4.2 and an example is shown in Figure 8.9 as the third image. All of this data metrics about the CV-4 BCI experiment and dataset is shown in row three of Table 8.1.
The five BCI experiments with the Haar-like feature classifier at a threshold of four cascaded in to the RSVP with five different subjects is presented in Figure 8.14. The zoomed in version of the figure, shown in Figure 8.15, focuses on the threshold four point on the HAAR classifier curve. For both of these figures, the vertical axis is the true positive rate (TPR), which is again the number of MLO targets found by the entire BCI classifier out of the 150 possible targets. The horizontal axis is false positives per square kilometer (FP per km$^2$), which is calculated based on the known range in the sonar images.

The standard view of the curves in Figure 8.14 shows a BCI capability that averages around the same performance as the Haar-like feature classifier alone over all

![Figure 8.15](image_url)

**Figure 8.15.** The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). This is zoomed in to a smaller range in order to show the results near the labeled threshold point of four. Shows the receiver operating characteristic (ROC) curves of the BCI experiments with the Haar-like feature classifier at threshold four and various subjects using the RSVP setup. The Haar-like feature classifier ROC curve, HAAR, is also included for comparison.
the BCI results. The BCI results for Subject_16 and Subject_18 substantially outperform
the HAAR classifier. Looking at the zoomed in view of Figure 8.15 we see that a couple
other BCI classifiers are able to marginally outperform the HAAR classifier for a range of
FP per km$^2$ values.

This scenario with Haar-like feature classifier at threshold four provides the
best performance of the three, showing that certain subjects can be used to create a
BCI classifier with substantial improvements over the computer vision technique alone,
but that the system is very dependent on subject capabilities at recognizing MLOs and
interacting with the RSVP system.

### 8.5 Brain-Computer Interface with Support Vector
Machine Classifier

The previous section presents a BCI that uses the Haar-like feature classifier as a
first stage, cascading the output in to the RSVP process as image chips and outputting
a final label for locations in the full sonar image. This has mixed success with some
subjects improving the capability and some subjects performing worse than the Haar-like
feature classifier alone. This section proposes training a classifier that uses the Haar-like
feature from the computer vision domain with the EEG interest score feature from the
human vision domain. These two feature types are combined in a feature vector to train
a support vector machine (SVM) classifier, which becomes a third stage in the BCI
pipeline.

Figure 8.16 shows a diagram visualizing the difference between the system
chain for the two stage BCI introduced in the previous section and the three stage BCI
introduced in this section. The two stage BCI system uses the EEG scores to choose
labels for the image chips, while the three stage BCI system passes the EEG interest
scores and the image chips to the SVM classifier, which then produces the label.
Figure 8.16. Visualization of the different BCI chains introduced in this chapter. The two stage BCI, introduced in Section 8.4, has the Haar-like classifier as stage one and the RSVP system as stage three. The three stage BCI, introduced in this section, adds the third stage of an SVM classifier.

In order to run this experiment, we divide our 450 image set into training and testing sets of 225 images each. This way we can use the training set to create our SVM and use the testing set to compare this BCI classifier including the SVM to the Haar-like feature classifier presented in Section 8.2 and the best two stage BCI classifier presented in Section 8.4.

Before we explain our training setup and experiment results, it is important to understand support vector machines (SVMs). An SVM is a supervised learning algorithm that, given labeled examples, outputs an optimal hyperplane to divide the examples into positive and negative [12]. The optimal hyperplane is the one that best splits the training examples with the largest distance from the nearest example point.

Figure 8.17 shows two similar visualizations of example data in multidimensional space and the optimal hyperplane selected by the SVM training. The points are shown in two-dimensional space for ease of explanation. The left image shows a scenario where the data is fully separable with a hyperplane. The optimal hyperplane shown is the one that creates the largest margin, which is two times the distance from the hyperplane to the nearest examples. The right image has two additional points that create a scenario...
where the data cannot be fully separated. In this case the algorithm must still try to maximize the margin while at the same time minimizing the total error. The errors for the misclassified data points are labeled by $\epsilon_1$ for the dark point and $\epsilon_2$ for the light point.

The SVM training algorithm we utilize automatically chooses the best parameters using cross-validation, where the training data is split into ten subsets with one for training and the remaining for testing. The training repeats for each combination of one subset for training and nine for testing to select the best parameters while finding the optimal hyperplane. We use a radial basis function (RBF) as the kernel for the SVM training algorithm, which is a function that only depends on the distance from a single point such as the origin.

For this research we train SVMs on two training datasets, one composed of image chips created by the Haar-like feature classifier threshold set to two, called SVM-TRAIN-2. The other training set is composed of image chips created by the classifier with the threshold set to four, called SVM-TRAIN-4. The number of training image chips for the
Table 8.2. Training dataset metrics for the two SVM classifiers. Shows the number of positive and negative \textit{image chips}, as well as the total.

<table>
<thead>
<tr>
<th>SVM-TRAIN-2</th>
<th>Positives</th>
<th>Negatives</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-TRAIN-4</td>
<td>66</td>
<td>141</td>
<td>207</td>
</tr>
</tbody>
</table>

SVMs are shown in Table 8.2.

When training the SVMs on the \textit{SVM-TRAIN-2} data we use a feature vector including both computer vision and human vision features. The computer vision features are the 34 Haar-like features from the Haar-like feature classifier presented in Section 8.2 and the human vision features are the six EEG \textit{interest score} features corresponding to six subjects as presented in Section 8.4. Similarly when training the SVMs on the \textit{SVM-TRAIN-4} data, the feature vector contains the same 34 Haar-like features plus the five EEG \textit{interest score} features corresponding to the five subjects shown these \textit{image chips}.

Once the SVMs are trained on each dataset, we can test the BCI experiment with an SVM classifier as the third stage. Table 8.3 shows the testing data for the two versions with Haar-like feature classifier thresholds of two and four, called \textit{SVM-TEST-2} and

Table 8.3. Testing dataset metrics for the two BCI with SVM experiments. The skipped columns show the true positive (TP), false positive (FP), and false negative (FN) images that are skipped after the first stage Haar-like feature classifier. The output columns show the number of \textit{image chips} of each type that cascade to the RSVP to produce \textit{interest scores} for final classification by the SVM classifier.

<table>
<thead>
<tr>
<th>SVM-TEST-2</th>
<th>Skipped</th>
<th>Output \textit{image chips}</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-TEST-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>SVM-TEST-2</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>SVM-TEST-4</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>
SVM-TEST-4 respectively. In the first section we show the skipped targets that will be included in our totals after the final classification. We see that no TPs were skipped, but a few FPs and FNs are skipped for each. The image chips that are cascaded in to the RSVP setup have similar distribution to the training data. The RSVP stage calculates interest scores, which are then used as part of the SVM classifier input to give the final label.

Figure 8.18 shows the results of the BCI with SVM experiment on the SVM-TEST-2 dataset created when the Haar-like feature classifier has a threshold of two. The vertical axis is the true positive rate (TPR), which is the number of MLO targets found by the entire BCI classifier out of the 74 possible targets. The horizontal axis is false positives per square kilometer (FP per km$^2$). This compares the receiver operating characteristic (ROC) curves of the three stage BCI experiment concluding with the SVM classifier, the Haar-like feature classifier, HAAR, and the two stage BCI using Subject 8, Subject_8. For all curves, the Haar-like feature classifier portion uses a threshold of two.

![SVM-2 BCI Experiment](image)

**Figure 8.18.** The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km$^2$). This compares the receiver operating characteristic (ROC) curves of the three stage BCI experiment concluding with the SVM classifier, the Haar-like feature classifier, HAAR, and the two stage BCI using Subject 8, Subject_8. For all curves, the Haar-like feature classifier portion uses a threshold of two.
per square kilometer (FP per km\(^2\)), which is calculated based on the known range in the sonar images.

The curves in this figure are all created by testing classifiers on the SVM-TEST-2 dataset. The \textit{HAAR} curve uses the Haar-like feature classifier from Section 8.2 and the \textit{Subject_8} curve uses the best BCI classifier corresponding to \textit{CV-2} from Section 8.4. Notice that the \textit{SVM-2 BCI} curve created by the three stage BCI outperforms both previous classifiers.

Figure 8.19 shows similar results for the three stage BCI, but with Haar-like feature classifier at a threshold of four. The ROC curves are created by testing on the

![Figure 8.19](image)

\textbf{Figure 8.19.} The vertical axis is true positive rate (TPR) and the horizontal axis is false positives per square kilometer (FP per km\(^2\)). This compares the receiver operating characteristic (ROC) curves of the three stage BCI experiment concluding with the SVM classifier, the Haar-like feature classifier, \textit{HAAR}, and the two stage BCI using Subject 16, \textit{Subject_16}. For all curves, the Haar-like feature classifier portion uses a threshold of four.
SVM-TEST-4 test set. Again the vertical axis is the true positive rate (TPR), which is the number of MLO targets found by they entire BCI classifier out of the possible 75 that exist. The horizontal axis is false positives per square kilometer (FP per km\(^2\)), as in previous figures.

Notice the same general results where the three stage BCI using the SVM classifier outperforms the other classifiers. The HAAR curve uses the Haar-like feature classifier presented in Section 8.2 with a threshold of four and the Subject_16 curve uses corresponding two stage BCI with the best performing subject. Another important element to take notice of is that the amount of data used to train these SVM classifiers is about a quarter of the data used to train the HAAR classifier, as described in Section 8.2.

This experiment is an initial attempt at a novel concept of training a classifier using the computer vision feature and the human vision feature in the same feature vector. It shows great promise, but with limited data and breadth of experimentation, it allows space for further investigation.

8.6 Conclusion

This chapter introduces a brain-computer interface (BCI) approach to the detection of mine-like objects (MLOs) in side scan sonar imagery. The BCI system combines the complementary benefits of computer vision and human vision. We explain in depth the Haar-like feature classifier that represent the computer vision component and present its performance receiver operating characteristic (ROC) curve. We then provide detailed background on the rapid serial visual presentation (RSVP) process that uses electroencephalography (EEG) based interest scores to classify images and we present its performance ROC curve for six subjects.

The first BCI concept that we introduce uses the Haar-like feature classifier cascaded in to the RSVP process. We run experiments on this BCI system with three
variations of the Haar-like feature classifier and multiple subjects per experiment. The results show that the subject processing the images and the conservativeness of the Haar-like feature classifier greatly affect the performance. In the end, we see improvement over the Haar-like feature classifier alone for some subjects and consistent improvement over the RSVP classification without any preprocessing.

The second BCI concept is set up the same as the first, with an additional stage that further combines the computer vision and human vision capabilities. This third stage is a support vector machine (SVM) classifier trained on the Haar-like features and EEG interest score features. We show that this BCI system is able to provide performance improvements over the Haar-like feature classifier alone and the best two stage BCI subject performance.

This is the first use of BCI systems using EEG interest classifiers and RSVP on the problem of mine-like object detection in side scan sonar. The combination of computer vision and human vision is a logical collaboration and we show that there is great potential for this approach to improve performance for this task.

This chapter, in full, has been submitted for publication of the material as it may appear in IEEE Journal of Oceanic Engineering, Barngrover, Chris; Althoff, Alric; DeGuzman, Paul; Kastner, Ryan, 2014. There are small changes in format and phrasing as a chapter within this larger paper. The dissertation author was the primary investigator and author of this paper.
Chapter 9

Conclusion

This paper addresses the problem of automating the detection of mine-like objects (MLOs) in side scan sonar imagery. This is a difficult task, which has been heavily researched over the years without a definitive solution that outperforms the manual approach in real world scenarios. We present a series of approaches and experiments for this problem centered on the use of GentleBoost feature selection classifiers.

Before introducing the techniques considered in this research, we provide background on the side scan sonar imagery and a survey of the research conducted on this topic previously. This provides a foundation of information for the approaches and experiments in the chapters to follow.

We present a comparison of training on semi-synthetic versus real world data with GentleBoost feature selection classifiers, showing that for two different feature classifiers, the semi-synthetically trained classifiers can provide reasonable expectation for the performance when trained on real data.

We run experiments training and testing GentleBoost single-feature classifiers on six different feature types, finding that the Haar-like feature classifier performs the best. We then propose a GentleBoost based multi-feature selection framework, which is structured such that any dataset and any group of features can be used for training and classification. The concept allows the feature selection algorithm to select from a
pool of features containing multiple feature types. From this research comes the optimal combination of the six features into a multi-feature classifier containing Haar-like features, speeded up robust features (SURF), and shadow features. The aptly named **HAAR + SURF + SHADOW** classifier improves the true positive rate by 12.69% up to 88.56% at approximately 3.0 false positives per km$^2$ and under other parameters an increase of 3.79% up to 94.56% while reducing false positives per km$^2$ by 1.74.

We also present two limited experiments attempting to improve performance. The tiered classifiers concept trains a secondary classifier on the output of a more liberal first classifier. The result is a two tier classifier that reduces false positives for lower true positive rates. The multiple instance learning (MIL) approach trains a classifier on a bag of examples rather than on a single feature. This technique shows great potential for future efforts, achieving improved true positive rates at higher false positive rates.

Finally, we introduce two brain-computer interface (BCI) systems that combine the benefits computer vision and human vision. One BCI uses the Haar-like feature classifier as a first stage cascaded in to a human processing second stage. The other adds a third stage that employs a novel support vector machine (SVM) classifier based on the Haar-like feature and human *interest score* feature from multiple subjects.

The common thread for this research is the problem of automatically detecting mine-like objects (MLOs) in side scan sonar imagery. Overall, our GentleBoost feature selection classifier variations result in performance improvement for this problem, providing contributions to the oceanic engineering community as well as to machine learning, computer vision, and neurosciences.
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