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Abstract

Fuel economy standards for cars and other vehicles are growing increasingly stringent, thus motivating automakers to find ways to improve fuel efficiency. One popular strategy is to turbocharge a downsized (smaller displacement) engine, which can be more fuel efficient than a naturally aspirated engine delivering the same power output. However, turbocharged engines can be sluggish to respond to torque requests, which drivers often find undesirable. Unfortunately, improving torque responsiveness results in reduced fuel efficiency, and vice versa.

This dissertation explores two model-based control strategies to manage this tradeoff. The first strategy is a decentralized controller, in which the throttle and wastegate are controlled in separate loops. The throttle loop uses feedback linearization with supplemental PI control to obtain good torque tracking. The wastegate is opened or closed, based on a preview of the reference torque, to switch between fuel-optimal and torque-optimal modes. The second strategy is a multi-objective optimization scheme to obtain good fuel efficiency and fast torque response by controlling the throttle and wastegate simultaneously. Simulation results show promising performance from both strategies.

Additionally, the models used in these control methods are described in detail. A high-fidelity engine simulator in Simscape is used for controller validation. This simulator is too complex for controller design, so a simpler 4-state model is constructed. This model works well in continuous time, but the optimization-based control method requires a discrete-time model. Unfortunately, discretizing the 4-state model results in chattering due to numerical stiffness. This numerical stiffness is analyzed, and a solution is proposed to represent the throttle pressure ratio as a static map. This results in a 3-state model that is easily discretized.
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Chapter 1

Introduction

1.1 Background

Turbocharged engines

Due to concerns about climate change and global oil depletion, governmental requirements for fuel efficiency are growing increasingly stringent. To keep up with these requirements, automotive manufacturers must continually find ways to improve the fuel efficiency of their vehicles. One promising method, called “downsizing,” is to reduce the displacement volume of the engine. Downsizing is effective because, for a given torque output, a smaller engine will operate at a higher BMEP\(^*\), where the fuel consumption is lower [1]. Another way to understand this effect is by noting that a smaller engine must open the throttle valve wider to produce the same torque, which reduces pumping losses and improves overall efficiency.

Of course, a smaller engine also has a lower torque capacity, which means the vehicle will be slower to accelerate – not a desirable effect for drivers. To increase the torque capacity of a downsized engine, some type of forced induction must be used to increase the air and fuel density in the combustion chambers. One option is to add a turbocharger. In addition to increasing the air and fuel density, a turbocharger also recycles some of the energy from the hot and high pressure exhaust gases, which would be unused otherwise. For this reason, downsized and turbocharged engines are quickly becoming a popular fuel-efficient solution with minimal sacrifices to torque capacity.

Compared to a naturally aspirated engine, a turbocharged engine has several additional components (Fig. 1.1). The turbocharger itself consists of a compressor and a turbine, which are linked by a mechanical shaft. As exhaust gases spin the turbine, the turbocharger shaft transmits power to the compressor, which then drives fresh air into the intake path. After passing through the compressor, the fresh air goes through a heat exchanger called an intercooler. The intercooler reduces the temperature of the air to further increase its density. The flow of air through the intake path is regulated by the throttle valve. After passing through the throttle, the air collects in the intake

\(^*\)BMEP: brake mean effective pressure
Intake manifold, and then is aspirated into the combustion chambers during the engine’s intake stroke. In a direct injected engine, the fuel is injected directly into the combustion chamber and mixes with the fresh air during the engine’s compression stroke. After combustion, the burned gas mixture exits into the exhaust manifold, and then passes through the turbine. Many turbochargers are equipped with a wastegate valve, which allows some of the exhaust gases to bypass the turbine. Opening the wastegate means that less exhaust gases pass through the turbine, which results in a slower turbocharger shaft speed and less energy recirculated back into the system.

In exchange for its benefits, a turbocharged engine presents the challenge of balancing fuel efficiency with torque responsiveness. Turbocharged engines can suffer from turbo lag, which is a slow transient response to torque demands. To minimize turbo lag, the wastegate should be kept closed as much as possible, thus keeping the turbocharger speed high. This strategy is often referred to as time-optimal, since it produces the fastest possible torque response. Unfortunately, the time-optimal strategy is detrimental to fuel efficiency because it requires the throttle to be closed more, resulting in a low intake manifold pressure compared to the exhaust manifold pressure. This means that the engine must do more work to “pump” the gases from the low-pressure intake manifold to the high-pressure exhaust manifold. This pumping loss represents fuel energy that is not converted to useful torque at the crankshaft. As shown in [2], the fuel-optimal strategy is to keep the wastegate as open as much as possible, but this is bad for torque responsiveness since the turbocharger speed will be relatively low. Managing this tradeoff in a systematic way is still an open challenge.

**Model-based control**

The control objectives for an automotive engine include obtaining good fuel efficiency, fast torque responsiveness, maximum torque output, low emissions, and low incidence of knock and misfire. To achieve these goals, there are numerous actuators that may be controlled, including the throttle,
wastegate, spark timing, valve timing, fuel injector timing, and exhaust gas recirculation. If the controllers are designed well, these actuators affect the airpath and combustion properties so that the control objectives are satisfied.

For the throttle and wastegate, a simple control technique is to map the driver’s throttle-pedal position to a corresponding throttle angle, while using the wastegate to regulate the intake manifold pressure. This follows the logic of older mechanical systems, where the throttle pedal was mechanically linked to the throttle valve. However, many newer vehicles use drive-by-wire systems, where the throttle pedal simply sends a reference signal to the controller, which in turn sends the appropriate signals to the actuators. Thus, a more modern control technique is to interpret the driver’s throttle-pedal position as a desired torque. This approach allows for more sophisticated control over the throttle and wastegate to achieve the desired torque.

From a control perspective, the engine is a multi-input/multi-output plant, with complex and nonlinear relationships between the inputs and outputs. Simple PID control is not adequate, given the strict requirements for the control objectives. A traditional practice is map-driven control, in which characteristic maps (i.e., look-up tables) for the engine outputs are generated by testing the engine on a dynamometer. Based on these maps, the engine controllers can then be constructed as more look-up tables. However, this process is labor-intensive and time-consuming.

As more complexity is added to engine systems, the automotive industry is looking more toward model-based techniques to streamline the control design process. Model-based control can significantly reduce calibration effort and time, since it can account for interdependencies between different variables. This also means that model-based control is more easily adapted to changes in hardware, thus allowing the control design to be performed in parallel with the hardware design. Additionally, if a validation model is available, the controller can be extensively tested in software before being tested on the physical system. Not only are implementation efforts reduced, but the safety and performance of the controller can be more confidently predicted before running on a physical system.

Of course, designing a model-based controller is only possible with a model of the system. Mean-value engine models, such as those developed in [3–5], have become very popular. These models estimate the average values of the model variables and neglect fast variations within one engine cycle. For example, a mean-value model would include the average behavior of the torque output, but would neglect high-frequency torque fluctuations caused by discrete combustion events. This means that the engine dynamics can be captured with relatively few states, which is beneficial for controller design.

1.2 Overview of dissertation work

The goal of this work is to design a control strategy that can reap the benefits of both fuel-optimal and time-optimal strategies. Intuitively, this can be done by operating in fuel-optimal mode (i.e., wastegate open) when the reference torque is constant or decreased, and operating in time-optimal mode (i.e., wastegate closed) when the reference torque is increased. However, this strategy is only

---

1PID: proportional-integral-derivative
possible if a preview of the reference torque is available. This may be a reasonable assumption as certain advanced technologies, such as onboard navigation and autonomous driving systems, are integrated into passenger vehicles. This dissertation provides some evidence that the performance benefits may justify the effort of making a preview available.

One major assumption is that the reference torque signal is composed of a series of setpoints. This means that, over a period of time, the reference torque signal appears as a stepwise function. This is reasonable for the vast majority of driving scenarios, especially highway driving. Nevertheless, there are certain scenarios (e.g., smooth gear shifting [6]) that may require tracking of more complex reference torque trajectories. This type of scenario has not been explored in this work.

Mean-value modeling

Before a control strategy can be designed, a control-oriented model must be constructed. A good control-oriented model should capture the system dynamics with reasonable accuracy, while keeping the number of states relatively small. To this end, a mean-value methodology is used.

In this work, a high-fidelity engine simulator in Simscape is used to evaluate controller performance. However, it is too complex to use for controller design, so a simpler 7-state model is constructed. The 7-state model captures the pressure and turbocharger speed dynamics well, but does not capture the temperature dynamics accurately. The 7-state model is further reduced to a 4-state model, which actually performs better than the 7-state model.

The 4-state model is constructed in continuous time and works well for certain control methods, like feedback linearization. For other methods, like optimization, it is easier to use a discrete-time model. Unfortunately, discretizing the 4-state model results in chattering due to numerical stiffness. To fix this problem, a fast mode is eliminated by representing the throttle pressure ratio as a static map. This results in a 3-state model that is easily discretized.

Control strategies

The main actuators considered in this work are the throttle and wastegate. The engine models include the effect of spark timing, but an advanced control scheme for the spark timing is not developed in this work. This is justified because the spark timing affects the torque output directly, and does not have a large effect on the airpath dynamics. Therefore, a controller for the spark timing may be developed independently and will not significantly interfere with the throttle and wastegate control loops. Exhaust gas recirculation and variable valve timing are also excluded from this study to avoid an overly broad scope.

This work considers two different control strategies:

1. **Decentralized throttle and wastegate control.** The throttle and wastegate are controlled in separate loops. The throttle control loop regulates the torque to follow the reference signal, while the wastegate control loop switches between fuel-optimal and time-optimal modes.

2. **Multi-objective optimization.** The throttle and wastegate are controlled simultaneously in an optimization-based strategy.
In the first control strategy, the separation of the control loops can be justified by two observations. First, the throttle has more control authority than the wastegate over the engine torque. This is because the engine torque is more strongly determined by the intake manifold pressure than any other state, and the intake manifold pressure is directly affected by the throttle position. The wastegate has a much weaker influence on the intake manifold pressure, as the wastegate action must propagate through the state dynamics. Second, the wastegate position has a direct effect on fuel efficiency. This is because the fuel efficiency is closely related to the pumping loss, which is a function of both intake manifold pressure and exhaust manifold pressure, and the latter is directly affected by the wastegate position. By separating the two loops, the wastegate control loop acts as a high-level controller to determine when to switch between fuel-optimal and time-optimal modes, while the throttle control loop acts as a low-level controller for the engine torque.

The throttle controller must handle the nonlinear airpath dynamics to obtain good torque performance. Therefore, the throttle controller is constructed as a feedback linearization algorithm, which compensates for the nonlinear dynamics. The feedback linearization is supplemented with proportional-integral (PI) control to add robustness. This throttle controller produces good torque tracking results, with the engine torque transitioning smoothly and quickly between setpoints.

On the other hand, the wastegate controller does not need to be a complex algorithm, since it only has to switch between open and closed. However, it does require a preview of the reference torque signal so that it can decide the appropriate strategy in advance of a setpoint change. Specifically, the wastegate should be opened until an increase in torque setpoint is detected, closed during the torque step response, and reopened once the torque has settled to the new setpoint. However, it is not obvious how to choose the best timing for closing and reopening the wastegate. Therefore, a wide variety of timing combinations are tested for several setpoint changes, and the resulting torque and fuel performances are evaluated. This is a heuristic approach, but it is very easy to implement since there is not much computation required.

In the second control strategy, a multi-objective optimization scheme is designed to minimize torque tracking error and fuel consumption. Since the nonlinear state constraints make the problem non-convex, the problem is “convexified” by linearizing the dynamics over the system trajectory. This results in a quadratic program, which is solved iteratively. The two objectives are combined in a weighted-sum cost function, which is formulated in three different ways. The results from the three different cost functions are then compared with each other. The optimization scheme is more theoretically rigorous than the decentralized controller, but also requires much more computation.

### 1.3 Literature review

Control-oriented modeling of turbocharged engine systems has been actively studied [5,7–15]. These models have been developed specifically to limit the number of states, which is crucial for facilitating the controller design. Our work draws extensively upon the existing literature to develop an appropriate control-oriented model.

There have been several studies on throttle and wastegate control in turbocharged engines. For example, [16] presented gain-scheduled control schemes based on linearized engine models.
Another example is [17], in which the engine model was linearized at several operating points to construct a linear nominal model with uncertainty. A PID controller was then designed to ensure robustness to the model uncertainty. These linearized-model methods offer the advantage of using well-known linear control methods. An alternative to these methods is to design a nonlinear controller that can handle the nonlinear model directly. For example, [10] presented a feedback linearization strategy, although this study focused on control of the wastegate only. In all of these cases, the control objective was to regulate one or more pressures in the engine airpath, and thereby the engine torque. In our work, we attempt to control the torque while also minimizing fuel usage.

There has also been some work on optimization-based engine control. For example, model predictive controllers for turbocharged diesel engines were developed in [18,19]. Model predictive control using preview has also been developed for autonomous driving [20,21]. Our work draws upon these studies to design an optimization-based strategy.

1.4 Contributions

The contributions of this dissertation can be summarized as follows:

1. Creation of a high-fidelity turbocharged engine simulator in Simscape, and subsequent reduction to 7-state and 4-state control-oriented models.

2. A decentralized throttle and wastegate control strategy to obtain good fuel efficiency and fast torque response. The decentralized controller consists of two parts:
   - The throttle loop uses feedback linearization with supplemental PI control to obtain good torque tracking.
   - The wastegate is opened or closed, based on a preview of the reference torque, to switch between fuel-optimal and torque-optimal modes.

3. Analysis of numerical stiffness in the turbocharged engine model when converting to discrete time, and performance improvement by representing the throttle pressure ratio as a static map.

4. A multi-objective optimization scheme to obtain good fuel efficiency and fast torque response by controlling the throttle and wastegate simultaneously.

1.5 Dissertation outline

The remainder of this dissertation is organized as follows. Chapter 2 introduces the high-fidelity engine simulator and the simpler 7-state and 4-state models. The 4-state model is deemed to be more appropriate for controller design, and is used to design the feedback linearization algorithm in Chapter 3. Chapters 3 and 4 describe the throttle and wastegate loops, respectively, for the decentralized controller. The decentralized controller is validated on the high-fidelity engine simulator.
Chapter 5 describes and analyzes the numerical issues that result when the 4-state model is converted to discrete time, and presents a solution by representing the throttle pressure ratio as a static map. In this way, a fast mode is eliminated and the model is reduced to 3 states. Chapter 6 uses the discretized 3-state model in a multi-objective optimization scheme to determine the optimal throttle and wastegate trajectories. Finally, Chapter 7 presents the main results and conclusions of this work, as well as future work.

Experimental validation was not performed in this work, since a suitable engine test bench was not readily available. However, validation on the engine simulator provides some confidence that the controllers are robust to modeling error.

1.6 Notation

The following notation is used for common variables:

- \( A \) Valve open area
- \( H \) Enthalpy
- \( J \) Moment of inertia
- \( m \) Mass
- \( \dot{m} \) Mass flow rate
- \( R \) Specific gas constant
- \( R_u \) Universal gas constant
- \( p \) Pressure
- \( Q \) Heat
- \( SA \) Spark advance angle
- \( T \) Temperature
- \( u_{th} \) Throttle input (percentage)
- \( u_{wg} \) Wastegate input (position)
- \( U \) Internal energy
- \( V \) Volume
- \( W \) Work
- \( \gamma \) Heat capacity ratio
- \( \eta \) Efficiency
- \( \eta_v \) Volumetric efficiency
- \( \theta_{th} \) Throttle angle
- \( \Lambda_s \) Stoichiometric air-fuel ratio
- \( \Pi \) Pressure ratio (\( p_{out}/p_{in} \))
- \( \tau \) Torque
- \( \omega \) Angular velocity
The following subscripts are also used:

\( a \)  Fresh air
\( amb \)  Ambient condition
\( b \)  Burned gas
\( c \)  Compressor
\( e \)  Engine
\( ei \)  Flow into engine cylinders
\( eo \)  Flow out of engine cylinders
\( f \)  Fuel
\( em \)  Exhaust manifold
\( ic \)  Intercooler
\( im \)  Intake manifold
\( t \)  Turbine
\( tc \)  Turbocharger
\( th \)  Throttle
\( wg \)  Wastegate
Chapter 2

Turbocharged Engine Models

2.1 Chapter overview

This chapter describes the construction of the engine models used in this dissertation. The engine under consideration is a four-cylinder, four-stroke, spark-ignition engine. We first describe a high-fidelity Simscape engine simulator, which is used to evaluate the performance of the controllers. We then construct a simpler 7-state model that considers both the pressures and temperatures in the manifolds, as well as the turbocharger speed, as states. This 7-state model captures the pressure and turbocharger speed dynamics well, but does not capture the temperature dynamics accurately. We then construct a 4-state model, which neglects the temperature dynamics. The 4-state model is still able to capture the pressure and turbocharger speed dynamics well. Since it also has fewer states than the 7-state model, the 4-state model is deemed more appropriate for controller design. Finally, we describe the engine torque model that accompanies the 4-state model.

A complete list of model parameters, and the values used, can be found in Appendix A.

2.2 Simscape model

A Simscape engine simulator is used to represent the “true” plant. This simulator is a physics-based simulation model that accounts for conservation of mass and energy in the many engine subcomponents. The complete model is more complex than the models used to design the controller. As a result, there is some modeling error which controller must be robust enough to withstand.

The engine simulator is built in Simscape, a toolbox in MATLAB/Simulink that facilitates a physical modeling approach. The Simscape foundation library provides several built-in pneumatic components, such as constant volume chambers, isentropic orifices, and tubes with flow resistance. For more details on the Simscape foundation library, refer to the documentation in [23].

∗This chapter contains significant portions from [22], reprinted with permission from IEEE.
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Base engine

The base engine simulator represents a naturally aspirated engine, and is used by Toyota’s Model-Based Development group as an internal tool. The engine simulator uses custom pneumatic components, modified from the Simscape foundation library, to account for mixing of three gas types: fresh air, fuel vapor, and burned gas.

The air path is constructed from a series of constant volume chambers, including the air cleaner, intake and exhaust manifolds, and various intake and exhaust pipes. Each control volume component is modeled with a lumped parameter approach (i.e., mass and energy are uniformly distributed throughout the volume) and obeys conservation of mass and energy. The control volumes exchange heat with the environment through convection, with varying heat transfer coefficients depending on its location. Isentropic orifices and resistive tubes connect the control volumes together. Exhaust gas recirculation components are also included, but not considered in this study.

The engine block component is based on [14]. This component computes the mean-value torque, mass flow rates entering and exiting the engine cylinders, and conversion of air-fuel mixture to burned gas.

Additional turbocharger components

The base engine simulator was augmented with additional components to convert it to a turbocharged engine. These components are the compressor, turbine, intercooler, air bypass valve, and wastegate. The intercooler, air bypass valve, and wastegate were easily created using the existing Simscape components. However, the compressor and turbine required custom components.

A complete list of model parameters, and the values used, can be found in Appendix A.

Compressor

The compressor component equations are based on [13]. These equations compute the molecular flow through the compressor, the enthalpy flows at the compressor inlet and outlet, and the torque absorbed by the compressor. The equations are briefly restated as follows.

The molecular flow rate and mass flow rate are related by:

\[
R_u \dot{n}_c = R \dot{m}_c
\]

The gas mixture at the compressor inlet is used to determine the specific gas constant \( R \). The compressor molecular flow rate is modeled as:

\[
\dot{n}_c = \frac{c_{r1} p_{in} \omega_{c}^2 \eta_{rot}}{T_{in} R_u} + c_{g1} (p_{in} - p_{out}) p_{out} \exp(-c_{g2} \omega_{c})
\]

where \( \eta_{rot} \) is an efficiency modeled as:

\[
\eta_{rot} = \left[ 1 - \frac{c_{r4} (p_{out} - p_{in})}{\omega_{c} c_{r3}^{c_{r5}}} \right]^{c_{r5}}
\]
and the coefficients $c_{r1} - c_{r5}$, $c_{g1}$, and $c_{g2}$ are tuning parameters. The enthalpy flows at the inlet and outlet are:

\[
\dot{H}_{\text{in}} = c_p \dot{m}_c T_{\text{in}} \\
\dot{H}_{\text{out}} = c_p \dot{m}_c T_{\text{out}}
\]

where $c_p$ is the specific heat capacity of the inlet gas mixture. Energy balance gives the following relationship:

\[
\dot{H}_{\text{out}} = \dot{H}_{\text{in}} + \tau_c \omega_{tc}
\]

The torque absorbed by the compressor is modeled as:

\[
\tau_c = c_{t1} \dot{m}_c \omega_{tc}^c t_{c3}
\]

where $c_{t1}$, $c_{t2}$, and $c_{t3}$ are tuning parameters. The ten tuning parameters are fit to a compressor map using the methodology outlined in [13].

**Turbine**

The turbine equations are based on [12, 15]. These equations compute the mass flow rate through the turbine, the enthalpy flows at the turbine inlet and outlet, and the torque produced by the turbine.

The mass flow rate through the turbine is modeled with a modified version of the isentropic orifice equation:

\[
\dot{m}_t = A_{\text{eff}} \frac{p_{\text{in}}}{\sqrt{RT_{\text{in}}}} \Psi(\Pi_t)
\]

where $A_{\text{eff}}$ is the effective turbine area, $\Pi_t = p_{\text{out}}/p_{\text{in}}$ is the turbine pressure ratio, and $\Psi(\cdot)$ is the orifice flow function:

\[
\Psi(\Pi) = \begin{cases} 
\sqrt{\gamma \left( \frac{2}{\gamma + 1} \right)^{\frac{\gamma+1}{\gamma-1}}} & \text{for } \Pi < \left( \frac{2}{\gamma+1} \right)^{\frac{\gamma}{\gamma-1}} \\
\Pi^{\frac{1}{\gamma}} \sqrt{\frac{2\gamma}{\gamma-1} \left(1 - \Pi^{-\frac{1}{\gamma}}\right)} & \text{for } \Pi \geq \left( \frac{2}{\gamma+1} \right)^{\frac{\gamma}{\gamma-1}}
\end{cases}
\]

The gas mixture at the turbine inlet is used to determine the specific gas constant $R$ and heat capacity ratio $\gamma$. The effective turbine area is modeled as:

\[
A_{\text{eff}} = A_t \left[ \frac{(t_{f1} \tilde{N}_{tc} + t_{f2})}{\Pi_t} + (t_{f3} \tilde{N}_{tc} + t_{f4}) \right]
\]

where $t_{f1} - t_{f4}$ and $A_t$ are adjustable parameters, which can be fit to a turbine map. $\tilde{N}_{tc}$ is a scaled turbine parameter, defined as:

\[
\tilde{N}_{tc} = \frac{60 \omega_{tc}}{2\pi \sqrt{T_{\text{in}}}}
\]
The enthalpy flows at the turbine inlet and outlet are defined similarly as for the compressor. The energy balance relationship is:

\[ \dot{H}_{\text{out}} = \dot{H}_{\text{in}} - \tau_c \omega_c \]

Most literature on turbine models do not model the turbine torque directly. Instead, a model for the turbine efficiency is usually presented (since efficiency maps are more readily available), and torque is then calculated from its physical relationship to efficiency:

\[ \tau_t = \frac{c_p \dot{m}_t T_{\text{in}}^\gamma}{\omega_c} \left(1 - \Pi_t^{\frac{1}{\gamma}}\right) \eta_t \]

However, the equation has a singularity when \( \omega_c = 0 \), which Simscape cannot tolerate. Therefore, we seek to eliminate singularities in the turbine torque model.

We start with the efficiency model presented in [15]:

\[ \eta_t = \eta_{t,\text{max}} \cdot \left[1 - \left(\frac{BSR - BSR_{\text{opt}}}{BSR_{\text{opt}}}\right)^2\right] = \eta_{t,\text{max}} \cdot \left[\frac{2 BSR}{BSR_{\text{opt}}} - \left(\frac{BSR}{BSR_{\text{opt}}}\right)^2\right] \]

\( BSR \) is the blade-speed ratio, defined as:

\[ BSR = \frac{r_t \omega_c}{\sqrt{2 c_p T_{\text{in}} \left(1 - \Pi_t^{\frac{1}{\gamma}}\right)}} \]

where \( r_t \) is the turbine blade radius. \( \eta_{t,\text{max}} \) and \( BSR_{\text{opt}} \) are tuning parameters representing the maximum efficiency and the optimal blade-speed ratio, respectively.

We can construct a model for the turbine torque using this efficiency model. We substitute the full expression for \( BSR \) in the efficiency model and set it equal to the physical definition of \( \eta_t \):

\[ \frac{\tau_t \omega_c}{\dot{m}_t \alpha} = \eta_{t,\text{max}} \cdot \left[\frac{2 r_t \omega_c}{BSR_{\text{opt}} \sqrt{2 \alpha}} - \frac{r_t^2 \omega_c^2}{BSR_{\text{opt}}^2 \cdot 2 \alpha}\right] \]

where \( \alpha = c_p T_{\text{in}} \left(1 - \Pi_t^{(\gamma-1)/\gamma}\right) \). The turbine torque can then be simplified to:

\[ \tau_t = \eta_{t,\text{max}} \dot{m}_t \left[\frac{r_t \sqrt{2 \alpha}}{BSR_{\text{opt}}} - \frac{r_t^2 \omega_c}{2 BSR_{\text{opt}}^2}\right] \]

Note that this simplification step is valid when \( \omega_c \neq 0 \) and \( \Pi_t \neq 1 \). These conditions are only violated when the turbocharger is completely at rest, and therefore should not be problematic for most scenarios. The final turbine torque model is free from singularities and implicitly matches the typical efficiency model when the turbocharger is spinning.
Turbocharger shaft dynamics

The turbocharger shaft is represented with a rotational inertia component from the Simscape foundation library. The shaft dynamics obey Newton’s second law:

\[ \dot{\omega}_{tc} = \frac{T_t - T_c}{J_{tc}} \]

### 2.3 7-state control-oriented model

Although the Simscape engine simulator has an underlying model, it is too complex to use for model-based control. Therefore, a simpler model must be created for the basis of control design.

The simpler model is constructed from alternating manifolds and restrictions, such as those presented in [9,11,15]. The manifolds are control volumes where mass can accumulate: the intercooler, intake manifold, and exhaust manifold. The restrictions are components that describe the flow of mass and energy: the throttle, wastegate, compressor, turbine, and engine. An air bypass valve was not considered in this study. We also do not consider the effect of exhaust gas recirculation, so we do not need to account for gas mixing.

In this model, both the pressure and temperature in each manifold are considered as dynamic states. Although many engine models in the literature do not consider manifold temperatures as states, we wish to determine if these additional dynamics can provide better accuracy.

### Manifolds

The three manifolds considered are the intercooler, intake manifold, and exhaust manifold. Each manifold is assumed to have uniform pressure and temperature distributions. A lumped-parameter approach is taken, so that the temperature at the manifold outlet is assumed to be equal to the temperature in the manifold \((T = T_{\text{out}})\). Each manifold has a fixed volume \(V\) which can accumulate and lose gas molecules.

Internal energy and mass are conserved quantities, i.e.:

\[
\frac{d}{dt} U(t) = U_{\text{in}}(t) - U_{\text{out}}(t) + \dot{Q}(t) + \dot{W}(t) \tag{2.2}
\]

\[
\frac{d}{dt} m(t) = m_{\text{in}}(t) - m_{\text{out}}(t) \tag{2.3}
\]

where \(\dot{Q}\) is the rate of heat gain and \(\dot{W}\) is the rate of work done on the gas. (Heat loss and work done by the gas have negative values.) The work done on or by the gas can be further separated as:

\[
\dot{W}(t) = \frac{d}{dt}(p_{\text{in}}V_{\text{in}}) - \frac{d}{dt}(p_{\text{out}}V_{\text{out}})
\]

Using the fundamental relationship between enthalpy and internal energy \((H = U + pV)\), Eq. 2.2 can be restated as:

\[
\frac{d}{dt} U(t) = H_{\text{in}}(t) - H_{\text{out}}(t) + \dot{Q}(t) \tag{2.4}
\]
Eqs. 2.3 and 2.4 must now be reformulated to obtain the pressure and temperature dynamics. A reasonable assumption is that the manifold contains an ideal gas, so that the following relationship for internal energy can be used:

\[ U(t) = c_v \cdot m(t) \cdot T(t) \]  \hspace{1cm} (2.5)

where \( c_v \) is the specific heat of the gas at constant volume. Additionally, the enthalpy flows in and out of the manifold can be expressed as:

\[ \dot{H}_{\text{in}}(t) = c_p \cdot \dot{m}_{\text{in}}(t) \cdot T_{\text{in}}(t) \]  \hspace{1cm} (2.6a)
\[ \dot{H}_{\text{out}}(t) = c_p \cdot \dot{m}_{\text{out}}(t) \cdot T_{\text{out}}(t) \]  \hspace{1cm} (2.6b)

where \( c_p \) is the specific heat of the gas at constant pressure. Substituting Eqs. 2.5 and 2.6 into Eq. 2.4 yields:

\[ c_v \dot{m} T + c_v m \dot{T} = c_p (\dot{m}_{\text{in}} T_{\text{in}} - \dot{m}_{\text{out}} T_{\text{out}}) + \dot{Q} \]

(The explicit dependencies on time have been omitted for clarity.) With some algebraic manipulation, this can be expressed as a dynamic equation for temperature:

\[ \dot{T} = \frac{RT}{pV} \left[ \gamma \dot{m}_{\text{in}} T_{\text{in}} - \gamma \dot{m}_{\text{out}} T_{\text{out}} - (\dot{m}_{\text{in}} - \dot{m}_{\text{out}}) T_{\text{out}} + \frac{\dot{Q}}{c_v} \right] \]  \hspace{1cm} (2.7)

where \( \gamma = \frac{c_p}{c_v} \).

The assumption of ideal gases also allows the use of the ideal gas law:

\[ p(t) \cdot V = m(t) \cdot R \cdot T(t) \]

Differentiating both sides and some algebraic manipulation leads to the following relationship:

\[ \dot{m} = \frac{\dot{p} V}{RT} - \frac{p V}{RT^2} \dot{T} \]  \hspace{1cm} (2.8)

Substituting Eqs. 2.7 and 2.8 into Eq. 2.3 and rearranging yields a dynamic equation for pressure:

\[ \dot{p} = \frac{\gamma R}{V} \left[ \dot{m}_{\text{in}} T_{\text{in}} - \dot{m}_{\text{out}} T_{\text{out}} + \frac{\dot{Q}}{c_p} \right] \]  \hspace{1cm} (2.9)

Eqs. 2.7 and 2.9 are the dynamic equations upon which each manifold model is built.

For each manifold, the heat exchange \( \dot{Q} \) is modeled as convection:

\[ \dot{Q}_{\text{ic}} = h_{\text{ic}} (T_{\text{amb}} - T_{\text{ic}}) \]  \hspace{1cm} (2.10)
\[ \dot{Q}_{\text{im}} = h_{\text{im}} (T_{\text{amb}} - T_{\text{im}}) \]  \hspace{1cm} (2.11)
\[ \dot{Q}_{\text{em}} = h_{\text{em}} (T_{\text{ex}} - T_{\text{em}}) \]  \hspace{1cm} (2.12)

where \( h_{\text{ic}}, h_{\text{im}}, \) and \( h_{\text{em}} \) are the effective heat transfer coefficients (including the effect of surface area) for the intercooler, intake manifold, and exhaust manifold. \( T_{\text{amb}} \) is the ambient temperature on the intake side, and \( T_{\text{ex}} \) is the ambient temperature on the exhaust side.
Throttle and wastegate

The valves considered in this study are the throttle and wastegate. These are modeled as isentropic orifices:

\[ \dot{m} = A \cdot \frac{p_{in}}{\sqrt{RT_{in}}} \cdot \Psi(\Pi) \quad (2.13) \]

where \( A \) is the open area of the valve and \( \Psi(\Pi) \) is the flow function given in Eq. [2.1].

The throttle is typically a butterfly valve. Its open area is given by:

\[ A_{th} = \frac{\pi}{4} D_{th}^2 \cdot \frac{u_{th}}{100} \]

where \( D_{th} \) is the throttle bore diameter. The throttle input \( u_{th} \) is related to the throttle angle by simple geometry (Fig. 2.1):

\[ u_{th} = 100 \left[ 1 - \cos \left( \theta_{th} \cdot \frac{\pi}{180} \right) \right] \]

The wastegate is typically a poppet valve, so the open area is approximated as:

\[ A_{wg} = \frac{1}{8} D_{wg} S_{wg} \cdot \frac{u_{wg}}{100} \]

where \( D_{wg} \) and \( S_{wg} \) are the wastegate diameter and stroke.

Engine mass flows

We assume that the fuel is directly injected into the combustion chamber and neglect the time delays associated with the combustion cycle. Thus, the mass flow rate exiting the cylinders is approximately equal to the aspirated mass flow rate plus the fuel mass flow rate:

\[ \dot{m}_{eo} = \dot{m}_{ei} + \dot{m}_f \]
The injected fuel rate is assumed to maintain stoichiometric conditions:
\[ \dot{m}_f = \frac{\dot{m}_{ei}}{\Lambda_s} \]

The aspirated mass flow rate is modeled using the volumetric pump model given in [9]:
\[ \dot{m}_{ei} = \rho_{im} \cdot \frac{V_d \omega_e}{4\pi} \cdot \eta_v = \frac{p_{im} V_d \omega_e}{RT_{im}} \cdot \eta_v \]
where \( \rho_{im} \) is the density of the intake air and \( V_d \) is the engine displacement volume. The volumetric efficiency \( \eta_v \) is modeled as:
\[ \eta_v(p_{im}, p_{em}, \omega_e) = \eta_{vp}(p_{im}, p_{em}) \cdot \eta_{va}(\omega_e) \]

The engine-out temperature is modeled in two parts:
\[ T_{eo} = T_{e,m}(\dot{m}_{ei}) \cdot T_{e,s}(SA) \]
where \( T_{e,m} \) depends only on the aspirated mass flow rate, and \( T_{e,s} \) depends only on the spark advance angle. \( T_{e,m} \) is modeled as a linear function of the aspirated mass flow rate:
\[ T_{e,m}(\dot{m}_{ei}) = d_{m1} \dot{m}_{ei} + d_{m2} \]

\( T_{e,s} \) was split into two parts after observing that \( SA = 18 \) deg seemed to be a transition point. Each part is a quadratic function:
\[ T_{e,s} = \begin{cases} d_{s1,lo}(SA - 18)^2 + d_{s2,lo}(SA - 18) + 1 & \text{if } SA \leq 18 \text{ deg} \\ d_{s1,hi}(SA - 18)^2 + d_{s2,hi}(SA - 18) + 1 & \text{if } SA > 18 \text{ deg} \end{cases} \]

The fits of both quadratic functions are shown in Fig. 2.2.
Figure 2.2: Spark influence on engine exit temperature
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Turbocharger

The turbocharger components are modeled as described in Section 2.2. The temperature at the outlet of the compressor can be determined from the energy balance:

\[ T_c = T_{amb} + \frac{\tau_c \omega_c}{c_{p,a} \dot{m}_c} \]

where \( c_{p,a} \) is the specific heat capacity of air.

Overall model accuracy

The preceding equations can be combined to form a nonlinear dynamic system:

\[
\begin{align*}
\dot{p}_{ic} &= \frac{\gamma_a R_a}{V_{ic}} \left\{ \dot{m}_c(p_{ic}, \omega_c) T_c(p_{ic}, \omega_c) - \dot{m}_{th}(p_{ic}, p_{im}, T_{ic}, u_{th}) T_{ic} + \frac{\dot{Q}_{ic}(T_{ic})}{c_{p,a}} \right\} \\
\dot{p}_{im} &= \frac{\gamma_a R_a}{V_{im}} \left\{ \dot{m}_{th}(p_{ic}, p_{im}, u_{th}) T_{ic} - \dot{m}_{el}(p_{im}, p_{em}, T_{im}) T_{im} + \frac{\dot{Q}_{im}(T_{im})}{c_{p,a}} \right\} \\
\dot{p}_{em} &= \frac{\gamma_b R_b}{V_{em}} \left\{ \dot{m}_{eo}(p_{im}, p_{em}, T_{im}) T_{eo}(p_{im}, p_{em}, SA) - \left[ \dot{m}_t(p_{em}, \omega_c) + \dot{m}_{wg}(p_{em}, u_{wg}) \right] T_{em} + \frac{\dot{Q}_{em}(T_{em})}{c_{v,b}} \right\} \\
\dot{T}_{ic} &= \frac{R_a T_{ic}}{p_{ic} V_{ic}} \left\{ \gamma_a \dot{m}_c(p_{ic}, \omega_c) T_c(p_{ic}, \omega_c) - \gamma_a \dot{m}_{th}(p_{ic}, p_{im}, T_{ic}, u_{th}) T_{ic} \right. \\
&\quad \left. - \left[ \dot{m}_c(p_{ic}, \omega_c) - \dot{m}_{th}(p_{ic}, p_{im}, T_{ic}, u_{th}) \right] T_{ic} + \frac{\dot{Q}_{ic}(T_{ic})}{c_{v,a}} \right\} \\
\dot{T}_{im} &= \frac{R_a T_{im}}{p_{im} V_{im}} \left\{ \gamma_a \dot{m}_{th}(p_{ic}, p_{im}, u_{th}) T_{ic} - \gamma_a \dot{m}_{el}(p_{im}, p_{em}, T_{im}) T_{im} \right. \\
&\quad \left. - \left[ \dot{m}_{th}(p_{ic}, p_{im}, u_{th}) - \dot{m}_{el}(p_{im}, p_{em}, T_{im}) \right] T_{im} + \frac{\dot{Q}_{im}(T_{im})}{c_{v,a}} \right\} \\
\dot{T}_{em} &= \frac{R_b T_{em}}{p_{em} V_{em}} \left\{ \gamma_b \dot{m}_{eo}(p_{im}, p_{em}, T_{im}) T_{eo}(p_{im}, p_{em}, SA) - \gamma_b \left[ \dot{m}_t(p_{em}, \omega_c) + \dot{m}_{wg}(p_{em}, u_{wg}) \right] T_{em} \right. \\&\quad \left. - \left[ \dot{m}_{eo}(p_{im}, p_{em}, T_{im}) - \dot{m}_t(p_{em}, \omega_c) - \dot{m}_{wg}(p_{em}, u_{wg}) \right] T_{em} + \frac{\dot{Q}_{em}(T_{em})}{c_{v,b}} \right\} \\
\omega_c &= \frac{1}{J_{ic}} \left\{ \tau_i(p_{em}, \omega_c) - \tau_c(p_{ic}, \omega_c) \right\}
\end{align*}
\]

where the subscripts \((\_)_a\) and \((\_)_b\) indicate the fresh air and burned gas values, respectively, for \( R, \gamma, c_p, \) and \( c_v \). Note that this dynamic system has a standard nonlinear form:

\[ \dot{x} = f(x, u) \quad x \in \mathbb{R}^7, u \in \mathbb{R}^3 \]
where $x = [p_{ic} \ p_{im} \ p_{em} \ T_{ic} \ T_{im} \ T_{em} \ \omega_{tc}]^T$ is the state vector and $u = [u_{th} \ u_{wg} \ SA]^T$ is the input vector.

The 7-state model is now compared to the true behavior. The 7-state model is simulated in Simulink, using the variable-step solver ode23s. The true behavior is obtained by running the Simscape engine simulator at a fixed step size of 1 ms. In both cases, the engine speed is set constant at 2000 RPM and the spark advance angle is set constant at 10 deg.

The results show that the model predicts the pressure and turbocharger speed states fairly well, but predicts the temperature states very poorly (Fig. 2.3). The fast transient behavior for $T_{im}$ goes in the opposite direction as the true behavior, while $T_{em}$ barely shows any transient behavior at all. The most likely explanation is that the simple heat exchange models (Eqs. 2.10–2.12) are not sufficiently accurate. Additionally, it should be noted that typical automotive temperature sensors have time constants of several seconds, and therefore would most likely be unable to measure the fast transient behavior observed from the true plant. For these reasons, we conclude that the modeling of the temperature dynamics may not provide better accuracy.

In the following section, we investigate a model that neglects the temperature dynamics.

### 2.4 4-state control-oriented model

It is shown in [11] that the loss of model accuracy due to neglecting the manifold temperature dynamics may be acceptable for control design purposes. Since the 7-state model did not predict the temperature dynamics well, we now investigate a simpler model that neglects these dynamics.

**Manifolds**

Each manifold is still assumed to have a uniform pressure distribution. However, the temperature is now assumed to be constant throughout each manifold. The pressure dynamics of each manifold can then be modeled using the ideal gas law:

$$
\dot{p} = \frac{RT}{V} (\dot{m}_{in} - \dot{m}_{out}) \tag{2.15}
$$

The temperature of each manifold is set to an average value, based on observations from the true behavior. It should be noted that this formulation neither obeys conservation of energy nor accounts for heat transfer effects. However, this is acceptable for the purposes of controller design. The authors of [11] suggest using static maps to define the manifold temperatures, but we observed that using constant temperatures was sufficiently accurate.

**Throttle and wastegate**

The throttle and wastegate mass flow rates are modeled as described in Section 2.3.
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Figure 2.3: 7-state model vs. true behavior
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Engine mass flows

The mass flow rate exiting the cylinders is modeled as described in Section 2.3, with the injected fuel rate assumed to maintain stoichiometric conditions.

The aspirated mass flow rate model is initially modeled with the volumetric pump model, as described in Section 2.3. However, when the intake manifold temperature is assumed to be constant, we observed that the aspirated mass flow rate can be approximated by a linear function of the form:

\[ \dot{m}_{ei} \approx a_1 p_{im} + a_2 p_{em} + a_3 \]  

(2.16)

The linear approximation matches the nonlinear model very well, except for regions where \( p_{im} \) is very low and \( p_{em} \) is very high (Fig. 2.4). Fortunately, normal engine operating conditions will not enter this region very often, since \( p_{em} \) cannot rise too high when \( p_{im} \) is small. Therefore, we use the simpler, linear approximation in Eq. 2.16 for control design.

On an aside, note the magnitudes of the fit values for the \( a_i \) coefficients:

- \( a_1 = 2.26 \times 10^{-4} \) kg/s kPa
- \( a_2 = -2.95 \times 10^{-5} \) kg/s kPa
- \( a_3 = 2.3 \times 10^{-3} \) kg/s

Since \(|a_1|\) is an order of magnitude larger than \(|a_2|\), we can conclude that the aspirated mass flow rate (and therefore the engine torque) depends more strongly on the intake manifold pressure than the exhaust manifold pressure.

Turbocharger

The turbocharger components are modeled as described in Section 2.2, although enthalpy flows are not considered.

Overall model accuracy

The preceding equations can be combined to form a nonlinear dynamic system:

\[ \dot{p}_{ic} = \frac{R_a T_{ic}}{V_{ic}} \left[ \dot{m}_c(p_{ic}, \omega_{ic}) - \dot{m}_t(p_{ic}, p_{im}, u_{th}) \right] \]

\[ \dot{p}_{im} = \frac{R_a T_{im}}{V_{im}} \left[ \dot{m}_t(p_{ic}, p_{im}, u_{th}) - \dot{m}_{ei}(p_{im}, p_{em}) \right] \]

\[ \dot{p}_{em} = \frac{R_b T_{em}}{V_{em}} \left[ \dot{m}_{eo}(p_{im}, p_{em}) - \dot{m}_t(p_{em}, \omega_c) - \dot{m}_{wg}(p_{em}, u_{wg}) \right] \]

\[ \dot{\omega}_{ic} = \frac{1}{J_{ic}} \left[ \tau_i(p_{em}, \omega_c) - \tau_c(p_{ic}, \omega_c) \right] \]
Figure 2.4: Linear approximation of aspirated mass flow rate (Eq. 2.16) compared to nonlinear model (Eq. 2.14)
This dynamic system has a standard nonlinear form:
\[ \dot{x} = f(x, u) \quad x \in \mathbb{R}^4, u \in \mathbb{R}^2 \] (2.17)

where \( x = [p_{ic}, p_{im}, p_{em}, \omega_{tc}]^T \) is the state vector and \( u = [u_{th}, u_{wg}]^T \) is the input vector. Note that in this model, the spark timing does not affect the state dynamics. The spark timing only affects the engine torque output, which will be described in Section 2.5.

The 4-state model is now compared to the true behavior. The 4-state model is simulated in Simulink, using the variable-step solver ode23s. The true behavior is obtained by running the Simscape engine simulator at a fixed step size of 1 ms. In both cases, the engine speed is set constant at 2000 RPM.

The results show that the 4-state model predicts the manifold pressures and turbocharger speed quite well (Fig. 2.5). In fact, the exhaust manifold pressure is predicted more accurately in the 4-state model than in the 7-state model. The 4-state model has the additional benefit of having fewer states, which is better for controller design. Therefore, we choose to use the 4-state model to design our controller.

### 2.5 Engine torque model

In this section, an engine torque model is developed to accompany the 4-state model. The engine torque is considered an output, and not a dynamic state.

As with the other variables, the engine torque is modeled using a mean-value methodology. The mean-value torque is calculated by taking the net work produced over one cycle, and averaging it over the rotation of one cycle (\(4\pi\) radians for a 4-stroke engine). The net work consists of the indicated work minus the pumping work.

#### Indicated work

The indicated work (the work produced before losses) is the work produced by the combustion of fuel. Therefore, the injected fuel mass is a key component in the indicated work model. Another major component is the spark timing. The indicated work is modeled as suggested in [15].

The fuel mass captured in the engine cylinders over one cycle can be approximated as:
\[ m_f = m_f \cdot \frac{4\pi}{\omega_e} \]

The indicated work over one cycle is then modeled as:
\[ W_i = m_f \cdot q_{LHV} \cdot \eta_o \cdot \eta_{SA} \]

where \( q_{LHV} \) is the lower heating value of the fuel, \( \eta_o \) is the efficiency for an ideal Otto cycle, and \( \eta_{SA} \) is a spark influence function that models the effect of the spark timing.
The efficiency for an ideal Otto cycle is modeled as:

$$\eta_o = 1 - \frac{1}{r_c^{\gamma-1}}$$

where $r_c$ is the engine compression ratio.

The spark influence function $\eta_{SA}$ is modeled as a third-order polynomial function of the spark advance angle, as suggested in [15]:

$$\eta_{SA} = b_1 \left[ 1 - b_2 (SA - SA_{opt})^2 - b_3 (SA - SA_{opt})^3 \right]$$

where $b_1$, $b_2$, $b_3$, and $SA_{opt}$ are tuning parameters. These parameters were fit to data collected from the Simscape engine simulator (Fig. 2.6).
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Figure 2.6: Spark influence on engine torque

Figure 2.7: Look-up table for spark advance angle (degrees before top-dead-center)
In this work, we do not consider advanced control of the spark advance angle. Instead, we use a conventional look-up table for the spark advance angle, based on the intake manifold pressure and engine speed (Fig. 2.7):

\[ SA = SA(p_{im}, \omega_e) \]

**Pumping work**

One significant source of losses is the pumping effect of moving gases from the lower pressure intake manifold to the higher pressure exhaust manifold. When the intake pressure is lower than the exhaust pressure, the engine must do work to “pump” the gases through, and therefore the pumping work is positive. When the intake pressure is higher than the exhaust pressure, the engine is actually assisted by the pressure difference, and therefore the pumping work is negative. The pumping loop can be seen on the pressure-volume diagram of the combustion cycle (Fig. 2.8). The pumping work is modeled by approximating the pumping loop by a rectangle [24, p. 727]:

\[ W_p = V_d(p_{em} - p_{im}) \]

Figure 2.8: Pressure-volume (P-V) diagrams of combustion cycle. The shaded region indicates work lost to pumping.
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Net torque

The net work produced by the engine is the indicated work minus the pumping work. The engine torque is then calculated by averaging the engine work over one cycle:

\[ W_e = W_i - W_p \]
\[ \tau_e = \frac{W_e}{4\pi} \]  

(2.18)

Other mechanical and frictional losses are not considered, since they are not captured in the engine simulation.

The torque model is combined with the 4-state model (from Section 2.4) and compared to the true behavior. The results show that the torque model has some steady-state error, but captures transient behavior well (Fig. 2.9). The steady-state error in the torque model is a result of steady-state error in the four states. However, this steady-state error is not a large concern since it can be compensated by using integrator action in the controller.

2.6 Chapter summary

This chapter described the construction of three engine models. The first was a high-fidelity Simscape engine simulator, which is considered to be the “true” plant. The second was a simpler 7-state model, which captured the pressure and turbocharger speed dynamics well, but did not capture the temperature dynamics accurately. The third was a simpler 4-state model, which captured the pressure and turbocharger speed dynamics better than the 7-state model, even though the temperature dynamics were neglected. A torque model was then created to accompany the 4-state model. This overall model was observed to be a good approximation of the true plant, particularly in the capturing of transient behavior. Some steady-state error was observed, but this can be compensated by using integrator action in the controller. The 4-state model will be used for controller design in the next chapter, while the engine simulator will be used for controller validation.
Chapter 3

Low-Level Torque Control via Throttle Actuation

3.1 Chapter overview

This chapter describes the first part of a strategy that separates the throttle and wastegate controls. In this chapter, we design a throttle control strategy to follow the reference torque signal. The wastegate position is assumed to be known, so that the throttle control loop acts as a low-level controller for the engine torque.

The throttle controller is constructed as a feedback linearization algorithm, which compensates for the nonlinear dynamics. The algorithm uses the 4-state model from Section 2.4. However, the model is slightly modified so that the throttle position is the only input and the engine torque is the only output. This results in a single-input/single-output system, which is easily managed by the feedback linearization algorithm.

Additionally, the engine speed, spark timing, and wastegate position are considered as measurable parameters. This means that they are treated as constants during the feedback linearization design, but they are updated with their measured values when the algorithm is executed. We can justify this treatment for each of the three variables. The engine speed tends to change much slower than the airpath states, since it evolves according to the overall powertrain and vehicle dynamics. Thus, it makes sense to treat the engine speed as nearly constant. The spark timing affects the torque output directly and does not propagate through the airpath states. Thus, we treat the spark timing as constant to avoid excessive complexity during the feedback linearization design. The wastegate position will be determined in the wastegate control loop, and will simply switch between open and closed.

The state variables are also scaled to provide better numerical conditioning. This scaling corresponds to using units of kPa for the pressure states and krad/s for the turbocharger speed state.
The state $x$, input $u$, output $y$, and parameter $w$ are summarized as:

$$
\begin{bmatrix}
    p_{ic} \cdot 10^{-3} \\
p_{im} \cdot 10^{-3} \\
p_{em} \cdot 10^{-3} \\
\omega_{tc} \cdot 10^{-3}
\end{bmatrix}
\begin{bmatrix}
u
\end{bmatrix}
\begin{bmatrix}
y = \tau_c \\
w = [u_{wg} \omega_e \text{SA}]
\end{bmatrix}
$$

The model can be expressed in a form where the input appears affinely:

$$
\dot{x} = F(x, w) + G(x, w) \cdot u \\
y = H(x, w)
$$

The nonlinear functions $F$ and $G$ are:

$$
F(x, w) =
\begin{bmatrix}
    \frac{R_e T_c}{V_{ic}} m_e(x, w) \\
    -\frac{R_e T_m}{V_{im}} \dot{m}_{ci}(x, w) \\
    \frac{R_e T_m}{V_{em}} \left( \dot{m}_{co}(x, w) - \dot{m}_t(x, w) - \dot{m}_{wg}(x, w) \right) \\
    \frac{1}{J_{tc}} \left( \tau_t(x, w) - \tau_c(x, w) \right) \\
    -\frac{R_e T_c}{V_{ic}} \left( \frac{10^3 \pi D_{c}^2 x_1}{100 - 4 \sqrt{R_e T_c} x_1} \Psi \left( \frac{x_2}{x_1} \right) \right) \\
    -\frac{R_e T_m}{V_{im}} \left( \frac{10^3 \pi D_{c}^2 x_1}{100 - 4 \sqrt{R_e T_c} x_1} \Psi \left( \frac{x_2}{x_1} \right) \right) \\
    0 \\
    0
\end{bmatrix}
$$

$$
G(x, w) =
\begin{bmatrix}
0 \\
0
\end{bmatrix}
$$

The nonlinear function $H$ is the engine torque equation (Eq. 2.18).

### 3.2 Feedback linearization

The output has relative degree 1, meaning that the input appears after taking a single derivative:

$$
\dot{y} = \frac{\partial H(x, w)}{\partial x} \cdot F(x, w) + \frac{\partial H(x, w)}{\partial x} \cdot G(x, w) \cdot u \\
= L_F H(x, w) + L_G H(x, w) \cdot u
$$

where Lie derivative notation is used above. Note that $L_G H(x, w) \neq 0$.

We define the synthetic input $v := L_F H(x, w) + L_G H(x, w) \cdot u$. After designing $v$, we can apply the control input:

$$
u = \frac{v - L_F H(x, w)}{L_G H(x, w)}
$$

(3.1)

This yields a linear input-output relationship: $\dot{y} = v$. 
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We design the control law for the synthetic input as:

\[ v = \dot{y}_d + c_0(y_d - y) \]  

where \( y_d \) is the desired output and \( c_0 \) is a constant tuning parameter. This yields the following closed-loop error dynamics:

\[ (\dot{y}_d - \dot{y}) + c_0(y_d - y) = 0 \]  

As long as \( c_0 > 0 \), the closed-loop error dynamics will be exponentially stable.

Note that the control law in Eq. 3.2 requires the derivative of the desired output. This is not readily available, since the torque reference is usually a series of setpoints. Therefore, we use a reference model to generate \( y_d \) and \( \dot{y}_d \):

\[ \lambda \dot{y}_d + y_d = r \]

where \( \lambda \) is the time constant and \( r \) is the original reference signal. We choose \( \lambda = 0.1 \) seconds, which is sufficiently fast for a typical torque response. From this reference model, we easily obtain \( \dot{y}_d \), as well as a smoothed version of the reference signal.

**Stability analysis of zero dynamics**

Since the relative degree of the system is smaller than the size of the state, we must analyze the stability of the unobservable internal dynamics. The standard procedure is to analyze the stability of the “zero” dynamics, i.e., the internal dynamics when \( y \) is invariant (\( \dot{y} = 0 \)).

The first step is to define a change of coordinates between the original states \( x \) and the transformed states \([y \; \xi^T]^T\), where \( \xi \) are the states of the internal dynamics. In this case, the relative degree is 1 while the size of \( x \) is 4, so the size of \( \xi \) is \((4 - 1) = 3\). Thus, we must choose \((\xi_1, \xi_2, \xi_3)\) to obtain:

\[
\begin{bmatrix}
  y \\
  \xi_1 \\
  \xi_2 \\
  \xi_3
\end{bmatrix} = \Phi(x)
\]

where \( \Phi(\cdot) \) is a diffeomorphism (smooth, 1-to-1 map). By the Inverse Function Theorem, a sufficient condition for \( \Phi \) to be a diffeomorphism is if its Jacobian matrix is full rank. Choosing \( \xi_1 = x_1, \xi_2 = x_3, \) and \( \xi_3 = x_4 \) yields the following Jacobian for \( \Phi \):

\[
D\Phi = \begin{bmatrix}
  0 & \frac{\partial H}{\partial x_2} & \frac{\partial H}{\partial x_3} & 0 \\
  1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]

It is clear that \( D\Phi \) is full rank when \( \frac{\partial H}{\partial x_2} \neq 0 \). Looking closely at this term reveals:

\[
\frac{\partial H}{\partial x_2} = \frac{10^3 V_d}{4\pi} + \frac{a_1 \eta_0 \eta_{SA} q LHV}{\Lambda \omega_e}
\]
Note that $a_1$ is one of the constants from Eq. 2.16 and is strictly positive. All other parameters in the above equation are also strictly positive for all physically possible conditions. Therefore, we can conclude that $D\Phi$ is full rank for all physically possible conditions, and our choice for $\Phi$ is valid. This means that we can invert $\Phi$ to express $x$ in terms of $(y, \xi)$:

$$
\begin{bmatrix}
  x_1 \\
  x_2 \\
  x_3 \\
  x_4 \\
\end{bmatrix} = \Phi^{-1}(y, \xi) = 
\begin{bmatrix}
  \frac{\pi \Lambda_s \omega_y + (250 \Lambda_s \omega_y V_d - a_2 \pi q_L H V \eta_d \eta_o \eta_{SA}) \xi_1}{250 \Lambda_s \omega_y V_d + a_1 \pi q_L H V \eta_d \eta_{SA}} \\
  \xi_2 \\
  \xi_3 \\
\end{bmatrix}
$$

The next step is to obtain the $\xi$-dynamics in autonomous form, i.e., $\dot{\xi} = \Gamma'(x, u, y)$. However, our choice of $\xi$ does not immediately lead to this form, since we have:

$$
\begin{bmatrix}
  \dot{\xi}_1 \\
  \dot{\xi}_2 \\
  \dot{\xi}_3 \\
\end{bmatrix} = 
\begin{bmatrix}
  F_1(x, w) \\
  F_3(x, w) \\
  F_4(x, w) \\
\end{bmatrix} + 
\begin{bmatrix}
  G_1(x, w) \\
  0 \\
  0 \\
\end{bmatrix} \cdot u = \Gamma'(x, u, w)
$$

To remove $u$ as a dependency, we substitute our control law from Eqs. 3.1 and 3.2:

$$
u = \dot{y}_d + c_0(y_d - y) - L_F H(x, w)$$

We assume a constant desired torque, so $\dot{y}_d = 0$. Since the closed-loop error dynamics (Eq. 3.3) are exponentially stable, we can conclude that $y \to y_d$ and $\dot{y} \to 0$. Therefore:

$$
u \to \frac{-L_F H(x, w)}{L_G H(x, w)}$$

Now, using the above control law and our change of coordinates, we obtain:

$$
u = \frac{-L_F H(\Phi^{-1}(y_d, \xi), w)}{L_G H(\Phi^{-1}(y_d, \xi), w)} \implies \dot{\xi} = \Gamma'\left(\Phi^{-1}(y_d, \xi), \frac{-L_F H(\Phi^{-1}(y_d, \xi), w)}{L_G H(\Phi^{-1}(y_d, \xi), w)}, w\right)$$

After assigning constant values to $y_d$ and $w$, we finally obtain the autonomous dynamics $\dot{\xi} = \Gamma(\xi)$. The last step is to use Lyapunov's linearization method to analyze the local stability of the autonomous $\xi$-dynamics. More precisely, we linearize the $\xi$-dynamics around its equilibrium point, and analyze the local stability of the equilibrium point using linear methods. To linearize the $\xi$-dynamics, we calculate the Jacobian matrix of $\Gamma$:

$$
D\Gamma = 
\begin{bmatrix}
  \frac{\partial \Gamma_1}{\partial \xi_1} & \frac{\partial \Gamma_1}{\partial \xi_2} & \frac{\partial \Gamma_1}{\partial \xi_3} \\
  \frac{\partial \Gamma_2}{\partial \xi_1} & \frac{\partial \Gamma_2}{\partial \xi_2} & \frac{\partial \Gamma_2}{\partial \xi_3} \\
  \frac{\partial \Gamma_3}{\partial \xi_1} & \frac{\partial \Gamma_3}{\partial \xi_2} & \frac{\partial \Gamma_3}{\partial \xi_3} \\
\end{bmatrix}
$$
This would be fairly straightforward, except that several terms require differentiating the piecewise orifice flow function $\Psi(\Pi)$ (Eq. 2.1). Fortunately, $\frac{\partial \Psi}{\partial \Pi}$ is piecewise continuous:

$$
\frac{\partial \Psi}{\partial \Pi} = \begin{cases} 
0 & \text{for } \Pi < \left( \frac{2}{\gamma+1} \right)^{\frac{\gamma}{\gamma-1}} \\
\frac{-\gamma+1}{(\gamma-1)\Pi} \left( \frac{2\gamma}{\gamma+1} \right)^{\frac{\gamma}{\gamma-1}} & \text{for } \Pi \geq \left( \frac{2}{\gamma+1} \right)^{\frac{\gamma}{\gamma-1}}
\end{cases}
$$

For the throttle flow function, the pressure ratio is the one across the throttle, so $\Pi = \left( \frac{x_2}{x_1} \right)$. For the wastegate flow function, the pressure ratio is the one across the wastegate, so $\Pi = \left( \frac{p_{ex} \times 10^{-3}}{x_3} \right)$. We can use our change of coordinates to express these in terms of $\xi$. Thus, we can compute the relevant $D\Gamma_{ij}$ terms using the chain rule:

$$
D\Gamma_{ij} = \frac{\partial \Gamma_i}{\partial \xi_j} + \frac{\partial \Gamma_i}{\partial \Psi} \frac{\partial \Psi}{\partial \Pi} \frac{\partial \Pi}{\partial \xi_j}
$$

After computing $D\Gamma$, we can check its eigenvalues to evaluate local stability of the equilibrium point. Since the equilibrium point depends on our choice of $y_d$ and $w$, we repeat the stability analysis at several different values of $(y_d, w)$. We choose SA according to the spark advance look-up table (Fig. 2.7), but $y_d$, $u_{wg}$, and $\omega_e$ can be chosen independently. Several different choices all produce negative eigenvalues for $D\Gamma$ (Table 3.1). Note that the exact values of the eigenvalues are not too important, as long as they all have negative real parts. Therefore, we conclude that the zero dynamics are stable.

### Table 3.1: Eigenvalues of $D\Gamma$ for various choices of $y_d$ and $u_{wg}$, at $\omega_e = 2000$ RPM

<table>
<thead>
<tr>
<th>$u_{wg}$</th>
<th>$y_d = 50$ N·m</th>
<th>$y_d = 200$ N·m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>−3133.5</td>
<td>−4191.8</td>
</tr>
<tr>
<td>50%</td>
<td>−2302.1</td>
<td>−3767.8</td>
</tr>
<tr>
<td>100%</td>
<td>−1693.6</td>
<td>−3360.5</td>
</tr>
</tbody>
</table>

### 3.3 Simulation results

We first test the feedback linearization algorithm on the 4-state model. We run the plant model in continuous time, but we run the controller in discrete time with a step size of 10 ms. The plant measurements are sampled at this fixed rate, and the control signals are passed through a zero-order-hold. Although the sampler and zero-order-hold introduce some modeling error, it is small enough that the feedback algorithm still performs very well (Figs. 3.1–3.3). Using a large value of $c_0$ in the control law (Eq. 3.2) speeds up the system response, but also increases the amount of overshoot for torque steps up, especially when the step is large (Figs. 3.2–3.3).
Figure 3.1: Simulation results of implementing the feedback linearization algorithm on the 4-state model. Torque setpoint changes are relatively small. Engine speed held constant at 2000 RPM. Wastegate held at 0% (fully closed).
Figure 3.2: Simulation results of implementing the feedback linearization algorithm on the 4-state model. Torque setpoint changes are relatively large. Engine speed held constant at 2000 RPM. Wastegate held at 0% (fully closed).

Figure 3.3: Closeup of overshoot from the plot in Fig. 3.2.
3.4 Implementation on Simscape engine simulator

Next, we test the feedback linearization algorithm on the Simscape engine simulator. We still run the controller with a 10 ms step size, along with a sampler and zero-order-hold. In this case, there is substantially more modeling error. Because of this, feedback linearization alone cannot provide robust performance. Therefore, we supplement the feedback linearization with proportional-integral (PI) control (Fig. 3.4).

The PI block is placed outside of the feedback linearization block so that it is applied directly to the throttle angle instead of the synthetic input. This is done to facilitate the use of integrator clamping (to prevent integrator windup when the control signal saturates). If the integrator were applied to the synthetic input, the integrator clamp would require the saturation limits of the synthetic input, which are state-dependent. Instead, we can use the fixed saturation limits of the throttle angle.

Additionally, the output of the PI block is scaled according to the output of the feedback linearization block. This is done because the torque output is much more sensitive to throttle changes when the throttle is near closed than when it is near wide-open. Scaling down the output of the PI block protects against undesirable oscillation when the throttle is near closed.

The feedback linearization and PI blocks work together to obtain good torque tracking performance. The feedback linearization handles transient response, while the integral control compensates for steady-state error. The proportional control helps with both, and additionally helps reduce overshoot for large torque steps up. This combination provides better performance than feedback linearization alone (Figs. 3.5–3.6).

The feedback linearization parameter was set to $c_0 = 30$, while the PI gains were set to $K_p = 2$ and $K_i = 5$. All three values were manually tuned to achieve good performance.

![Figure 3.4](image_url)
Figure 3.5: Simulation results of implementing the feedback linearization algorithm on the Sim-
scapE engine simulator. Torque setpoint changes are relatively small. Engine speed held constant at
2000 RPM. Wastegate held at 0% (fully closed). Blue: feedback linearization only. Red: feedback
linearization with supplemental PI control.
Figure 3.6: Simulation results of implementing the feedback linearization algorithm on the Sim-\sc{scape} engine simulator. Torque setpoint changes are relatively large. Engine speed held constant at 2000 RPM. Wastegate held at 0% (fully closed). Blue: feedback linearization only. Red: feedback linearization with supplemental PI control.
3.5 Comparison of performance in time-optimal and fuel-optimal modes

All simulations thus far have been run while holding the wastegate closed. In this section, we compare the performance of the throttle controller in time-optimal and fuel-optimal modes. In the time-optimal mode, the wastegate is held fully closed, so the results are identical to those in the previous simulations. In the fuel-optimal mode, the wastegate is held fully open. The feedback linearization parameter $c_0$ and the PI gains are kept the same in both cases.

The simulation results show that the throttle controller can perform well in both modes, even though the controller parameters are not changed (Figs. 3.7–3.8). However, there are differences in the torque responses. For increases in the torque setpoint, holding the wastegate open can result in a much slower settling time (Table 3.2). For decreases in the torque setpoint, holding the wastegate open can result in a slower settling time, but the differences are generally smaller than in the cases of setpoint increases (Table 3.3).

There are also clear differences in the fuel usage. Holding the wastegate open resulted in fuel savings of 1.9% and 2.6% compared with holding the wastegate closed. This is not surprising, since holding the wastegate open is already known to be the fuel-optimal strategy.

Table 3.2: Engine torque settling times for various setpoint increases

<table>
<thead>
<tr>
<th>Torque setpoint change (N·m)</th>
<th>50 to 100</th>
<th>100 to 150</th>
<th>150 to 200</th>
<th>20 to 200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wastegate closed</td>
<td>0.55 s</td>
<td>0.39 s</td>
<td>0.39 s</td>
<td>1.07 s</td>
</tr>
<tr>
<td>Wastegate open</td>
<td>0.91 s</td>
<td>0.48 s</td>
<td>1.00 s</td>
<td>1.56 s</td>
</tr>
<tr>
<td>Difference</td>
<td>0.36 s</td>
<td>0.09 s</td>
<td>0.61 s</td>
<td>0.49 s</td>
</tr>
</tbody>
</table>

Table 3.3: Engine torque settling times for various setpoint decreases

<table>
<thead>
<tr>
<th>Torque setpoint change (N·m)</th>
<th>200 to 150</th>
<th>150 to 100</th>
<th>100 to 50</th>
<th>200 to 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wastegate closed</td>
<td>0.41 s</td>
<td>0.37 s</td>
<td>0.60 s</td>
<td>1.46 s</td>
</tr>
<tr>
<td>Wastegate open</td>
<td>0.53 s</td>
<td>0.50 s</td>
<td>0.97 s</td>
<td>1.39 s</td>
</tr>
<tr>
<td>Difference</td>
<td>0.12 s</td>
<td>0.13 s</td>
<td>0.37 s</td>
<td>−0.07 s</td>
</tr>
</tbody>
</table>

*The settling time is defined as the time to reach and stay within a 2% error band around the final value. The 2% error band is defined as $\pm 2\%$ of the difference between the initial and final values. For example, consider the case when the initial value is $y_i$, the final value is $y_f$, and $y_i < y_f$. Then, the signal is considered to have settled once it reaches and stays within the range of $[y_i + 0.98(y_f - y_i), y_i + 1.02(y_f - y_i)]$. 

Figure 3.7: Comparison of performance in time-optimal (wastegate closed) and fuel-optimal (wastegate open) modes. Torque setpoint changes are relatively small. Engine speed held constant at 2000 RPM.

Table 3.4: Total fuel usage for simulations in Fig. 3.7

<table>
<thead>
<tr>
<th></th>
<th>Fuel mass used</th>
<th>Relative fuel savings with wastegate open</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wastegate closed</td>
<td>31.4 g</td>
<td></td>
</tr>
<tr>
<td>Wastegate open</td>
<td>30.8 g</td>
<td>1.9%</td>
</tr>
</tbody>
</table>
Figure 3.8: Comparison of performance in time-optimal (wastegate closed) and fuel-optimal (wastegate open) modes. Torque setpoint changes are relatively large. Engine speed held constant at 2000 RPM.

Table 3.5: Total fuel usage for simulations in Fig. 3.8

<table>
<thead>
<tr>
<th></th>
<th>Fuel mass used</th>
<th>Relative fuel savings with wastegate open</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wastegate closed</td>
<td>26.6 g</td>
<td></td>
</tr>
<tr>
<td>Wastegate open</td>
<td>25.9 g</td>
<td>2.6%</td>
</tr>
</tbody>
</table>
3.6 Chapter summary

In this chapter, a feedback linearization algorithm was designed for the throttle control loop. When applied to the Simscape engine simulator, the feedback linearization was supplemented with PI control to compensate for modeling error. This controller produced good torque tracking for a variety of setpoint changes. The controller parameters were manually tuned to produce good performance in time-optimal (wastegate closed) mode. The controller also performed well in fuel-optimal (wastegate open) mode without any changes to the controller parameters. In the next chapter, the throttle controller will be used to maintain torque tracking while the wastegate switches between open and closed.
Chapter 4
High-Level Mode Switching via Wastegate Actuation

4.1 Chapter overview

This chapter describes the second part of a strategy that separates the throttle and wastegate controls. In this chapter, we investigate a high-level control strategy for the wastegate to switch between fuel-optimal and time-optimal modes, using a preview of the reference torque signal. More specifically, we conduct an extensive simulation study to determine how the timing of the wastegate close-and-open switching affects the overall performance.

The intuitive strategy is to operate in fuel-optimal mode (i.e., wastegate open) when the torque setpoint is constant or decreased, and operate in time-optimal mode (i.e., wastegate closed) when the torque setpoint is increased. Closing the wastegate may also speed up the response for torque decreases. However, as observed in Section 3.5, the difference in settling time between fuel-optimal and time-optimal modes is generally smaller for setpoint decreases than for setpoint increases. Additionally, there are other ways to reduce the engine torque quickly (e.g., shifting to a lower gear) if necessary. Therefore, we focus on determining the wastegate action for torque setpoint increases. We assume that the wastegate is open by default, and it is only closed when an increase in the torque setpoint is detected.

At this point, it is still not exactly clear how to best choose the wastegate timing. The wastegate timing is defined by the answers to the following questions:

1. At what time \textit{before} the setpoint increase should the wastegate be \textit{closed}?

2. At what time \textit{after} the setpoint increase should the wastegate be \textit{opened}?

The best wastegate timing is one that produces a fast torque response without causing excessive overshoot or deviations from the steady-state tracking. It also should not require too much extra fuel. Due to the system nonlinearities, the best wastegate timing may depend on the initial setpoint, the final setpoint, the size of the setpoint change, or some combination of these.
4.2 Design of wastegate timing tests

To investigate how the wastegate timing affects the overall performance, we conducted an extensive simulation study on the Simscape engine simulator. We chose 22 different scenarios in which the setpoint would be increased to a higher value. The setpoint changes range from 10 N·m to 200 N·m, and the initial setpoints were chosen across the engine’s available torque range. Each simulation was 10 seconds long, with the setpoint change occurring at the 5-second mark. For each scenario, the following wastegate timing tests were conducted:

- Wastegate held fully closed
- Wastegate held fully open
- All 30 combinations of the following wastegate timings:
  - Wastegate closed at (1, 0.75, 0.5, 0.25, 0.1) seconds before the setpoint change
  - Wastegate opened at (0.1, 0.25, 0.5, 0.75, 1, 2) seconds after the setpoint change

In each simulation, the throttle was controlled using the feedback linearization algorithm with supplemental PI control, as described in Section 3.4. The feedback linearization parameter $c_0$ and the PI gains were kept the same in all simulations. Additionally, the engine speed was held constant at 2000 RPM for all simulations.

Although our main goal is to strike a balance between fuel usage and settling time, the wastegate timing can cause other side effects on the torque response. During otherwise steady-state tracking, the engine torque may deviate from the desired setpoint due to a change in wastegate position. During step responses, the peak overshoot may increase or decrease depending on the timing of the wastegate opening. These additional effects must be considered as part of the performance. Therefore, to evaluate the overall performance of each test, we constructed a multi-objective cost function that gives a weighted sum of the following performance indicators (see Fig. 4.1 for visual explanation):

- Fuel usage (grams) over the entire 10-second simulation.
- 2% settling time (seconds).
- Peak overshoot as a percentage of the final setpoint value, i.e., $c/r_f \times 100$.
- Pre-step deviation as a percentage of the setpoint change, i.e., $\max(a, b)/(r_f - r_i) \times 100$. This penalizes deviation from steady-state tracking of the initial setpoint due to the wastegate closing.
- Post-step deviation as a percentage of the setpoint change, i.e., $\max(d, e)/(r_f - r_i) \times 100$. This penalizes deviation from steady-state tracking of the final setpoint due to the wastegate opening. If the wastegate is opened before the signal finishes settling, then the post-step deviation is considered to be 0.
The cost function is constructed as:

\[
\text{cost} = [C_F \times \text{(fuel usage)}] + [C_{ST} \times \text{(settling time)}] + [C_{\text{PeakOS}} \times \text{(peak overshoot)}] \\
+ [C_{\text{PreDev}} \times \text{(pre-step deviation)}] + [C_{\text{PostDev}} \times \text{(post-step deviation)}]
\]

The weights were set to the following values:

\[
C_F = 1 \quad C_{ST} = 100 \quad C_{\text{PeakOS}} = 2 \quad C_{\text{PreDev}} = 2 \quad C_{\text{PostDev}} = 2
\]

To give an idea of the relative importance of each performance indicator in the cost function, the range of values for each indicator was:

- fuel usage \(\in [2, 25]\)
- settling time \(\in [0.2, 5]\)
- peak overshoot \(\in [0, 50]\)
- pre-step deviation \(\in [0, 90]\)
- post-step deviation \(\in [0, 110]\)
4.3 Results of wastegate timing tests

For each setpoint change scenario, we computed the multi-objective cost for each of the 31 wastegate timings to determine which one produced the best performance. The tests with wastegate fully closed were excluded from this process, since the wastegate is assumed to be open by default. However, the results with the wastegate fully closed are still useful for performance comparisons. For some setpoint changes, holding the wastegate fully open produced the best performance. For others, it was more beneficial to close and reopen the wastegate. These results are summarized in Table 4.1. Overall, the best wastegate timings produced fuel savings of between 1% and 3% compared with holding the wastegate closed, and reduced settling times by up to 1 second compared with holding the wastegate open (Table 4.2). Additional figures are included in Appendix B.

Table 4.1: Summary of wastegate timings producing the best performances

<table>
<thead>
<tr>
<th>Initial setpoint (N·m)</th>
<th>Final setpoint (N·m)</th>
<th>Best time to close wastegate before setpoint increase (s)</th>
<th>Best time to open wastegate after setpoint increase (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>85</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>110</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>160</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>210</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>50</td>
<td>60</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>50</td>
<td>75</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.25</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>125</td>
<td>0.25</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>150</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>60</td>
<td>210</td>
<td>0.75</td>
<td>2</td>
</tr>
<tr>
<td>100</td>
<td>110</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>100</td>
<td>125</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>110</td>
<td>210</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>135</td>
<td>210</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>160</td>
<td>210</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>185</td>
<td>210</td>
<td>∗</td>
<td>∗</td>
</tr>
<tr>
<td>200</td>
<td>210</td>
<td>∗</td>
<td>∗</td>
</tr>
</tbody>
</table>

Entries marked ∗ indicate that the best performance was obtained by holding the wastegate open.
Table 4.2: Changes in fuel and settling time resulting from the best wastegate timing for each setpoint change

<table>
<thead>
<tr>
<th>Initial setpoint (N·m)</th>
<th>Final setpoint (N·m)</th>
<th>Fuel savings relative to holding wastegate closed</th>
<th>Change in settling time relative to holding wastegate open</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20</td>
<td>2.0%</td>
<td>*</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>1.8%</td>
<td>−0.87 s</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>2.1%</td>
<td>−0.42 s</td>
</tr>
<tr>
<td>10</td>
<td>85</td>
<td>1.8%</td>
<td>−0.25 s</td>
</tr>
<tr>
<td>10</td>
<td>110</td>
<td>1.5%</td>
<td>−0.26 s</td>
</tr>
<tr>
<td>10</td>
<td>160</td>
<td>1.4%</td>
<td>−0.26 s</td>
</tr>
<tr>
<td>10</td>
<td>210</td>
<td>2.0%</td>
<td>−0.20 s</td>
</tr>
<tr>
<td>30</td>
<td>40</td>
<td>2.9%</td>
<td>*</td>
</tr>
<tr>
<td>50</td>
<td>60</td>
<td>1.9%</td>
<td>*</td>
</tr>
<tr>
<td>50</td>
<td>75</td>
<td>2.1%</td>
<td>*</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>1.4%</td>
<td>−0.38 s</td>
</tr>
<tr>
<td>50</td>
<td>125</td>
<td>1.7%</td>
<td>−0.34 s</td>
</tr>
<tr>
<td>50</td>
<td>150</td>
<td>1.2%</td>
<td>−0.27 s</td>
</tr>
<tr>
<td>60</td>
<td>210</td>
<td>1.2%</td>
<td>−0.45 s</td>
</tr>
<tr>
<td>100</td>
<td>110</td>
<td>1.6%</td>
<td>*</td>
</tr>
<tr>
<td>100</td>
<td>125</td>
<td>2.1%</td>
<td>*</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
<td>1.5%</td>
<td>*</td>
</tr>
<tr>
<td>110</td>
<td>210</td>
<td>1.0%</td>
<td>−0.83 s</td>
</tr>
<tr>
<td>135</td>
<td>210</td>
<td>1.6%</td>
<td>−0.98 s</td>
</tr>
<tr>
<td>160</td>
<td>210</td>
<td>1.2%</td>
<td>−0.66 s</td>
</tr>
<tr>
<td>185</td>
<td>210</td>
<td>1.3%</td>
<td>*</td>
</tr>
<tr>
<td>200</td>
<td>210</td>
<td>1.6%</td>
<td>*</td>
</tr>
</tbody>
</table>

Entries marked * indicate that the best performance was obtained by holding the wastegate open.
There are a few specific results worth noting. First, for all scenarios with a setpoint change of 10 N·m, the best performance was obtained by holding the wastegate open. This suggests that for small setpoint changes, the improvement in settling time may not be worth the exchange for other negative performance effects.

There are also unusual results at very low torques. For the setpoint change from 10 N·m to 20 N·m, holding the wastegate open actually resulted in a faster time response than holding the wastegate closed (Fig. 4.2). This is because at low torque values, the pumping losses dominate the torque equation (Eq. 2.18). This suggests that at sufficiently low torque values, there is actually no benefit to closing the wastegate.

In several scenarios, the wastegate is only opened after the torque response has settled to the new setpoint. However, for certain setpoint changes, opening the wastegate relatively early can improve both the settling time and the overshoot. One example is the setpoint change from 135 N·m to 210 N·m (Fig. 4.3). When the wastegate is opened, the torque response gets a slight boost from the sudden reduction in pumping losses (due to a sudden drop in exhaust manifold pressure). However, this effect wears off just in time to cancel out the tendency of the throttle controller to overshoot. In this case, the best performance shows less overshoot than holding the wastegate fully closed or fully open.

Unfortunately, there are certain setpoint changes where excessive oscillations are observed in the torque response. One example is the setpoint change from 10 N·m to 35 N·m (Fig. 4.4). The oscillations may be caused by the throttle controller gains being too high for this region.
The performance may be improved by scheduling the throttle controller gains according to the operating conditions. Reducing the PI gains to $K_p = 1$ and $K_i = 3$ for the 10 N·m to 35 N·m setpoint change resulted in significantly reduced oscillations.

Another interesting point is that the absolute pre-step deviations appear to be almost exclusively a function of the initial setpoint, although this relationship is highly nonlinear (Fig. 4.5). Nevertheless, all of the pre-step deviations were under 10 N·m, which may be within acceptable torque tracking bounds.

There also appears to be a strong relationship between the absolute post-step deviations and the final setpoint, although there is slightly more scatter in the data (Fig. 4.6). The post-step deviation can also be recorded as 0 if the wastegate is opened before the torque response settles. Additionally, the post-step deviations appear to be much smaller at final setpoints that are greater than 50 N·m. This may be due to the fact that the engine torque is less sensitive to throttle changes when the throttle is more open, as it is at large torque values.

![Figure 4.3: Time response for setpoint change from 135 N·m to 210 N·m. The shaded gray region indicates the time period that the wastegate was closed to give the best performance. The torque response gets a slight boost when the wastegate is reopened.](image-url)
Figure 4.4: Time response for setpoint change from 10 N·m to 35 N·m. The shaded gray region indicates the time period that the wastegate was closed to give the best performance. Excessive oscillations were observed for this setpoint change.

Figure 4.5: Absolute pre-step deviations vs. initial torque setpoints
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4.4 Discussion

The mode-switching strategy for the wastegate potentially offers the best of both fuel-optimal and time-optimal modes. This relatively simple strategy relies on a preview of the reference torque, which may become more readily available as onboard navigation and autonomous driving systems are integrated into passenger vehicles. The results show that just 1 second of preview is sufficient to switch from fuel-optimal to time-optimal mode, and thereby gain a faster response to torque setpoint changes.

Switching the wastegate between open and closed may cause some undesired side effects in the torque response. Most notably, closing the wastegate causes a slight deviation in the torque setpoint tracking. This may be mitigated by adding closed-loop control on the wastegate position. However, the deviation observed in our simulation was relatively small, and may be within acceptable torque tracking bounds.

The throttle controller developed in Chapter 3 performed generally well during wastegate switching. However, there were a few scenarios where excessive oscillations were observed. This may be mitigated by reducing the throttle controller gains in the operating region that is sensitive to oscillations. This seems to be a relatively small region, as oscillations were only observed in a small number of scenarios.

Finally, additional work is still needed to extend the wastegate control strategy to the entire operating space.

Figure 4.6: Absolute post-step deviations vs. final torque setpoints
4.5 Chapter summary

In this chapter, an extensive simulation study was conducted on the Simscape engine simulator to determine how the timing of the wastegate close-and-open switching affects the overall engine performance. The results can be used to construct a controller that closes and opens the wastegate at the appropriate times before and after a setpoint change. This strategy relies on a preview of the reference torque, so that the wastegate timing can be determined from the initial and final setpoints. The engine can thus run in a fuel efficient mode when the torque setpoint is constant, while still producing a fast torque response when a setpoint increase is required.
Chapter 5

Discrete-Time Turbocharged Engine Model

5.1 Chapter overview

Thus far, the 4-state model from Section 2.4 has been used for controller design. This model is designed in continuous time, but it is more beneficial to use a discrete-time model in certain control strategies. For example, optimization methods are much easier to handle in discrete time. There is also some evidence that accounting for the discrete sample time during the controller design can reduce errors from digital implementation [25]. For these reasons, we seek to convert the 4-state model to discrete time.

In this chapter, we describe and analyze the numerical issues that result when the 4-state model is discretized. We then present a solution by representing the throttle pressure ratio as a static map, which also allows one state to be removed. The resulting 3-state model is easily converted to discrete time.

5.2 Issues in conversion to discrete time

The Euler method is a common technique for converting nonlinear dynamic models to discrete time, due to its ease of formulation and implementation. It is equivalent to using a first-order Taylor approximation of the continuous-time dynamic equation to estimate the state evolution:

\[ x(t_0 + t_s) \approx x(t_0) + t_s \dot{x}(t_0) \]

where \( t_s \) is the step size. Given the differential equation in Eq. 2.17, the discretized dynamic system is then expressed as:

\[ x_{k+1} = x_k + t_s f(x_k, u_k) = f_d(x_k, u_k) \]

where \( x_k = x(kt_s) \) and \( u_k = u(kt_s) \).

*This chapter contains significant portions from [22], reprinted with permission from IEEE.
It is well known that the Euler method can be numerically unstable for stiff models. Stiff models are usually characterized as having at least one dynamic mode with a substantially faster time constant than the other modes. This fast mode, when combined with a large step size, can cause inaccuracy or even instability. This problem can be mitigated by reducing the step size, but this is not always practical. A natural choice of step size is the expected controller sampling period. For automotive engine systems, the controller sampling period is typically around 10 ms \[26\]. If a multi-rate scheme is used, it may be permissible to use a step size no smaller than 1 ms.

We use the Euler method to discretize the 4-state engine model described in Section 2.4. When the model is discretized with a 1 ms step size, significant chattering occurs at wide-open throttle.

Figure 5.1: Visible chattering in simulation of discretized 4-state model, with 1 ms step size (© 2016 IEEE)
To explain this behavior, we must examine a unique characteristic of turbocharged engines with throttle valves (typically gasoline engines). In these engines, the pressure upstream of the throttle is generally above ambient pressure, and can vary significantly with varying operating conditions. This behavior is not present in naturally aspirated engines, since the pressure upstream of the throttle is close to ambient and usually does not vary significantly. It is also not present in turbocharged engines equipped with variable-geometry turbochargers, since they usually are not equipped with throttle valves. It is the combination of turbocharger and throttle characteristics that results in chattering after discretization.

Under partial-throttle conditions in these engines, there is usually a substantial pressure difference across the throttle, meaning that the throttle pressure ratio $\Pi_{th} = p_{im}/p_{ic}$ is well below 1. From a physical intuition, this pressure difference provides the driving force for flow to move through the valve. If the pressures on both sides of the valve were equal ($\Pi_{th} = 1$), then there would be zero flow. This is consistent with the valve model in Eqs. 2.1 and 2.13.

Since the pumping action of the engine always draws some flow out of the intake manifold, $\Pi_{th}$ will always be less than 1 in the real system. At most, it may get very close to 1 when the throttle
is wide open. In simulation, however, the numerical error may push $\Pi_{th}$ above 1. Therefore, it is wise to include code that defines the throttle flow behavior for $\Pi_{th} > 1$. There are two obvious methods to do so. The first is to simply set the throttle mass flow rate $m_{th}$ equal to 0 for $\Pi_{th} > 1$, effectively making the throttle a one-way valve. The second is to include a model of reverse flow, following a similar structure as Eq. 2.13.

Applying the Euler method to a dynamic model with this throttle behavior can lead to chattering, especially at wide-open-throttle conditions. When the throttle is wide open, $\Pi_{th}$ approaches 1. Because of numerical error, $p_{im}$ then crosses above $p_{ic}$, causing $\Pi_{th} > 1$ (Fig. 5.3). At the next time step, $\Pi_{th}$ will fall back below 1. This is obvious in the reverse flow model, but it also occurs in the zero flow model since the engine’s pumping action will decrease the intake manifold pressure. The resulting back-and-forth crossing of 1 causes chattering and sometimes even instability.

It is unclear if an alternate discretization method can mitigate this problem. Using the common “RK4” Runge-Kutta method to discretize the model also showed similar chattering behavior. If the continuous-time model is simulated using the ode45 solver, a variable-step method based on RK4, the step size is automatically chosen to be around 1 ms after the throttle is opened (Fig. 5.4). This suggests that even more accurate discretization methods may not be able to obtain good performance at step sizes larger than 1 ms.

Another possibility could be to use an implicit method, such as the backward Euler method:

$$x_{k+1} = x_k + t_s f(x_{k+1}, u_{k+1})$$

However, this may be impractical since the complexity of the engine model makes it difficult to solve for $x_{k+1}$.

It should also be noted that some alternative models may not suffer from chattering after discretization. For example, the model presented in [27] eliminates the dependence on pressure ratio at wide-open conditions. This option has not been investigated.
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5.3 3-state reduced model for discretization

Since the chattering and instability in the discretized model is caused by the throttle pressure ratio crossing 1, we now analyze the pressure ratio dynamics further. Looking closely at the continuous-time simulation of the 4-state model, we can see that $\Pi_{th}$ responds much faster to throttle step changes than $p_{ic}$ and $p_{im}$ (Fig. 5.5).
According to conventional modeling wisdom, we can replace fast modes with static functions to reduce the stiffness of the model. Thus, we created a map of the throttle pressure ratio as a function of throttle angle and engine speed (Fig. 5.6). The throttle angle grid points were chosen as 25 points logarithmically spaced between 3 and 90 deg, while the engine speed grid points were chosen as 8 points evenly spaced between 500 and 7000 RPM. The pressure ratio value at each grid point was computed by simulating the continuous-time model using the ode23s solver in MATLAB, with 60 seconds of simulation time to let the system to reach steady state. We observed that the wastegate position had a negligible effect on the steady-state values (Fig. 5.7), regardless of the engine speed, so the final map values were computed with the wastegate held at 0% (fully closed). Linear interpolation can be used between grid points to give a static function of $\Pi_{th}(\theta_{th}, \omega_e)$.

We can now reduce the model by removing $p_{im}$ as a state variable. This leaves $x = [p_{ic} \ p_{em} \ \omega_{ic}]^T$ as the state vector, still evolving dynamically according to Eq. 2.15, while the intake manifold pressure is modeled as:

$$p_{im} = p_{ic} \cdot \Pi_{th}(\theta_{th}, \omega_e)$$

This 3-state model is now evaluated for accuracy and ease of discretization. To evaluate accuracy, we simulate the continuous-time versions of the 3-state and 4-state models using the variable-step solver ode23s. The simulations show that the 3-state model is roughly as accurate as the 4-state model, relative to the true behavior (Fig. 5.8). To evaluate ease of discretization, we apply the Euler method to the 3-state model. Since the 3-state model uses a static map of throttle pressure ratio, and all function values in the map are less than 1, chattering is eliminated for both 1 ms and 10 ms step sizes. In fact, simulating the 3-state model in continuous time and in discrete time (with a 10 ms step size) produces virtually indistinguishable results (Fig. 5.9). Thus, the 3-state model is both accurate and easily discretized, making it well-suited for discrete-time control design.
5.4 Chapter summary

In this chapter, the model of the turbocharged engine was converted to discrete time. The original 4-state model suffered from undesirable chattering after discretization. To fix this problem, we eliminated a fast mode corresponding to the throttle pressure ratio. The pressure ratio is instead represented as a static function of the throttle position and engine speed, and is mapped from a grid of steady-state values. The resulting 3-state model has a comparable performance to the 4-state model, and is also easily discretized. This 3-state model will be used for the optimization scheme in the next chapter.

Replacing a fast dynamic mode with a static function is fairly common when dealing with stiff and singular perturbation. The methods in this chapter may be extended to other stiff systems that need to be modeled in discrete time. The key difficulty is identifying the fast dynamic, which may not be immediately obvious.
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Figure 5.8: Comparison of continuous-time 3-state model, continuous-time 4-state model, and true behavior (© 2016 IEEE)

Figure 5.9: Continuous-time vs. discrete-time (10 ms step size) simulations of 3-state model (© 2016 IEEE)
Chapter 6

Multi-Objective Optimization

6.1 Chapter overview

This chapter describes a multi-objective optimization scheme to coordinate the throttle and wastegate simultaneously. The discrete-time 3-state model from Chapter 5 is used to formulate constraints on the state dynamics. Since the nonlinear state constraints make the problem non-convex, the problem is “convexified” by linearizing the dynamics over the system trajectory. This results in a quadratic program, which is solved iteratively. A multi-objective cost function is used to trade off between torque tracking and fuel usage. The cost function is formulated in three different ways, and the results are compared with each other.

The discrete-time model can be expressed as:

\[
\begin{align*}
    x_{k+1} &= f_d(x_k, u_k, w_k) \\
    y_k &= h(x_k, u_k, w_k)
\end{align*}
\]  

(6.1)

where \( x \) is the state, \( u \) is the input, \( y \) is the output, and \( w \) is the vector of measurable parameters. In this chapter, we consider both the throttle and wastegate positions as the inputs. The outputs are the engine torque and the fuel mass flow rate. As in Chapter 3, the measurable parameters are the engine speed and spark timing, and the states are scaled to provide better numerical conditioning. The fuel mass flow rate is also scaled.

The state \( x \), input \( u \), output \( y \), and parameter \( w \) are summarized as:

\[
\begin{align*}
    x &= \begin{bmatrix}
        p_{ic} \cdot 10^{-3} \\
        p_{em} \cdot 10^{-3} \\
        \omega_e \cdot 10^{-3}
    \end{bmatrix} \\
    u &= \begin{bmatrix}
        \theta_{th} \\
        \omega_{wg}
    \end{bmatrix} \\
    y &= \begin{bmatrix}
        \tau_e \\
        \dot{m}_f \cdot 10^3
    \end{bmatrix} \\
    w &= \begin{bmatrix}
        \omega_e \\
        \text{SA}
    \end{bmatrix}
\end{align*}
\]

6.2 Non-convex optimization formulation

Recall that our goal is to track a reference trajectory with as little fuel usage as possible. Let \( Y_{ld} = \{y_{ld,k}\}_{k=0}^{p} \) denote the sequence of desired torque values, with length \( p \). Then, let \( U = \{u_k\}_{k=0}^{p} \),
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$X = \{x_k\}_{k=0}^p$, and $Y = \{y_k\}_{k=0}^p$ repectively denote the sequence of the model inputs, states, and outputs over this same length. Via choice of $U$, we would like to minimize the error between $Y_1$ and $Y_{1d}$, while also minimizing $Y_2$ in some way. A simple way to combine these objectives is with a weighted-sum cost function.

One obvious choice for the cost function is:

$$J(Y) = c_\tau \|Y_{1d} - Y_1\|_2^2 + c_f \|t_s Y_2\|_2^2$$ (6.2)

where $t_s$ is the discrete-time step size. Note that $\|t_s Y_2\|_2^2 = \sum_{k=0}^p (t_s y_{2,k})^2$, which is analogous to the total fuel usage. Using this cost function will directly attempt to minimize the torque tracking error and the total fuel usage.

Instead of directly minimizing the fuel usage, an alternative would be to maximize the waste-gate position. This exploits the knowledge that opening the wastegate results in lower fuel usage. The corresponding cost function would look like:

$$J(U, Y) = c_\tau \|Y_{1d} - Y_1\|_2^2 + c_f \|u_{2,\text{max}} - U_2\|_2^2$$ (6.3)

In this case, we attempt to minimize the wastegate deviation from a wide-open position.

A third option is similar to (6.3), except that a 1-norm is used on the wastegate term:

$$J(U, Y) = c_\tau \|Y_{1d} - Y_1\|_2^2 + c_f \|u_{2,\text{max}} - U_2\|_1$$ (6.4)

Because using the 1-norm tends to produce sparse results, this formulation may result in the wastegate staying wide open for most of the time.

We can formulate our optimization problem as:

$$\min_{U,X,Y} J(U, Y)$$ (6.5)

s.t. $x_{k+1} = f_d(x_k, u_k, w_k) \quad k = 0, \ldots, p - 1$

$y_k = h(x_k, u_k, w_k) \quad k = 0, \ldots, p$

$u_{\text{min}} \leq u_k \leq u_{\text{max}} \quad k = 0, \ldots, p$

$0 \leq x_k \leq x_{\text{max}} \quad k = 0, \ldots, p$

$y_k \geq 0 \quad k = 0, \ldots, p$

$x_0 = x_i$

where $J(U, Y)$ is one of the cost functions from (6.2–6.4). The first two constraints ensure that $X$ and $Y$ obey the nonlinear dynamics. The next three constraints enforce box constraints on the input, state, and output. The states are given an upper bound to ensure they stay within reasonable limits. The last constraint enforces the initial state to be equal to the specified initial condition $x_i$.

Unfortunately, the optimization problem in (6.5) is not convex, due to the nonlinear equality constraints. While some methods exist for solving non-convex problems, their performance is highly dependent on the initial guess and the degree of non-convexity. Several attempts were made to solve (6.5) using the fmincon solver in MATLAB, with both the interior-point and sequential-quadratic-programming algorithms. However, even after several days of running, the solver could not converge on a solution for any of the three cost function formulations.
6.3 Convex optimization with iterative linearization

Instead of attempting to solve the non-convex problem directly, one alternative is to “convexify” the problem by relaxing the non-convex components. In our case, the non-convexity stems from the nonlinear state and output constraints. Inspired by the approach in [20,21], we can convexify these constraints by linearizing around the system trajectory. The optimization problem can then be reformulated into a quadratic program (QP), which is easily solved with any standard QP solver. The solution of the QP gives an update to the input sequence. Using the updated input sequence, we generate a new trajectory and linearize again. This process is repeated until the input sequence converges.

Let \( \bar{U} = \{ \bar{u}_k \}_{k=0}^{p} \) denote a candidate solution to (6.5). Then, let \( \bar{X} = \{ \bar{x}_k \}_{k=0}^{p} \) and \( \bar{Y} = \{ \bar{y}_k \}_{k=0}^{p} \) be the sequences of states and outputs, respectively, generated by the nonlinear model (6.1) with the input sequence \( \bar{U} \) and initial state \( \bar{x}_0 = x_0 \). The nonlinear model can then be linearized around (\( \bar{X}, \bar{U} \)) to produce a linear time-varying system:

\[
\delta x_{k+1} = A(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta x_k + B(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta u_k \\
\delta y_k = C(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta x_k + D(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta u_k
\]

where \( \delta u_k, \delta x_k, \) and \( \delta y_k \) are the perturbations from \( \bar{u}_k, \bar{x}_k, \) and \( \bar{y}_k \), respectively. \( A, B, C, \) and \( D \) are time-varying Jacobian matrices, defined by:

\[
A(\bar{x}_k, \bar{u}_k, \bar{w}_k) = \frac{\partial f_d}{\partial x}(\bar{x}_k, \bar{u}_k, \bar{w}_k) \\
B(\bar{x}_k, \bar{u}_k, \bar{w}_k) = \frac{\partial f_d}{\partial u}(\bar{x}_k, \bar{u}_k, \bar{w}_k) \\
C(\bar{x}_k, \bar{u}_k, \bar{w}_k) = \frac{\partial h}{\partial x}(\bar{x}_k, \bar{u}_k, \bar{w}_k) \\
D(\bar{x}_k, \bar{u}_k, \bar{w}_k) = \frac{\partial h}{\partial u}(\bar{x}_k, \bar{u}_k, \bar{w}_k)
\]

We should note that the discrete-time model contains the static map for the throttle pressure ratio, which is not easily differentiated. Therefore, we calculate estimates of \( A, B, C, \) and \( D \) using the numerical differentiation algorithm from [28].

The optimization problem from (6.5) can then be reformulated as a QP:

\[
\min_{\delta U, \delta X, \delta Y} J(U, Y) + c_{u_1} \|\delta U_1\|_2^2 + c_{u_2} \|\delta U_2\|_2^2
\]

s.t.

\[
\delta x_{k+1} = A(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta x_k + B(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta u_k \\
\delta y_k = C(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta x_k + D(\bar{x}_k, \bar{u}_k, \bar{w}_k) \delta u_k \\
u_{\min} \leq \bar{u}_k + \delta u_k \leq u_{\max} \\
0 \leq \bar{x}_k + \delta x_k \leq x_{\max} \\
\bar{y}_k + \delta y_k \geq 0 \\
\delta x_0 = 0 \\
|\delta u_{1,k}| \leq \epsilon_{u_1} \cdot (\bar{u}_{1,k}/u_{1,max}) \\
|\delta u_{2,k}| \leq \epsilon_{u_2} \\
k = 0, \ldots, p - 1
\]
where $\delta U = U - \bar{U}$, $\delta X = X - \bar{X}$, and $\delta Y = Y - \bar{Y}$. Note that two additional terms have been added to the cost function. These terms penalize the deviation $\delta u_k$ from $\bar{u}_k$ to improve the convergence of the algorithm. The values of $c_{u_1}$ and $c_{u_2}$ were both set to 0.01.

Two additional trust-region constraints have also been added to ensure accuracy of the linearized model. The trust-region constraint on $\delta u_1$, $\bar{u}_1$, $\delta u_2$, $\bar{u}_2$ is tightened at small values of $\bar{u}_1$, since the torque is much more sensitive to throttle changes when the throttle is near closed. The value of $\varepsilon_{u_1}$ was set to 8, while the value of $\varepsilon_{u_2}$ was set to 5.

The overall algorithm is as follows:

```
Initialize $\bar{U}$

while $\parallel \delta U_1 \parallel_2 \geq \Delta_1$ and $\parallel \delta U_2 \parallel_2 \geq \Delta_2$
    $\bar{X} = \text{SimSys}(x_i, \bar{U})$
    $(A,B,C,D) = \text{LinSys}(\bar{U}, \bar{X})$
    $\delta U = \text{SolveQP}(A,B,C,D,x_i, \bar{U})$
    $\bar{U} = \bar{U} + \delta U$
end while
```

The function $\text{SimSys}(\cdot)$ generates the state sequence $\bar{X}$ from the nonlinear model (6.1). The function $\text{LinSys}(\cdot)$ computes the sequences of the $A$, $B$, $C$, and $D$ Jacobian matrices by linearizing the nonlinear model around $(\bar{X}, \bar{U})$. The function $\text{SolveQP}(\cdot)$ solves (6.6) to produce $\delta U = \{\delta u_k\}_{k=0}^P$, the update to the input sequence. The algorithm terminates when $\parallel \delta U_1 \parallel_2$ and $\parallel \delta U_2 \parallel_2$ are sufficiently small, indicating convergence. The values of $\Delta_1$ and $\Delta_2$ were both set to 10.

### 6.4 Optimization results

In each iteration of the algorithm, we solve the corresponding QP with MOSEK. This software is used in a YALMIP framework [29], which runs in MATLAB.

Since it was not obvious which of the three cost function formulations (6.2–6.4) would produce the best results, all three were tested. The performance results for the three cost function formulations are summarized in Table 6.1 along with the values of the $c_{\text{tau}}$ and $c_f$ parameters. Each of the three produced reasonably good results. $J_1$ produced the best torque tracking, but also used the most fuel. $J_2$ produced the worst tracking, but used the least fuel. $J_3$ produced a compromise in between $J_1$ and $J_2$.

The three cost function formulations show clear differences in the resulting input sequences (Fig. 6.1). For $J_3$, the wastegate closes around the 0.5-second mark (when the setpoint increases), and remains closed until around the 0.6-second mark. This behavior closely resembles the wastegate timings tested in Chapter 4. $J_2$ produced a similar wastegate trajectory as $J_1$, but the wastegate does not close all the way and it stays partially open for a longer period of time. For $J_3$, the wastegate remains closed before the setpoint change, but opens up around the 0.6-second mark. This gives the torque response a quick boost due to the sudden reduction in pumping loss. This is an effect that was also observed in Chapter 4.
Table 6.1: Optimization parameters and results for three different cost function formulations

<table>
<thead>
<tr>
<th>Cost function</th>
<th>$c_\tau$</th>
<th>$c_f$</th>
<th>Torque error (N·m)</th>
<th>Fuel usage (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_1(Y)$</td>
<td>1</td>
<td>500</td>
<td>91.5</td>
<td>2.10</td>
</tr>
<tr>
<td>$J_2(U,Y)$</td>
<td>5</td>
<td>1</td>
<td>172.5</td>
<td>2.00</td>
</tr>
<tr>
<td>$J_3(U,Y)$</td>
<td>1</td>
<td>8</td>
<td>137.3</td>
<td>2.03</td>
</tr>
</tbody>
</table>

Figure 6.1: Optimal throttle and wastegate sequences for three different cost function formulations, and resulting torque outputs from the discrete-time 3-state model
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The torque performances cannot be directly compared with the results from Chapter 4 since there is some modeling error between the 3-state model and the Simscape engine simulator. However, the results of the optimization provide confirmation for some of the beneficial control actions observed in Chapter 4. These actions include holding the wastegate open when the torque setpoint is constant, closing the wastegate for the setpoint increase, and opening the wastegate shortly after the setpoint increase to reduce pumping losses and provide a boost to the torque response.

The main limitation to this optimization scheme is the time required to converge to a solution. Each of the three cost function formulations required several hours to converge. As suggested in [21], a warm-start initialization may speed up convergence. Another major bottleneck seems to be the linearization step, where the Jacobian matrices are calculated. If analytical forms of the Jacobian matrices can be found, the linearization step would speed up considerably. However, this may be difficult since the discrete-time model uses a static map for the throttle pressure ratio, which is not easily differentiable.

Nonetheless, if the convergence time can be sufficiently reduced, it would be possible to use this optimization scheme in a model predictive controller. The desired torque trajectory would come from a preview of the reference torque, and the optimization problem would be solved at every time step, using new measurements to update the initial state.

6.5 Chapter summary

In this chapter, a multi-objective optimization scheme was designed to coordinate the throttle and wastegate simultaneously. Since the nonlinear state constraints made the problem non-convex, the problem was convexified by linearizing the dynamics over the system trajectory. This resulted in a quadratic program, which was solved iteratively. The cost function was formulated in three different ways. All three penalized the torque tracking error, but each formulation penalized fuel usage in different ways. The first directly penalized the fuel usage. The second penalized the deviation of the wastegate away from fully open, using a 2-norm. The third was similar to the second, except that a 1-norm was used. All three produced reasonably good results, with each producing a different tradeoff between torque tracking error and fuel usage. The resulting wastegate trajectories also displayed characteristics similar to those observed in Chapter 4, thus providing some confirmation that the heuristics behind the decentralized controller have the correct logic.
Chapter 7

Conclusion

7.1 Summary of dissertation

Control strategies

This dissertation presented two model-based control methods to balance fuel efficiency and torque responsiveness in a turbocharged spark-ignition engine.

The first method was a decentralized controller, in which the throttle and wastegate were controlled in separate loops. In Chapter 3, a throttle controller was designed for torque tracking. This controller consisted of a feedback linearization algorithm with supplemental proportional-integral (PI) control, and produced good torque tracking performance in spite of modeling error. Chapter 4 described an extensive simulation study to determine how the timing of the wastegate close-and-open switching affects the overall engine performance. The wastegate is left open when the torque setpoint is constant, and is closed during a setpoint increase. This strategy relies on a preview of the reference torque. The results showed improvements in both fuel usage and settling time, compared to holding the wastegate either fully closed or fully open.

The second method was a multi-objective optimization scheme, in which the throttle and wastegate were controlled simultaneously. In Chapter 6, a multi-objective cost function was used in an optimization scheme to trade off between torque tracking and fuel usage. However, the nonlinear state constraints made the problem non-convex, so the problem was convexified by linearizing the dynamics over the system trajectory. This resulted in a quadratic program, which was solved iteratively. The multi-objective cost function was formulated in three different ways, each producing a different tradeoff between torque tracking and fuel usage.

The decentralized controller takes a heuristic approach in the wastegate loop, but it is very easy to implement since there is not much computation required. On the other hand, the optimization scheme is more theoretically rigorous, but requires much more computation. In general, optimization-based methods can be challenging to use for real-time control because of the computation time required. When the problem is non-convex, there is no guarantee that a solution can be found in finite time. Even using the convexified method presented in Chapter 6, each of the three cost function formulations required several hours to converge. However, the optimization solutions
do provide some insight for what the best control actions should be. In particular, the optimization solutions produced wastegate trajectories that displayed similar characteristics as those observed in Chapter 4, thus providing some confirmation that the heuristics behind the decentralized controller have the correct logic.

Mean-value modeling

The models used in these control methods were also described in detail. A mean-value methodology was used, which entails estimating the average values of the model variables and neglecting fast variations within one engine cycle.

Chapter 2 introduced the high-fidelity engine simulator and the simpler 7-state and 4-state models. The Simscape engine simulator was used as the “true” plant for controller validation. The 7-state model captured the pressure and turbocharger speed dynamics well, but did not capture the temperature dynamics accurately. The 7-state model was further reduced to a 4-state model, which actually performed better than the 7-state model. The 4-state model was then used to design the throttle controller in Chapter 3.

Chapter 5 developed a discrete-time model for the turbocharged engine. First, an attempt was made to discretize the 4-state model, but it exhibited undesirable chattering and sometimes instability after discretization. These numerical issues were analyzed, and a solution was proposed by representing the throttle pressure ratio as a static map. In this way, a fast mode was eliminated and the model was reduced to 3 states. This 3-state model was easily converted to discrete-time. The discretized 3-state model was used in the optimization scheme in Chapter 6.

Replacing a fast dynamic mode with a static function is fairly common when dealing with stiff and singular perturbation. The methods in Chapter 5 may be extended to other stiff systems that need to be modeled in discrete time. The key difficulty is identifying the fast dynamic, which may not be immediately obvious.

7.2 Future work

Additional work can be done to improve upon the results presented in this dissertation.

The throttle controller in Chapter 3 was tuned to produce good performance when the wastegate is closed. While it also produced generally good performance when the wastegate was open, there were certain operating regions were undesirable oscillations occurred. This may be mitigated if the throttle controller gains are reduced in the regions that are sensitive to oscillations.

The wastegate controller in Chapter 4 requires additional effort before it can be fully implemented. More work must be done to determine the best wastegate timing for any arbitrary setpoint change. Adding closed-loop control may also help reduce undesired side effects from switching the wastegate open and closed.

In Chapter 5, it was observed that the wastegate position had only a negligible effect on the steady-state throttle pressure ratio. With further analysis, it may be possible to prove that this is
also true in theory. Additionally, it would be interesting if the throttle pressure ratio dynamics could be theoretically proven to be faster than the absolute pressure dynamics.

The optimization scheme in Chapter 6 may be used in a model predictive control strategy if the algorithm convergence time can be reduced. As suggested in [21], a warm-start initialization may speed up convergence. Additionally, some computation time may be reduced if analytical forms of the Jacobian matrices can be found. This would eliminate the need to calculate numerical estimates. The main difficulty here would be in differentiating the throttle pressure ratio map.

The controllers described in Chapters 3 and 6 rely on the availability of full-state feedback. This may not be practical, since sensors to measure the exhaust manifold pressure and turbocharger speed are typically too expensive for production engines. Therefore, a state observer should be developed to estimate these unmeasured states.

Finally, experimental testing on a physical engine can provide more validation of the control methods proposed in this dissertation. Experimental testing was not performed in this work, since a suitable engine test bench was not readily available. An attempt was made to set up a working engine test bench, but there were numerous hardware problems and the effort was eventually abandoned due to lack of time and resources.
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Appendix A

List of Model Parameters

The following is a complete list of the model parameters, along with their values, that are used in Chapter 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$2.26 \times 10^{-7}$ (kg/s)/Pa</td>
<td>Aspirated mass flow rate parameter</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$-2.95 \times 10^{-8}$ (kg/s)/Pa</td>
<td>Aspirated mass flow rate parameter</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$2.3 \times 10^{-3}$ kg/s</td>
<td>Aspirated mass flow rate parameter</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.7964</td>
<td>Spark influence function parameter</td>
</tr>
<tr>
<td>$b_2$</td>
<td>$2.000 \times 10^{-4}$</td>
<td>Spark influence function parameter</td>
</tr>
<tr>
<td>$b_3$</td>
<td>$1.456 \times 10^{-6}$</td>
<td>Spark influence function parameter</td>
</tr>
<tr>
<td>$A_t$</td>
<td>$10^{-3}$ m$^2$</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$c_{g_1}$</td>
<td>$2.817 \times 10^{-3}$</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{g_2}$</td>
<td>0.3102</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{p,a}$</td>
<td>$1.0047 \times 10^3$ J/(kg·K)</td>
<td>Specific heat of air at constant pressure</td>
</tr>
<tr>
<td>$c_{p,b}$</td>
<td>$1.0393 \times 10^3$ J/(kg·K)</td>
<td>Specific heat of burned gas at constant pressure</td>
</tr>
<tr>
<td>$c_{r_1}$</td>
<td>9.408</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{r_2}$</td>
<td>0.5499</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{r_3}$</td>
<td>8.598</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{r_4}$</td>
<td>0.7078</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{r_5}$</td>
<td>38.60</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{t_1}$</td>
<td>$1.251 \times 10^{-3}$</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{t_2}$</td>
<td>0.3109</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$c_{t_3}$</td>
<td>1.855</td>
<td>Compressor model parameter</td>
</tr>
<tr>
<td>$d_{m_1}$</td>
<td>$5.137 \times 10^4$ K/(kg/s)</td>
<td>Engine-out temperature parameter</td>
</tr>
</tbody>
</table>

(Continued on next page)
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{m2}$</td>
<td>$1.280 \times 10^3$ K</td>
<td>Engine-out temperature parameter</td>
</tr>
<tr>
<td>$d_{s1,hi}$</td>
<td>$-1.082 \times 10^{-4}$</td>
<td>Engine-out temperature parameter</td>
</tr>
<tr>
<td>$d_{s1,lo}$</td>
<td>$3.425 \times 10^{-5}$</td>
<td>Engine-out temperature parameter</td>
</tr>
<tr>
<td>$d_{s2,hi}$</td>
<td>$-4.513 \times 10^{-3}$</td>
<td>Engine-out temperature parameter</td>
</tr>
<tr>
<td>$d_{s2,lo}$</td>
<td>$4.713 \times 10^{-5}$</td>
<td>Engine-out temperature parameter</td>
</tr>
<tr>
<td>$D_{th}$</td>
<td>0.055 m</td>
<td>Diameter of throttle valve</td>
</tr>
<tr>
<td>$D_{wg}$</td>
<td>0.0342 m</td>
<td>Diameter of wastegate valve</td>
</tr>
<tr>
<td>$h_{em}$</td>
<td>208.71 (J/s)/K</td>
<td>Exhaust manifold effective heat transfer coefficient</td>
</tr>
<tr>
<td>$h_{ic}$</td>
<td>354.24 (J/s)/K</td>
<td>Intercooler effective heat transfer coefficient</td>
</tr>
<tr>
<td>$h_{im}$</td>
<td>246.54 (J/s)/K</td>
<td>Intake manifold effective heat transfer coefficient</td>
</tr>
<tr>
<td>$J_{tc}$</td>
<td>$10^{-5}$ kg·m²</td>
<td>Turbocharger inertia</td>
</tr>
<tr>
<td>$p_{amb}$</td>
<td>101325 Pa</td>
<td>Ambient pressure (intake side)</td>
</tr>
<tr>
<td>$p_{ex}$</td>
<td>115000 Pa</td>
<td>Ambient pressure (exhaust side)</td>
</tr>
<tr>
<td>$q_{LHV}$</td>
<td>$4.25 \times 10^7$ J/kg</td>
<td>Lower heating value of fuel</td>
</tr>
<tr>
<td>$r_c$</td>
<td>13</td>
<td>Compression ratio of engine</td>
</tr>
<tr>
<td>$r_t$</td>
<td>0.035 m</td>
<td>Turbine blade radius</td>
</tr>
<tr>
<td>$R_a$</td>
<td>287.058 J/(kg·K)</td>
<td>Specific gas constant of air</td>
</tr>
<tr>
<td>$R_b$</td>
<td>282.79 J/(kg·K)</td>
<td>Specific gas constant of burned gas</td>
</tr>
<tr>
<td>$R_u$</td>
<td>8.314462 J/(mol·K)</td>
<td>Universal gas constant</td>
</tr>
<tr>
<td>$S_{wg}$</td>
<td>0.007 m</td>
<td>Stroke of wastegate valve</td>
</tr>
<tr>
<td>$SA_{opt}$</td>
<td>34.41 deg</td>
<td>Spark influence function parameter</td>
</tr>
<tr>
<td>$t_{e1}$</td>
<td>0.8</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$t_{e2}$</td>
<td>0.7</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$t_{f1}$</td>
<td>$4.949 \times 10^{-6}$</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$t_{f2}$</td>
<td>$9.134 \times 10^{-3}$</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$t_{f3}$</td>
<td>$6.391 \times 10^{-6}$</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$t_{f4}$</td>
<td>$1.260 \times 10^{-4}$</td>
<td>Turbine model parameter</td>
</tr>
<tr>
<td>$T_{amb}$</td>
<td>298.15 K</td>
<td>Ambient air temperature (intake side)</td>
</tr>
<tr>
<td>$T_{em}$</td>
<td>850 K</td>
<td>Exhaust manifold temperature (for 4-state model)</td>
</tr>
<tr>
<td>$T_{ex}$</td>
<td>566.62 K</td>
<td>Ambient air temperature (exhaust side)</td>
</tr>
<tr>
<td>$T_{ic}$</td>
<td>312 K</td>
<td>Intercooler temperature (for 4-state model)</td>
</tr>
<tr>
<td>$T_{im}$</td>
<td>309 K</td>
<td>Intake manifold temperature (for 4-state model)</td>
</tr>
</tbody>
</table>

(Continued on next page)
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_c$</td>
<td>$V_d/r_c$</td>
<td>Engine compression volume</td>
</tr>
<tr>
<td>$V_d$</td>
<td>$1.798 \times 10^{-3}$ m$^3$</td>
<td>Engine displacement volume</td>
</tr>
<tr>
<td>$V_{em}$</td>
<td>$8.6489 \times 10^{-4}$ m$^3$</td>
<td>Exhaust manifold volume</td>
</tr>
<tr>
<td>$V_{ic}$</td>
<td>$1.9453 \times 10^{-3}$ m$^3$</td>
<td>Intercooler volume</td>
</tr>
<tr>
<td>$V_{im}$</td>
<td>$3.6455 \times 10^{-3}$ m$^3$</td>
<td>Intake manifold volume</td>
</tr>
<tr>
<td>$\gamma_a$</td>
<td>1.4</td>
<td>Ratio of specific heats ($c_p/c_v$) for air</td>
</tr>
<tr>
<td>$\gamma_b$</td>
<td>1.373</td>
<td>Ratio of specific heats ($c_p/c_v$) for burned gas</td>
</tr>
<tr>
<td>$\Lambda_s$</td>
<td>14.6</td>
<td>Stoichiometric air-fuel ratio</td>
</tr>
</tbody>
</table>
Appendix B

Additional Results of Wastegate Timing Tests

This appendix presents additional results of all wastegate timing tests, as described in Chapter 4. For each setpoint change, two plots are shown. The first is a scatter plot of the total fuel usage versus the 2% settling time for each test. The second is a time response plot showing the torque response for when the wastegate is fully closed, fully open, and switched between closed and open for the best performance. For some setpoint changes, holding the wastegate fully open produced the best performance. For all other setpoint changes, the time response plot shows a shaded gray region indicating the time period that the wastegate was closed to give the best performance.

In all scenarios, the test with wastegate fully closed was never chosen to have the best performance, since the wastegate is assumed to be open by default. However, the results with the wastegate fully closed are included in the plots for performance comparisons.
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

- Wastegate fully open
- Wastegate fully closed
- Wastegate varied
- Best performance

### (a) Fuel usage vs. settling time for all wastegate timing tests

![Fuel usage vs. settling time graph](image)

### (b) Time response for selected wastegate timing tests

![Time response graph](image)

Figure B.1: Torque setpoint change from 10 N·m to 20 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.2: Torque setpoint change from 10 N·m to 35 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.3: Torque setpoint change from 10 N·m to 60 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.4: Torque setpoint change from 10 N·m to 85 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

Wastegate fully open  □  Wastegate fully closed  ◆  Wastegate varied  ●  Best performance

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.5: Torque setpoint change from 10 N·m to 110 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.6: Torque setpoint change from 10 N·m to 160 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

- Wastegate fully open
- Wastegate fully closed
- Wastegate varied
- Best performance

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.7: Torque setpoint change from 10 N·m to 210 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.8: Torque setpoint change from 30 N·m to 40 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

- Wastegate fully open
- Wastegate fully closed
- Wastegate varied
- Best performance

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.9: Torque setpoint change from 50 N·m to 60 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.10: Torque setpoint change from 50 N·m to 75 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

- Wastegate fully open
- Wastegate fully closed
- Wastegate varied
- Best performance

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.11: Torque setpoint change from 50 N·m to 100 N·m
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- Wastegate fully open
- Wastegate fully closed
- Wastegate varied
- Best performance

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.12: Torque setpoint change from 50 N·m to 125 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.13: Torque setpoint change from 50 N·m to 150 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.14: Torque setpoint change from 60 N·m to 210 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.15: Torque setpoint change from 100 N·m to 110 N·m
Figure B.16: Torque setpoint change from 100 N\(\cdot\)m to 125 N\(\cdot\)m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.17: Torque setpoint change from 100 N\(\cdot\)m to 150 N\(\cdot\)m
### APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

<table>
<thead>
<tr>
<th>Settling time (s)</th>
<th>Fuel usage (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>16.85</td>
</tr>
<tr>
<td>0.8</td>
<td>16.9</td>
</tr>
<tr>
<td>1</td>
<td>16.95</td>
</tr>
<tr>
<td>1.2</td>
<td>17</td>
</tr>
<tr>
<td>1.4</td>
<td>17.05</td>
</tr>
<tr>
<td>1.6</td>
<td>17.1</td>
</tr>
<tr>
<td>1.8</td>
<td>17.15</td>
</tr>
<tr>
<td>2</td>
<td>17.2</td>
</tr>
<tr>
<td>2.2</td>
<td>17.25</td>
</tr>
</tbody>
</table>

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.18: Torque setpoint change from 110 N·m to 210 N·m
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(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.19: Torque setpoint change from 135 N·m to 210 N·m
APPENDIX B. ADDITIONAL RESULTS OF WASTEGATE TIMING TESTS

![Graphs showing fuel usage vs. settling time and time response for selected wastegate timing tests.](image)

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.20: Torque setpoint change from 160 N·m to 210 N·m
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Figure B.21: Torque setpoint change from 185 N·m to 210 N·m

(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests
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(a) Fuel usage vs. settling time for all wastegate timing tests

(b) Time response for selected wastegate timing tests

Figure B.22: Torque setpoint change from 200 N·m to 210 N·m